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Abstract

Electron-Muon Correlations in Proton+Proton and

Deuteron+Gold Collisions at PHENIX

Tatia Engelmore

This dissertation presents the first measurement of electron-muon azimuthal

correlations at the PHENIX experiment at RHIC in 200 GeV proton-proton

and deuteron-gold collisions. Electron-muon pairs result from the semilep-

tonic decay of D mesons, which come from correlated charm pairs. The

pairs are measured at forward rapidity, with |η| < 0.5 for the electron and

1.4 < |η| < 2.1 for the muon. Electron-muon pairs exhibit a characteristic

peak at ∆φ = π in the azimuthal distribution due to momentum conserva-

tion in the cc̄ decay, and this enables clear identification. The shape of the

azimuthal pair distribution in p+p collisions helps us determine which hard

scattering processes contribute to charm production, and it allows us to test

NLO QCD predictions. The p+p result also serves as a baseline measurement

for understanding heavy ion collisions. Pairs were also measured in d+Au

collisions at forward rapidity in the deuteron-going direction, which is a kine-

matic region at which we expect suppression effects to be evident. The pair

yield in d+Au was found to be suppressed relative to that in p+p. Also the



peak in ∆φ almost disappears in d+Au, indicating either a change in charm

production mechanisms or interactions with the nuclear matter.
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Chapter 1

Introduction

The early 21st century is a unique time in the history of physics. Much of

what we know about the world has been distilled into well-tested physical

laws, leaving mysteries regarding only the most extreme physical conditions.

Of the four fundamental forces, we understand how to use electromagnetism

and the weak force to predict observable phenomena. Gravity is described

by general relativity to good agreement with experiment, though the theory

likely needs to be refined or expanded upon in order to unify it with the other

four forces. The final force is the strong force (described by quantum chro-

modynamics), for which we know the fundamental Lagrangian, though it has

proven to be a difficult theory to make predictions from due to its complexity.

In our quest to understand gravity we are searching for gravity waves caused

by exotic astronomical objects; in order to explore the limits of quantum chro-

moynamics (QCD) we have built high energy heavy ion colliders such as the

Relativistic Heavy Ion Collider (RHIC). Heavy ion collisions allow us to test
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experimentally the extremely complicated theory of QCD and thereby help

complete a coherent physical picture of the world.

1.1 Content and Structure of this Thesis

The topic of this thesis is the measurement of electron-muon correlations in

proton-proton and deuteron-gold collisions at
√
s = 200 GeV. These lepton

pairs are the result of the semi-leptonic decay of D meson pairs. Because the D

mesons are formed from cc̄ pairs (or from the decay of two B mesons from a bb̄

pair), this signal is a probe of heavy quark production, where “heavy” means

charm and bottom. This measurement was made at the PHENIX experiment

at the Relativistic Heavy Ion Collider (RHIC), located at Brookhaven Na-

tional Laboratory in Upton, New York (see Sec. 3.1.1). The purpose of the

measurement in p+p collisions is to provide a better understanding of heavy

quark production at intermediate rapidity ranges in order to test perturbative

QCD (pQCD) predictions. Angular correlations give insight into production

mechanisms that previous heavy flavor measurements (namely single electrons

and muons) were not able to do. Similar measurements in d+Au, using p+p

as a baseline, help provide an understanding of how heavy quark production

is modified due to effects from being created in nuclear matter. This measure-

ment will help us to understand the distribution of partons in the nucleus, as

well as the role of initial and final state interactions in particle production.
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The structure of the remainder of this thesis is as follows: first, the introduction

outlines the basic concepts involved in a heavy ion analysis, with an emphasis

on the physics of d+Au collisions. This includes asymptotic freedom, nuclear

structure functions, and saturation effects. The next chapter describes charm

production in nuclear collisions, and how it may be modified by cold nuclear

matter effects. Then comes a detailed description of the PHENIX detector,

focusing on the individual detectors used in this analysis. After that is are

two chapters on the details of the measurement of electron-muon correlations

in p+p and d+Au collisions. Finally, a discussion of the results obtained from

comparing these datasets.

1.2 RHIC Physics

RHIC was designed to probe a new state of matter, the quark-gluon plasma

(QGP). The QGP is a deconfined state of quarks and gluons that only exists at

extremely high temperature and density. This phase of matter is only found in

extreme conditions, for example in the high baryon density state of the core of

a hypothetical quark star, or the high energy density in the early universe. The

universe existed in the QGP state at approximately 10 microseconds after the

Big Bang [1], after which it cooled to the point where hadrons could form. The

goal of the RHIC experiments was to recreate the QGP via gold-gold collisions,

and to study its properties in order to better understand the complicated and
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non-perturbative interactions in quantum chromodynamics.

1.2.1 Quantum Chromodynamics

Quantum chromodynamics (QCD) is the fundamental theory of the strong

interaction. It describes the interactions between fundamental fermions called

quarks through the exchange of massless bosons called gluons. QCD is a non-

abelian (Yang-Mills) theory that exhibits SU(3) symmetry. The quarks have

three possible charges (colors), red, green, and blue, and these make up the

fundamental representation of SU(3). The QCD Lagrangian is given by

LQCD = −1

4
Fα
µνF

αµν +
∑

q

q̄i(iγ
µDµ −mq)ijqj (1.1)

and the field strength tensor F a
µν is given by

Fα
µν = ∂µA

α
ν − ∂νAαµ − gsfabcAbµAcnu (1.2)

where the Aµ are the gluon fields, gs is the gauge coupling, q are the fermion

fields, and fabc are the structure constants [2]. The covariant derivative Dµ is

(Dµ)ij = δij∂µ + igsT
a
ijA

a
µ (1.3)

where the T aij are the Lie group generators. Because gluons carry a color charge

themselves (unlike photons in QED) they can interact with each other, leading
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to Feynman diagrams that contain both quark-gluon and gluon-gluon vertices.

One of the most important aspects of QCD is the fact that the coupling be-

comes stronger at large distances, or equivalently it becomes larger at a lower

momentum scale. Conversely, at higher energies or short distances, quarks

behave as if they are free particles. This behavior is known as asymptotic

freedom. It arises in QCD because color-charged objects are anti-screened,

meaning virtual gluons created in the vacuum around a color charge tend to

augment its color. This is the opposite effect to that which occurs in QED,

where virtual electron-positron pairs tend to screen electric charges so that

you see less charge the further away you get. The strong coupling constant is

given by [3]:

αs(Q
2) ≡ gs(Q

2)

4π
=

1

β0 ln (Q2/Λ2
QCD)

(1.4)

ΛQCD sets the momentum scale at which the strong force becomes non-perturbative,

approximately less than 200 MeV. Processes occurring at energies above that

are much simpler to calculate using perturbative methods: these are known as

“hard” processes, and occur infrequently in heavy ion collisions. “Soft” pro-

cesses are the non-perturbative processes that dominate collisions, and typi-

cally have a momentum scale of less than 2 GeV/c.

No free quark or gluon has ever been seen on its own: this is due to the principle

of color confinement. Although hard to prove analytically, it means that quarks

are only found in the form of hadrons. These include mesons, which contain a
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quark and an antiquark, and baryons, which contain three quarks. In order to

study quarks and gluons themselves we must probe hadrons and nuclei at high

density. Before quarks and gluons were identified, the constituents of nuclei

were known as “partons” based on a model developed by Bjorken [4]. This

model was formulated in response to results from electron-nucleus collisions

that showed the nucleus to be composed of point-like, loosely bound particles

[5]. This is described in more detail below in Sec. 1.3.

Another convenient feature of QCD is the fact that cross sections can be

factorized into perturbative and non-perturbative parts. This is known as the

factorization theorem [6]. The pQCD cross section for the process p + p →

h+X can be written as

Eh
dσpp→hhard

d3p
= K

∑

abcd

∫
dxadxbfa/p(xa, Q

2
a)fb/p(xb, Q

2
b)×

dσ

dt
(ab→ cd)

Dh/c(zcQ
2
c)

πzc

(1.5)

where xa = pa/PA, xb = pb/PB are the initial momentum fractions carried by

the interacting partons, zc = ph/pc is the momentum fraction carried by the

final state hadron, fa/p(xa, Q
2
a) are the parton distribution functions (PDFs)

and the Dh/c(zc, Q
2
c) are the fragmentation functions for a parton with flavor

c to fragment into h [7]. The Q2 depend on the factorization scale chosen.

Here the PDFs and the fragmentation functions require non-perturbative cal-

culations, but fortunately they are measured by experiment.
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1.2.2 Quark Gluon Plasma

QCD normally describes matter in which quarks are tightly bound to each

other via the strong force. However, asymptotic freedom, discovered in 1973

[8], means that at high enough energies and temperatures quarks may exist in a

deconfined state [9]. The study of quark matter in extreme conditions quickly

became a growing field of research. The phase diagram for QCD matter is not

known precisely, but an estimate of it is shown in Fig. 1.1. At sufficiently high

temperature and/or density the system transitions to the deconfined state,

known as a quark gluon plasma (QGP). Lattice QCD predicts this transition

to occur at around T = 192 MeV, corresponding to an energy density of about

1 GeV/fm3 [10]. A diagram of the energy density vs. temperature, indicating

the transition point, is shown in Fig. 1.2. Here the y-axis, ε/T , is proportional

to the degrees of freedom in the system, and the x-axis shows the temperature

relative to the critical temperature Tc. An active area of research currently is

the search for the existence and location of a critical point.

It is generally agreed that the RHIC experiments have succeeded in producing

a quark-gluon plasma. Current investigations are focused on understanding the

evolution of the collision and the dynamics of the produced medium. Below is

a summary of what we know so far about the evolution of a heavy ion collision,

including the role of heavy quark probes, and what we are still unsure of:

• When two nuclei at high energy collide, their partons (quarks and gluons)
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Figure 1.1: Theoretical phase diagram of quark matter as a function of tem-
perature T and baryon chemical potential µ. From K. Rajagopal.
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FIG. 7: (color online) Energy density and three times the pressure calculated on lattices with temporal extent Nτ = 4, 6 [4],
and 8 using the p4 action (left). The right hand figure compares results obtained with the asqtad and p4 actions on the Nτ = 8
lattices. Crosses with error bars indicate the systematic error on the pressure that arises from different integration schemes as
discussed in the text. The black bars at high temperatures indicate the systematic shift of data that would arise from matching
to a hadron resonance gas at T = 100 MeV. The band indicates the transition region 185 MeV < T < 195 MeV. It should be
emphasized that these data have not been extrapolated to physical pion masses.

where O1 (O2) are estimates with the p4 (asqtad) action. We find that the relative difference in the pressure ∆p for
temperatures above the crossover region, T>∼200 MeV, is less than 5%. This is also the case for energy and entropy
density for T>∼230 MeV with the maximal relative difference increasing to 10% at T " 200 MeV. This is a consequence

of the difference in the height of the peak in (ε−3p)/T 4 as shown in Fig. 1. Estimates of systematic differences in the
low temperature regime are less reliable as all observables become small rapidly. Nonetheless, the relative differences
obtained using the interpolating curves shown in Figs. 7 and 8 are less than 15% for T>∼150 MeV. We also find that
the cutoff errors between aT = 1/6 and 1/8 lattices are similar for the p4 action, i.e., about 15% at low temperatures
and 5% for T>∼200 MeV. For calculations with the asqtad action, statistically significant cutoff dependence is seen

only in the difference (ε − 3p)/T 4.
We conclude that cutoff effects in p/T 4, ε/T 4 and s/T 3 are under control in the high temperature regime

T>∼200 MeV. Estimates of the continuum limit obtained by extrapolating data from Nτ = 6 and 8 lattices differ

from the values on Nτ = 8 lattices by at most 5%. These results imply that residual O(a2g2) errors are small with
both p4 and asqtad actions.

We note that at high temperatures the results for the pressure presented here are by 20% to 25% larger than those
reported in [2]. These latter results have been obtained on lattices with temporal extent Nτ = 4 and 6 using the
stout-link action. As this action is not O(a2) improved, large cutoff effects show up at high temperatures. This
is well known to happen in the infinite temperature ideal gas limit, where the cutoff corrections can be calculated
analytically. For the stout-link action on the coarse Nτ = 4 and 6 lattices the lattice Stefan-Boltzmann limits are a
factor 1.75 and 1.51 higher than the continuum value. In Ref. [2] it has been attempted to correct for these large cutoff
effects by dividing the numerical simulation results at finite temperatures by these factors obtained in the infinite
temperature limit. As is known from studies in pure SU(N) gauge theories [21], this tends to over-estimate the actual
cutoff dependence.

Finally, we discuss the calculation of the velocity of sound from the basic bulk thermodynamic observables discussed
above. The basic quantity is the ratio of pressure and energy density p/ε shown in Fig. 9, which is obtained from the
ratio of the interpolating curves for (ε − 3p)/T 4 and p/T 4. On comparing results from Nτ = 6 and 8 lattices with
the p4 action, we note that a decrease in the maximal value of (ε − 3p)/T 4 with Nτ results in a weaker temperature
dependence of p/ε at the dip (corresponding to the peak in the trace anomaly), somewhat larger values in the transition
region and a slower rise with temperature after the dip.

From the interpolating curves, it is also straightforward to derive the velocity of sound,

c2
s =

dp

dε
= ε

d(p/ε)

dε
+

p

ε
. (9)

Again, note that the velocity of sound is not an independent quantity but is fixed by the results for Θµµ/T 4. The

Figure 1.2: Lattice QCD results for the phase transition at Tc ≈ 170 MeV,
showing the results for different fermion actions. The band shows the phase
transition region at 185 MeV < T < 195 MeV [11]

may interact via hard scattering. This occurs when two high momentum

partons interact to produce high momentum products, such as jets or

heavy quarks. The amount of scattering that takes place depends on the

distributions of partons inside the nucleus (see Sec. 1.3). From the study

of d+Au collisions we have come to believe that parton densities are

saturated at low fractional momentum, leading to suppression of particle

yields in these collisions (Sec. 1.4.2). Further evidence for saturation has

been found from the study of multiplicities in Au+Au collisions: these

were found to be lower than expected (Fig. 1.3) [12], [13]. Charm is

also found to be suppressed by a level similar to that of light mesons,

an effect that is very relevant to this thesis [14]. It is important to
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Fig. 7. Figure from Li and Wang [79] showing trends in final-state charged mul-
tiplicity per participant pair vs. (nucleon-nucleon) beam energy. (PHENIX data
points[59] have been added.) The curves are the result of their two-component
“hard/soft” model, which reproduces well the multiplicities from elementary p(p̄)+p
collisions at RHIC energies. The same model extended to nuclear collisions with no
regulating mechanism on hard processes (the “No Shadowing” line) over-predicts
the multiplicities in central RHIC collisions, while the data can be matched if sub-
stantial nuclear shadowing of gluons is invoked (shaded band).

collisions of two sheets of colored glass, with the produced quarks and gluons
materializing at a time given by the inverse of the saturation momentum,
τ = 1/Qs. Saturation of gluons with momenta below Qs provides a regulating
mechanism that limits the rise in gluon—and later, hadron—multiplicity with
centrality and beam energy. Models featuring this initial-state gluon saturation
agree well with essentially all RHIC data on the multiplicity density, which is

27

Figure 1.3: Measured multiplicity at PHENIX as a function of center of mass
energy. A prediction based on pQCD alone is shown with the top green line,
while the shaded band includes nuclear shadowing.

understand saturation so that we may disentangle it from other effects

occuring at later stages in the collision.

• Shortly after the collision the interacting partons are thought to reach

thermal equilibrium. The exact process by which this happens is not fully

understood, but a thermalized medium is an initial condition required by

theories describing later states (hydrodymanics, parton recombination

[15] and see below). To match the data, the medium is estimated to

thermalize very rapidly, at a time less than 1 fm/c [16].

• In the time between thermalization and freeze-out (see below), the ex-
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panding medium may be described by hydrodynamical models. Because

of the rapid thermalization, thermodynamic properties such as temper-

ature and pressure are quickly well-defined, leading to a regime where

hydrodynamics is applicable [17]. Hydrodynamics is suited to describing

a strongly interacting medium, and describes a phenomenon known as

“elliptic flow”. This flow is due to the spatial anisotropy of the interac-

tion region immediately after the collision, which resembles an almond

for all but the most central (head-on) collisions. Because the hot quark

matter is of oblong shape (it has a long axis and a short axis), pressure

gradients are created. This causes the matter to flow as the spatial an-

isotropy is transferred into momentum space [18]. Even heavy quarks

produced early in the collision are found to flow, presumably because

they have lost energy in the medium [19]. From the amount of flow, the

ratio of viscosity to entropy, η/s, may be measured. RHIC has found

the produced medium to be almost a perfect fluid, with η/s only slightly

above the limit of 1
4π

conjectured by AdS/CFT calculations [20] [21].

• As the system continues to expand, the matter becomes too diluted

to maintain a hydrodynamic state, and freeze-out occurs. As quarks

and gluons lose energy, they become bound once again in a hadronic

form. Because hadronization is a non-perturbative process, it is not well

understood, and must be modeled using fragmentation functions that

require data inputs [13]. At this time, the bare quarks may impart any

features picked up in the medium (flow, energy loss) onto the formed
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hadrons. This allows the experimental detection of these effects. One

important effect arising from hadronization is the baryon anomaly: the

baryon to meson ratio is higher in heavy ion collisions than it is in p+p

collisions. [15]. There are various theoretical conjectures to explain this,

including strong color fields [22]. It is also possible that charm baryons

are enhanced, skewing the heavy flavor spectra in Au+Au collisions and

making it seem that charm quarks are suppressed more than they really

are [23].

Some of the most interesting probes of a heavy ion collision and the QGP

are jets. They are produced through hard scattering early in the collision,

then must travel through the medium before the byproducts can reach particle

detectors. Jets were predicted to be suppressed in a QGP due to the interaction

with the medium, and this was observed at RHIC [7] [24]. A comparison

of jets in p+p and d+Au vs. Au+Au collisions is shown in Fig. 1.4; the

suppression on the away side for central Au+Au collisions is clear. Because

jets in d+Au collisions show no signs of suppression, the suppression in Au+Au

is clearly a final state effect, and hence an effect of the medium. At RHIC,

it is difficult to fully reconstruct jets in a heavy ion collision due to the vast

number of particles created. For this reason hadron correlations are often used

instead of jets, since high momentum hadrons correspond to jets. Detailed

correlation studies have been done using light hadrons (pions, kaons, etc.),

but few analyses so far have studied charm jets, which are more difficult to
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Fig. 29. Dihadron azimuthal correlations at high pT . Left panel shows correlations
for p+p, central d+Au and central Au+Au collisions (background subtracted) from
STAR [141,71]. Right panel shows the background-subtracted high pT dihadron corre-
lation for different orientations of the trigger hadron relative to the Au+Au reaction
plane [144].

4.2 Dihadron azimuthal correlations

Figure 29 shows seminal STAR measurements of correlations between high pT

hadrons. The left panel shows the azimuthal distribution of hadrons with pT >2
GeV/c relative to a trigger hadron with pT

trig>4 GeV/c. A hadron pair drawn
from a single jet will generate an enhanced correlation at ∆φ ≈ 0, as observed
for p+p, d+Au and Au+Au, with similar correlation strengths, widths and
(not shown) charge-sign ordering (the correlation is stronger for oppositely
charged hadron pairs [71]). A hadron pair drawn from back-to-back dijets
will generate an enhanced correlation at ∆φ ≈ π, as observed for p+p and
for d+Au with somewhat broader width than the near-side correlation peak.
However, the back-to-back dihadron correlation is strikingly, and uniquely,
absent in central Au+Au collisions, while for peripheral Au+Au collisions
the correlation appears quite similar to that seen in p+p and d+Au. If the
correlation is indeed the result of jet fragmentation, the suppression is again
due to the FSI of hard-scattered partons or their fragmentation products in
the dense medium generated in Au+Au collisions [141]. In this environment,
the hard hadrons we do see (and hence, the near-side correlation peak) would
arise preferentially from partons scattered outward from the surface region of
the collision zone, while the away-side partons must burrow through significant
lengths of dense matter.

The qualification concerning the dominance of jet fragmentation is needed in
this case, because the correlations have been measured to date primarily for
hadrons in that intermediate pT range (2-6 GeV/c) where sizable differences in
meson vs. baryon yields have been observed (see Fig. 15), in contrast to expec-
tations for jets fragmenting in vacuum. The systematics of the meson-baryon
differences in this region suggest sizable contributions from softer mechanisms,
such as quark coalescence [69]. Where the azimuthal correlation measurements

56

Figure 1.4: Dihadron per-trigger yield (a proxy for jet yield) as a function of
azimuthal angle for p+p, d+Au, and Au+Au collisions at STAR [26]

analyze. Because charm quarks have been shown to lose a comparable amount

of energy to light quarks in the medium, it is likely charm jets will show a

similar away side suppression and modification [25] [14]. For this reason, the

study of heavy quark correlations is important.

1.2.3 Collision systems

To study the quark-gluon plasma, RHIC uses Au+Au collisions at
√
sNN = 200

GeV. Gold ions are sufficiently massive (197 nucleons) to cause a phase tran-

sition to the deconfined QGP when collided at that energy. Because of the

complexity of the system in which thousands of particles are produced in each

collision, it is necessary to have a baseline measurement to understand parti-

cle production at that energy. For this reason proton-proton collisions, also at

√
s = 200 GeV, are studied. If there are no effects on particle production and



Chapter 1: Introduction 14

propagation due to the created medium, experimental particle yields should

be equivalent to the proton-proton yields scaled by the number of binary col-

lisions. Any deviation from this scaling implies that the nuclear matter effects

need to be accounted for.

Scaling of yields with respect to proton-proton collisions does not tell the whole

story, though. There are separate effects that happen due to interactions with

cold nuclear matter (both initial and final state effects) as well as interactions

with the hot, dense medium. One way to isolate the cold nuclear matter

(CNM) effects is to study d+Au collisions at the same energy. The CNM

effects are not just useful as a baseline for Au+Au measurements, but are also

interesting in themselves. Current d+Au analyses are probing initial state

effects such as shadowing, as well as more exotic phenomena such as the Color

Glass Condensate (see Sec. 1.4.2).

1.3 Parton Distributions Inside Nucleons

Modern atomic theory was born in 1909, when Ernest Rutherford’s gold foil

experiment was performed. At the time atoms were described by J. J. Thomp-

son’s “plum pudding” model, where negatively charged electrons (“plums”)

rotated through a positively charged medium (the “pudding”). Rutherford,

along with his post doc Hans Geiger and his undergraduate research assistant

Ernest Marsden, designed an experiment to confirm this model, involving a
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beam of alpha particles projected at a thin gold foil [27]. A detector was fash-

ioned surrounding the gold using zinc sulfide, which luminesces when struck

by a charged particle, namely the recoiling alpha particles. According to the

plum pudding model, a slight deflection should be seen in the alpha particles

after they strike the gold, which would be an indication of the distribution of

charge in the nucleus. Much to Rutherford’s amazement, most alpha particles

passed right through the foil undeflected, and the ones that did not were back

scattered at very large angles. Rutherford took this to mean that charge and

mass were not spread uniformly throughout the atom but were instead con-

centrated in a very small volume at the center, in a radius less than 1/4000th

of the atom’s diameter. The modern view of the atom had been uncovered,

though what constitutes the nucleus remained a mystery.

A turning point came in the 1960’s with the advent of the quark model. Murray

Gell-Mann used group theory to create order for the wide variety of hadrons

that had been discovered [28]. Quarks can be thought to form a fundamental

representation of SU(3), assuming only three flavors exist; antiquarks make the

complex conjugate representation. These can be decomposed into nine meson

states, an octet and a singlet. Using the quantum numbers of charge and

strangeness, the known mesons were found to fit this representation. A similar

classification was devised for baryons. It was only much later that quarks were

identified with partons in the nucleus. This was a difficult theory to verify since

no free quarks can be observed (which we now know is due to asymptotic
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freedom). Therefore to prove the quark hypothesis it was necessary to probe

deep inside the nucleus, using scattering experiments similar to Rutherford’s,

but at a larger energy scale.

1.3.1 Deep Inelastic Scattering and Parton Distribution

Functions

A series of deep inelastic scattering experiments, beginning in 1968 at SLAC,

began to shed light on the inner structure of nucleons. If the nucleus only con-

tained evenly-distributed charge, the results would be similar to what Ruther-

ford expected from the plum pudding model: electrons would mostly pass

through the proton and be scattered at small angles. This is in fact what was

observed at low energy, however at high energy electrons were scattered at

much larger angles, indicating that the proton is composed of point charges.

Because it was not obvious that the particles observed inside nucleons were

quarks they were named “partons”, a term that is still used to refer to both

quarks and gluons in the nucleus [29].

For a diagram of an electron-proton interaction, see Fig. 1.5. An electron

with momentum k and energy E scatters off a proton of mass M and four-

momentum p that is at rest in the lab frame. They interact by exchanging a

virtual photon, which has momentum q = k−k′. This is also described by the
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Figure 1.5: Kinematics of deep inelastic electron-proton scattering.

squared momentum transfer Q2 [30],

Q2 = −q2 = −(k − k′)2 (1.6)

The electron is scattered through an angle θ and has a final four-momentum

k′. The hadronic system has a final momentum of p′ and invariant mass W ,

defined by W 2 = (q + p)2. The energy ν that the electron transfers to the

hadronic system is

ν = E − E ′ = q · p
M

(1.7)

Other important variables include Bjorken-x, xB = Q2

2Mν
, which is the fraction

of the proton’s momentum carried by an individual parton. Also the fraction

of the initial electron’s energy carried by the virtual photon is defined as

y =
ν

E
=
q · P
k · P (1.8)

When an electron is scattered and another electron appears in the final state,
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the scattering has occurred through the neutral-current process. This means

the interaction was mediated by either a photon or a Z boson. In a charged-

current interaction (resulting in a final state neutrino) a W boson is exchanged.

Because of the high mass of the W this type of reaction is suppressed at lower

Q2. For neutral-current reactions the final state lepton is measured, whereas in

charged-current scattering the final hadronic states are measured as the final

lepton is an undetectable neutrino.

For the case of scattering off a proton that is non-pointlike, the double differ-

ential cross section with respect to Q and ν can be written as

d2σ

dQ2dν
=

4πα2
em

Q4

E ′

EM

[
W2(Q2, ν)cos2 θ

2
+ 2W1(Q2, ν)sin2 θ

2

]
(1.9)

where αem is the electromagnetic coupling constant [3]. W1 and W2 are

the structure functions, which measure the deviation of the differential cross

section to that of simple elastic scattering involving point-like particles. In the

elastic case, the structure functions reduce to

W el
1 = e2

q

Q2

4M
δ

(
ν − Q2

2M

)
W el

2 = e2
qMδ

(
ν − Q2

2M

)
(1.10)

The structure functions may be experimentally determined, and related to

the theoretical parton distribution functions (p.d.f.s). At leading order in

the strong coupling αs, the p.d.f.s give the probability for a parton to carry

a fraction of the overall momentum, xi. When the structure functions are
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integrated over each constituent parton using the p.d.f. as weighting, we get

W1 =
∑

i

1

2
e2
i fi(xB) W2 =

∑

i

Me2
i fi(xB)

xB
ν

(1.11)

where the fi are the p.d.fs. From this comes a definition of the structure

functions F1 and F2:

F1(x) ≡ W1 =
1

2

∑

i

e2
i fi(x) (1.12)

and

F2(x) ≡ νW2

M
=
∑

i

e2
ixfi(x) (1.13)

F1 and F2 are solely functions of x, not of Q2; this is known as Bjorken scal-

ing [4]. It holds in the limit of Q2 and ν → ∞, otherwise a Q2 dependence

is seen (see Sec. 1.3.3. The scaling was confirmed experimentally, leading

to some confusion because it was shown that scaling behavior only holds for

a field theory that is asymptotically free (coupling approaches 0 at a high

renormalization scale). Of course the asymptotic freedom of QCD was discov-

ered shortly thereafter, so Bjorken scaling was found to accord with physical

theories. As a further note, the parton model allows xB, an experimental ob-

serable, to be identified with x, the theoretical momentum fraction carried by

the struck parton. From the above structure function definitions comes the
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Callan-Gross relation [31],

2xF1(x) = F2(x) (1.14)

which holds for spin 1/2 fermions. Because experimental results have con-

firmed this relation holds, we have come to believe that the partons inside the

nucleons are fermions (quarks).

The quark-parton model gave a consistent description of the DIS results even

before the theory of QCD was formulated. Quarks appeared to act as free

particles inside the nucleons because an electron probe interacts with a lifetime

τ ∼ 1/Q2, which is shorter than the parton lifetime. The partons therefore

do not have time to interact with each other during the scattering process.

Furthermore, it predicted the existence of gluons due to missing momentum

in the nucleons. When F2 is integrated it gives the total momentum carried

by the charged partons: this is found to be closer to 0.5 than to 1, implying

that only half the total momentum can be detected [3]. The rest is carried

by something that is invisible to electromagnetic or weak probes. It was later

discovered that gluons fit this criteria, because they are only subject to the

strong force.
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Figure 1.6: Scaling behavior of νW2 as a function of ω = 1/xB for a variety of
Q2, as measured by MIT-SLAC collaboration [5]

.

1.3.2 Experimental Determination of Structure Func-

tions

The first experiment designed to detect quarks was performed at SLAC in 1968.

SLAC is a linear accelerator that was initially able to accelerate electrons to 20

GeV to collide with a stationary proton. An electron beam in the energy range

4.5-20.0 GeV was directed through either a liquid hydrogen or a deuterium

target, and the recoil electron was measured at a variety of angles [5]. A

measure of νW2, which is proportional to F2, is shown in Fig. 1.6. The points

were taken at a variety of Q2 values from 1 GeV2/c2 to 12 GeV2/c2 and above.

In Fig. 1.7 we see νW2 as a function of Q2 for a fixed x, showing that at least

at x = 0.25 Bjorken scaling is clearly demonstrated.
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Figure 1.7: Value of νW2 for xB = 1/ω = 0.25 as a function of Q2 from
MIT-SLAC collaboration [5].

Extensive research into deep inelastic scattering effects at high energy was

performed at the HERA accelerator at the DESY lab in Hamburg, Germany.

It was the world’s first e − p collider, and it consisted of a 6.3 km circumfer-

ence ring that collides electrons or positrons at 27 GeV with protons at 820

GeV. Four experiments were set up around the ring, and the two which were

most important for studying parton PDFs were H1 and ZEUS. The collider

began operating in 1992 and finished operations in 2007. It provided a wider

kinematic range for a more detailed study of DIS effects. As can be seen from

the HERA data, Bjorken scaling tends to be violated at very small x (Fig. 1.8)

[32]. For scaling to hold, the initial transverse momentum of the partons is

supposed to be small. However at small x the partons radiate more hard glu-

ons, leading to logarithmic scaling violations. This effect is more pronounced

as Q2 increases.
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[32]. Comparison of data with NLO QCD predictions is shown.
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1.3.3 Evolution Equations

While it is true that the structure functions are mostly independent of Q2,

they do show a slight growth with Q2 as x decreases. An example of this can

be seen in Fig. 1.9. This scaling violation shows the failure of the quark parton

model, and the need for the “improved” quark parton model, that is, a model

including QCD effects. At large x there is no predicted dependence on Q2 since

the distribution is here dominated by valence quarks; no more partons besides

the three quarks are visible with a higher energy probe. However at smaller

x the distributions are dominated by gluons and sea quarks, which evolve:

gluons split into quark pairs, and quarks radiate gluons. This evolution is

descriped by the DGLAP equation [33] [34] [35]:

∂

∂ lnQ2




q

g


 =

αs(Q
2)

2π



Pqq Pqg

Pgq Pgg


⊗




q

g


 (1.15)

Where q and g are the quark and gluon distributions, and where⊗ is a convolu-

tion in x as given by f⊗g(x) ≡
∫ 1

x
dy
y
f(x

y
)g(y). The Pfg are the Altarelli-Parisi

splitting functions, describing the probability of g to split into a daughter f

along with other products. They may be expanded in powers of αs,

Pij(x,Q
2) =

αs
2π
P

(1)
ij +

αs
2π

2

P
(2)
ij + ... (1.16)

Calculations at next-to-leading-order (NLO) keep only the first two terms.
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5

Figure 4. Compilation of F2 measurements as a function Q2 for selected values of x.
The curves are a NLO QCD fit by H1.

In QCD, the structure function F2(x, Q2) is given in terms of the parton distri-
butions

F2(x, Q2)

x
≡

nf
∑

i=1

e2
i Ci ⊗ (qi + q̄i) + Cg ⊗ g. (9)

The evolution of the structure function F2 as a function of Q2 is governed, in pertur-
bative QCD, by the Dokshitser-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation
[6, 7],

∂

∂ lnQ2

(

q
g

)

=
αs(Q2)

2π

[

Pqq Pqg

Pgq Pgg

]

⊗

(

q
g

)

, (10)

Here q and g are the quark and gluon distributions, ⊗ denotes convolution with
respect to x, i.e.[f ⊗ g](x) ≡

∫ 1
x

dy
y f(x

y )g(y), nf is the number of flavours of quarks,
ei is the electric charge of the quark qi. The coefficient functions C’s at leading

Figure 1.9: F2 as a function of Q2 for a variety of x values. Data taken from
HERA experiments [32].
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The necessity of introducing a factorization scale, µ2
F , to remove collinear

singularities leads to large logarithms that must be summed over in solving

the DGLAP equations. Two regions require special handling of singularities.

The first is the collinear region, involving terms of the form αs ln(Q2/Q2
0),

that corresponds to emitted gluons that are strongly ordered in transverse

momentum. The other is the soft region (terms like αs ln(1/x)), where the

gluons are strongly ordered in longitudinal momentum. The collinear region

corresponds to large Q2 and moderate x, and this is handled by the DGLAP

equation. The soft region, though, corresponds to low x, which means that

the terms of order αns logn−1(1/x) cannot be dropped because they are of the

order 1. NLO and NNLO DGLAP does not keep enough terms to handle this

properly. A resummation of the logarithm terms leads to the BFKL equation,

which describes the low x region [36] [37]. Because there is no longer ordering

in tranvserse momentum (kT ), the BFKL equation gives the gluon density,

fg(x, k
2
T ) without integrating over kT . It is of the form

∂fg
∂ ln(1/x)

= λfg (1.17)

which for small x has a solution of the form,

fg ∼ x−λ (1.18)

where λ = 12αs ln(2/π) [38]. BFKL predicts the gluon distributions to grow

exponentially at small x, leading to a violation of unitarity. This is resolved
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by saturation effects involving gluon recombination; this is discussed in the

next section.

As an aside, the QCD evolution equations cannot predict the parton distri-

bution functions a priori. They can found using an initial value at some Q2
0

and evolved from that starting point. Therefore experimental determination

of structure functions is still essential.

1.4 Nuclear Modification Effects

Once the structure functions for protons and neutrons were understood, it

was thought that structure functions of more complex nuclei would show little

difference. The energy of the probe used in DIS is greater than any strong

force energy scales known to exist within nuclei. Then in 1982 the European

Muon Collaboration measured the structure functions of iron and found that

it deviates from the values for those of a deuterium nucleus scaled up by the

number of nucleons [39]. It was then found that the structure function F2 for

a nucleus exhibits either a suppression or an enhancement relative to that of

deuterium depending on the x range probed. An outline of the effects is given

below [40]:

• x < 0.05− 0.1 constitutes the “shadowing” region. Here the ratio of F2
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in nuclei compared with deuterium,

RA
F2(x,Q2) =

FA
2 (x,Q2)

AF nucleon
2 (x,Q2)

(1.19)

is less than 1. In this equation, F nucleon
2 = F deuterium

2 /2. This effect is

described in more detail in the following section.

• x ≈ 0.1 − 0.2 is known as the “anti-shadowing” region. Here the ratio

RA
F2 is slightly larger than 1. It has been hypothesized that partons

at lower x values are depleted because the uncertainty principle smears

out their spatial distributions, causing them to fuse. Conservation of

momentum then requires an enhancement of partons at larger values of

x.

• x ≈ 0.2 − 0.8 is the location of the “EMC effect”, where RA
F2 decreases

below 1 until it reaches a minimum at x ≈ 0.6. While we are still lacking

an understanding of the mechanisms that cause this effect, some of the

theories include excess pions in the nucleus, effects due to the nuclear

binding energy, or even nuclear “swelling.”

• x > 0.8 is the region which exhibits Fermi motion, causing the ratio to

again rise above 1. This arises from convolving the structure function

for a free nucleon with the momentum distribution within the nucleus.
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1.4.1 Shadowing at Low x

A decrease in the RA
F2 ratio with decreasing x is a well studied experimental

result. Shadowing begins around x ∼ 0.1 with a sharp decrease in RA
F2 until

the effect saturates at very low x values. The amount of shadowing increases

for larger nuclei, and decreases for higher values of Q2 [41].

Some models of shadowing relate the supression to the multiple scattering

that occurs when an external probe interacts with a nucleus. In hadronic

collisions, the photon probe interacts with each nucleon individually, and the

overall amplitude for the interaction with a nucleus is the sum of the indi-

vidual nucleon interactions [40]. According to the vector meson dominance

model (VMD), the interacting photon in DIS must be decomposed into all the

states it may fluctuate into, which include the bare photon, electromagnetic

pair states (e+e−), and hadronic states [42]. These hadronic states are com-

posed of quark-antiquark pairs with the same quantum numbers as the photon,

which means they become vector mesons. If the photon has fluctuated into

a vector meson state the interaction effectively becomes hadronic. Because

of the multiple scattering nature of these interactions, the vector meson will

interact with the surface nucleons more frequently than with the nucleons in

the interior; this allows only a fraction of the overall nucleons to be probed,

which looks like suppression. This suppression begins to occur when the co-

herent limit is reached, that is, when the photon interacts with the nucleus

as a whole rather than with individual nucleons. The time during which the
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Fig. 3.22. The NMC results for carbon andcalcium [32] compared with thepredictions of theGVMD model by Piller et

al. [195, 196]. The error bars show the statistical and systematic errors added in quadrature.

Fig. 3.23. Predictions of the model by Piller et al. [195] for the Q
2 dependence of shadowing (from [197]).

authors point out however that without the inclusion of the higher mass mesons it would not be

possible to reproduce the Q2 dependence of a
0N.

Figure 3.22 compares the model predictions and the NMC data. The agreement is reasonable,

although the model tends to slightly underestimate the ratios.

Figure 3.23 shows the Q
2 dependence expected in this model for the carbon and calcium to

deuterium ratios. For Q2 larger than 1 GeV2 shadowing decreases nearly logarithmically with

increasing Q2. At very small Q2 ( < 1 GeV2) and x > 0.03 the opposite trend is predicted, reflecting

the Q2 dependence of the coherence length d(M~,Q2). Shadowing is expected to die out with
increasing Q2. For C/D (Ca/D) the slope b = d(F~/F~)/d(lnQ2) is predicted to be b 0.05 (0.07) at

x = 0.01, b ~ 0.03 (0.03) at x = 0.04 and b ~ 0.02 (0.02) at x = 0.06. The predictions are consistent
with the data for carbon. For calcium they are higher than the measured values.

In the off-diagonal GVMD model of Shaw et al. [198—200],the virtual photon—nucleon cross

section is expressed by means of a relation of the type (3.24), in which the sum is extended to a series

of mesons equally spaced in mass; only diagonal and next-to-diagonal transitions are allowed, i.e.

= j±1. Furthermore the diagonal vector meson—nucleon cross sections av~y,= ay., are taken to

be the same as that of the p°,which is parametrized as

(3.29)

where E ~ V is the energy of the meson. Note that this behavior is rather different from the

1/M~one of the other two models. When v and Q2 become large, the second term in (3.29)
becomes small and shadowing is then approximately Q2 independent, since at large Q2 and fixed

Figure 1.10: Comparison of generalized vector meson dominance model calcu-
lation to NMC data for carbon (top) and calcium (bottom). [40]

photon interacts with the nucleon in the nucleus’s rest frame is given by

τ ∼ 1

Q
× Elab

Q
≈ 1

2mnucleonx
(1.20)

where Elab is the energy of the nucleon in the lab frame, and Q
Elab

is the Lorentz

factor. When τ is larger than the nuclear radius RA the photon interacts

with the entire nucleus, and from the above we get that for this to happen

x < 1/(2mnucleusRA) ∼ 0.1A−1/3. This approximately corresponds to the x

range at which the transition from shadowing to antishadowing occurs [41]. A

comparison of a vector meson shadowing calculation to data from the CERN

NMC experiment is shown in Fig. 1.10.
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Another approach attempts to explain shadowing through parton recombina-

tion. Partons at low x inside a nucleon of momentum PN are spread out a

distance ∆z ∼ 1/(xPN) due to the uncertainty principle. The nucleons are

themselves separated by 2RN in the lab frame (where RN is the nucleon ra-

dius) which corresponds to ∆zN ∼ 2RN(M/PN) in the Breit frame. The Breit

frame is an infinite momentum frame where four momentum of the photon is

(0, 0, 0,−Q). For x < 1/(2RNM) the partons are spread out enough that they

start to overlap with partons from other nucleons: this is the beginning of

shadowing. When an x value of 1/(2RAM) is reached (RA being the nuclear

radius), the parton is able to interact with the entire nucleus. Since partons

at low x are mainly gluons, they tend to interact by fusing, g → gg, thus

leading to a reduction of partons at very low x. This also explains antishad-

owing, because the depletion of partons by recombination at low x must be

balanced by an enhancement at higher x to conserve momentum. Figure 1.11

shows a comparison of shadowing results obtained from the NMC experiment

at CERN to recombination theory predictions, which are shown to be in good

agreement. The partonic recombination scheme does not directly conflict with

the VMD theory, because multiple scattering in the rest frame can be viewed

as recombination in the infinite momentum frame.



Chapter 1: Introduction 32

370 M. Arneodo’Phios-ics Reports- 240 (1994) 301 393

1 o~ ___ ~±—~--~-~ 1:

101 ~HT~

1U~ -- - - C •

0 .

~0 __-- - L -~ -

Fig. 3.27. The NMC results for helium, carbon and calcium [32] compared with the curves based on the models by Qiu

[202], Berger and Qiu [203] (continuous lines) and by Close and Roberts [204] (dashed line) as obtained in [222]: Q 2

rescaling is used. The error bars show the statistical and systematic errors added in quadrature.

Fig. 3.28. The NMC results for helium, carbon and calcium [32] compared with the curves based on the models by Qiu
[202], Berger and Qiu [203] (continuous lines) and by Close and Roberts [204] (dashed line) as obtained in [222];

.x rescaling is used. The error bars show the statistical and systematic errors added in quadrature.

were combined in [222] with the ansatz (3.31) proposed by Qiu [202], which gives the amount by
which the sea quark distribution in a bound nucleon is suppressed with respect to the free nucleon

case. In this equation the quantity XN (where shadowing should start) is assumed to have the

behavior given by expression (3.33), while the point where shadowing saturates is taken to vary

with A as XA = l/(2MRA) ~ 0.1A~
3(with RA the nuclear radius).

In order to obtain a prediction covering the large x domain as well, in [222] both the Q2
rescaling prescription [130] (Eq. 3.12) and the x rescaling one [100] (Eq. 3.3) were considered.

Figures 3.27 and 3.28 show the comparison of themodel predictions (continuous curves) with the

NMC results [32], for the Q2 and x rescaling cases, respectively. While the predictions for C/D are

in reasonable agreement with the data when Q2 rescaling is used, in all other cases the model
calculations fail to reproduce the experimental results. The predictions for Ca/D change slightly if

the values of XN and XA in Eq. (3.31) are replaced by those suggested by Close and Roberts [204]

Figure 1.11: Partonic recombination calculations from Berger and Qiu (solid
lines) and Close and Roberts (dashed line) compared with NMC results for
helium, carbon, and calcium [40].
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The Color Glass Condensate and Small x Physics: 4 Lectures. 9

the plot, corresponding to the left moving hadron in a collision in the center
of mass frame.

We shall later argue that there is in fact a relationship between the
structure functions as measured in deep inelastic scattering and the rapidity
distributions for particle production. We will argue that the gluon distribu-
tion function is in fact proportional to the pion rapidity distribution.

The small x problem is that in experiments at Hera, the rapidity dis-
tribution function for quarks grows as the rapidity difference between the
quark and the hadron grows. This growth appears to be more rapid than
simply | yproj − y | or (yproj − y)2, and various theoretical models based on
the original considerations of Lipatov and colleagues suggest it may grow as
an exponential in | yproj − y |.[1] (Consistency of the BFKL approach with
the more established DGLAP evolution equations remains an outstanding
theoretical problem.[2]) If the rapidity distribution grew at most as y2, then
there would be no small x problem. We shall try to explain the reasons for
this later in this lecture.

xG(x,Q 
2

)

x10
-1

10
-3

10
-2

10
-4

Q2 = 200 GeV
2 

Q2 = 20 GeV 2

Q2= 5 GeV
2

Fig. 9. The Zeus data for the gluon structure functions.

In Fig. 9, the Zeus data for the gluon structure function is shown.[3] I
have plotted the structure function for Q2 = 5 GeV 2, 20 GeV 2 and 200 GeV 2.
The structure function depends upon the resolution of the probe, that is Q2.
Note the rise of xg(x) at small x, this is the small x problem. If one had plotted
the total multiplicity of produced particles in pp and pp collisions on the
same plot, one would have found rough agreement in the shape of the curves.
Here I would use y = log(Ecm/1 GeV ) for the pion production data. This
is approximately the maximal value of rapidity difference between centrally
produced pions and the projectile rapidity. The total multiplicity would be
rescaled so that at small x, it matches the gluon structure functions. This
demonstrates the qualitative similarity between the gluon structure function
and the total multiplicity.

Figure 1.12: ZEUS data showing the rapid grown of the gluon structure func-
tion xG(x,Q2) as a function of x for different Q2 values.

1.4.2 Color Glass Condensate

The saturation hypothesis of parton shadowing was eventually formulated into

a coherent framework, known as the Color Glass Condensate (CGC). The

BFKL evolution equation suggests that at low x the distributions show a

power law growth (see Fig. 1.12). This leads to a violation of the Froissart

unitarity bound [43], which stipulates that a cross section cannot grow faster

than (lnE)2. A solution to this unitarity violation was formulated in the

CGC model: gluons saturate the low x region in a dense, weakly coupled state

(condensate) full of slowly evolving, disordered fields (similar to a glass) [44].

A high energy nucleus contains many short-lived fluctuations at a non-perturbative

scale. If the time scale during which they exist is shorter than the interaction

time of the probe used, they are invisible. Relativistic nuclei, though, have
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their internal time scales dilated, so these fluctuations do look real when they

are observed. This causes the nucleus to look denser at higher energies be-

cause there are more partons (predominantly gluons) at low x. The growth in

the number of gluons obeys BFKL dynamics and remains linear until partons

begin to overlap, and recombination becomes favorable. The crossover to the

condensate regime begins at a saturation scale,

Q2
s ∼ ραx ∼

αsxGA(x,Q2
s)

πR2
A

(1.21)

where ρ ∼ xGA(x,Q2)

πR2
A

is the number of gluons per unit area. For a diagram of

the location of the saturation region in phase space, see Fig. 1.13. The partons

at higher x are greatly slowed down by time dilation, and form frozen sources

of color field. These give rise to a disorderly, classical gluon field at lower x.

Similar to earlier saturation models, the CGC predicts particle production

to be suppressed at a range of approximately x . 0.01, corresponding to

the forward rapidity region of collider experiments. CGC also predicts the

existence of mono-jets, in which only one side of a back-to-back jet pair escapes

from the dense condensate. Currently studies of single particle production and

correlations at high rapidity are being undertaken to search for evidence of the

existence of the CGC.
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Figure 4: Left: Partons in the Y, lnQ2 plane represented as dots of size 1/Q2. Numbers grow both
with Q2 and ln(1/xbj). Going to sufficiently small xbj at fixed Q2 partons start to overlap. Right:
corresponding regions of phase space with qualitatively different behavior. The lower boudary of the
CGC region is determined by Qs(xbj). The extendeded scaling region will be explaind in Sec. 3.7.

one finds a strong Lorentz contraction in x− direction, and a time dilation, correspondingly, in
x+ direction. With such a field strength tensor, one is left with only one important degree of
freedom, which, by choice of gauge, can be taken to be the + component of a gauge field. Taking
into account time dilation and Lorentz contraction, the gauge field can then be written as

A =b + δA with bi,− = 0, b+ = β(x)δ(x−) . (1)

where β is an unspecified function of the transverse components x := (x1, x2) of the four vector
x. This exhibits a leading contribution b+ which is x+ independent and Lorentz contracted to
a δ-function in x−. The δA symbolizes possible corrections that are kinematically suppressed.
They will start to play a role as quantum corrections in the derivation of evolution equations.
The boost and Lorentz contraction arguments for the leading contribution b are xbj dependent.
In the interpretation of xbj as a lightcone momentum fraction it determines a resolution in
x−: the δ(x−) in (1) is “localized” only with the resolution available with a probe providing the
corresponding momentum fraction. A similar cautionary remark applies to the x+ independence.

Note that mathematically one can always trade a component of a gauge field for a path-
ordered exponential along the direction that picks up this component:

b+ = i(∂+U)U † Ux = P exp
{

− i

∫

dz−b+(z−, x, 0)
}

. (2)

If multiple eikonal interactions are relevant as the high energy nature of the process would
suggest, one expects these path ordered exponentials to be the natural degrees of freedom, since
this is what they encode: Diagrammatically

Ux =
∑

gluons

, (3)

7

Figure 1.13: Location of CGC in phase space, as a function of Q2 and xb. The
region is bounded by Qs(xbj) [45].

1.5 Experimental Detection of Cold Nuclear

Matter Effects at RHIC

Experimental evidence for nuclear shadowing has existed for several decades.

With RHIC, though, collisions are at high enough energy to probe the kine-

matic range where effects of the CGC could be observed. This would occur at

an x range below 0.01, as opposed to an onset of shadowing effects at x ≈ 0.1.

Though CGC gluon suppression will cause effects in a Au+Au collision, the

natural system to observe this would be in d+Au. This is because medium

effects would obscure CGC suppression, whereas any change in d+Au observ-

ables (relative to those in p+p) would be caused solely by cold nuclear matter

interactions. This is because the deuteron is so loosely bound it effectively

acts like a proton, but without the isospin effects.
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There are two main observables used to test for the presence of modification

caused by the CGC. The first is particle yield suppression, especially at a

pT value that is below the saturation scale. This scale is given by Q2
s ≈

0.13Ncolle
λy where λ ∼ 0.3 as determined by HERA data [46]. The yield

suppression is quantified by

RdAu =
Y ield(d+ Au)

< Ncoll > Y ield(p+ p)
(1.22)

where Ncoll is the number of binary collisions that occur in a collision. The

number of hard scattering processes that occur in a collision is expected to

be proportional to Ncoll. Suppression of particle yields is expected because

gluons are suppressed at low x, so fewer are available to interact to create

hadrons in the collision. This is especially evident at large forward rapidity

(defined as the deuteron-going direction) because there the low x partons in

the gold nucleus are probed using the valence quarks in the deuteron. The

opposite is expected in the backward (gold-going) direction: the kinematics

shift soft particle production to backward rapidities in d+Au collisions, so

an enhancement is seen relative to the p+p baseline. Forward suppression of

hadrons is seen by BRAHMS, PHENIX, and STAR [47] [48] [49], and the

measurements agree with each other as well as with the CGC predictions [46]

(see Fig. 1.14). An enhancement at mid rapidity relative to p+p is also seen,

and this is expected due to the Cronin effect [50]. Because of this effect,

particle production at pT > 2 is enhanced due to initial state scattering. This
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FIG. 2: Nuclear modification factor for charged hadrons at pseudorapidities η = 0, 1.0, 2.2, 3.2. One standard deviation
statistical errors are shown with error bars. Systematic errors are shown with shaded boxes with widths set by the bin sizes.
The shaded band around unity indicates the estimated error on the normalization to 〈Ncoll〉. Dashed lines at pT < 1.5 GeV/c

show the normalized charged particle density ratio 1
〈Ncoll〉

dN/dη(Au)
dN/dη(pp) .
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FIG. 3: Central (full points) and semi-central (open points) Rcp ratios (see text for details) at pseudorapidities η =
0, 1.0, 2.2, 3.2. Systematic errors (∼ 5%) are smaller than the symbols.

(η = 3.2) the data show a suppression at all pT . The val-
ues of the RdAu ratios at low pT are observed to be similar
to the ratio of charged-particle pseudorapidity densities
in d+Au [13] and p+p [14] collisions 1

〈Ncoll〉
dN/dη(Au)
dN/dη(pp)

shown in Fig. 2 with dashed lines at pT < 1.5GeV/c .

Figure 3 shows the ratio Rcp of yields from collisions of
a given centrality class (0-20% or 30-50%) to yields from
more peripheral collisions (60-80%), scaled by the mean
number of binary collisions in each sample. The central-
ity selection is based on charged particle multiplicity in
the range −2.2 < η < 2.2 as described in [13]. Since the
peripheral collisions are similar to p+p, the Rcp is domi-
nated by the nuclear effects in the more central collisions,
making the nuclear modification independent of the p+p

reference spectrum. The data from the different central-
ity classes are obtained from the same collider run. The
ratios shown in Fig. 3 are therefore largely free of sys-
tematic errors associated with run–by–run Collider and
detector performance, and wide η bins can be used for
each spectrometer setting. In contrast, the ratios shown

in Fig. 2 must be constructed from two collider runs
with different species. Smaller η bins must then be used
in order to include detailed acceptance corrections lead-
ing to larger fluctuations. The dominant systematic error
in the Rcp ratios comes from the determination of 〈Ncoll〉
in the centrality bins. The shaded bands in Fig. 3 indi-
cate the uncertainty in the calculation of 〈Ncoll〉 in the
peripheral collisions (12%). We estimate the mean num-
ber of binary collisions in the three centrality classes to
be 〈N0−20%

coll 〉 = 13.6 ± 0.3, 〈N30−50%
coll 〉 = 7.9 ± 0.4 and

〈N60−80%
coll 〉 = 3.3 ± 0.4.

There is a substantial change in Rcp between η = 0
and the forward rapidities. At low pseudorapidity, the
central–to–peripheral collisions ratio is larger than the
semicentral–to–peripheral ratio, suggesting the increased
role of Cronin like multiple scattering effects in the more
violent collisions. Conversely, at forward pseudorapidi-
ties the more central ratio is smallest indicating a sup-
pression mechanism that depends on the centrality of
the collision. In Fig. 4 we show Rcp for the transverse

Figure 1.14: Suppression at at a range of forward rapidities in d+Au collisions
as measured by BRAHMS [47]. Plotted is RdAu of hadrons as a function of
pT for four rapidity ranges.

effect is in fact predicted to be even stronger at forward rapidity, so the fact

that suppression at this pT range is seen in d+Au instead is evidence of the

large amount of suppression. PHENIX has also measured RdA at backward

rapidity and found it to be enhanced relative to p+p; it is possible that some

of the suppression at large rapidity is due to the shifting of soft production to

backward rapidity [51].

The other major predicted observable that is evidence of CGC effects is the

presence of monojets. In the nuclear interaction, if a dijet is created, one of

the jets may be absorbed in the dense gluonic medium. Therefore we should

see a suppression in the dijet (or equivalently dihadron) yield because only one

jet will escape. It is also expected the correlation functions may be broadened

due to multiple interactions within the CGC. Studies have been done at both

STAR and PHENIX that measure the azimuthal correlations of dihadrons,

where one is in the forward region and the other in the central [52] [49].
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muon spectrometers [20]. In this analysis we only se-
lect trigger particles from 1.4 <| η |< 2.0 to obtain
homogenous acceptance in transverse momentum from
1< pT < 5 GeV/c and to reduce beam correlated back-
grounds. We identify hadrons, as opposed to muons,
in the muon spectrometers by comparing their momen-
tum and penetration depth. This hadron identifica-
tion method is described elsewhere [3]. It is notable
that our trigger hadrons have a modified composition
(pion/kaon/proton ratio) relative to that at the collision
vertex due to species-dependent nuclear interaction cross
sections. Detailed simulations show that kaons make up
65−90% of positively charged trigger particles and pions
make up 70−90% of negatively charged trigger particles.
The baryon contribution to our trigger particle sample
is negligible. We find the two-particle azimuthal angle
correlations for positively and negatively charged trigger
particles to be consistent and therefore combined the re-
sults. The associated particles are unidentified charged
hadrons measured in the PHENIX central spectrome-
ters [20] which cover | η |< 0.35 and in this analysis
have 0.5 < pT < 2.5 GeV/c. Standard track selection
criteria [14] are applied.

For comparison we have also included measurements
where trigger particles and associated particles are both
measured in the PHENIX central spectrometers at mid-
rapidity. The d + Au points for this comparison are
from [14] and the p + p point is an extension in pT of
the analysis that was published in [16].

We define the azimuthal angle correlation function as:

CF =
dN(∆φ)/d(∆φ)

acc(∆φ)
(1)

where dN(∆φ)/d(∆φ) is the measured two-particle dis-
tribution and acc(∆φ) is the two-particle acceptance ob-
tained by an event mixing technique in which we mix
trigger particles with associated particles from different
events within the same centrality and collision vertex cat-
egory. This correction is necessary because the PHENIX
central arm detector is not azimuthally symmetric and
the pair acceptance varies as a function of ∆φ.

In Figure 1, we show the correlation functions for trig-
ger particles with pT = 2− 5 GeV/c and associated par-
ticles with pT = 0.5 − 1.0 GeV/c. The top panel is for
p + p collisions where we have combined the results from
forward and backward pseudorapidity since the collision
system is symmetric. The middle and bottom panels of
Figure 1 show the correlation functions for central d+Au
collisions. The middle panel is for the trigger particle at
forward rapidity and the bottom panel is for the trig-
ger particle at backward rapidity. A clear peak is seen
near ∆φ = π in all cases corresponding to the away-side
jet. It is notable that there is no peak near ∆φ = 0,
as expected, because the rapidity gap between the two
particles is larger than the width of the near side jet.
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FIG. 1: Azimuthal angle correlation functions. On the plots,
the Gaussian widths from the fits and the signal to back-
ground ratio integrated over π − 1 < ∆φ < π + 1 are shown.
Note that the y-axis is zero-suppressed on the middle and
bottom panels.

After constructing the correlation functions in various
bins in passoc

T , ptrig
T and ηtrig we used two methods to

determine the unnormalized number of trigger-associated
particle pairs, Npair, above a constant background. In
the first method, we define

Npair =
π+1∑

∆φ=π−1

CF (∆φ) −
+1∑

∆φ=−1

CF (∆φ), (2)

where the first term is the integral of the correlation func-
tion in the area of the correlation peak (π − 1 < ∆φ <
π + 1) and the second term is the integral away from
the peak (−1 < ∆φ < 1). In the second method we
fit the correlation function with a Gaussian distribution
centered at ∆φ = π plus a constant background. The
values of Npair obtained by each method are found to
be consistent and the small differences are included in
our systematic errors. The solid lines in Figure 1 show
the resulting fits and the Gaussian width parameters (σ)
together with the integrated signal to background ratios
( S

B
) over the signal region (π − 1 < ∆φ < π + 1) are

quoted.
The conditional yield (per trigger particle ) is defined

to be

CY =
Npair/εassoc

Ntrig
, (3)

where εassoc (∼ 0.15 ± 0.015) is the efficiency times ac-
ceptance for associated particles and Ntrig is the number
of trigger particles used to generate the correlation func-
tion. εassoc is obtained for each colliding system, central-
ity class, and transverse momentum bin by a GEANT
based simulation of the PHENIX detector [14].

Figure 1.15: Measurement of dihadron correlation functions in PHENIX for
forward rapidity p+p collisions (top), d+Au collisions (center), and backward
rapidity d+Au collisions (bottom) [48].

This probes a low x region, though not as low as is seen with forward hadrons

alone. So far neither experiment has clearly detected either jet suppression or

azimuthal broadening, though STAR sees a slightly larger effect than PHENIX

(see Figs. 1.15, 1.16).
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FIG. 3: Nuclear modification factor (RdAu) for minimum-
bias d+Au collisions versus transverse momentum (pT ). The
solid circles are for π0 mesons. The open circles and boxes
are for negative hadrons [10]. The error bars are statistical,
while the shaded boxes are point-to-point systematic errors.
(Inset) RdAu for π0 mesons with the ratio of curves in Figs. 2
and 1.

with a linear extrapolation of the scaled R h−

dAu to η = 4.
The curves in the inset are ratios of the calculations in
Figs. 2 and 1. The data lie below all the predictions.

Exploratory measurements of the azimuthal correla-
tions between the forward π0 and midrapidity h± are
seen in Fig. 4 for p+p and d+Au collisions. The lead-
ing charged particle (LCP) analysis picks the track at
|ηh| < 0.75 with the highest pT > 0.5 GeV/c, and com-
putes ∆φ = φπ0 − φLCP for each event. The ∆φ dis-
tributions are normalized by the number of π0 seen at
〈η〉 = 4.00. Correlations near ∆φ = 0 are not expected
due to the η separation between the π0 and the LCP.
The data are fit to a constant plus a Gaussian for the
back-to-back peak centered at ∆φ = π. The fit parame-
ters are correlated, and their errors are from the full error
matrix. The values do not depend on Nγ . The area S un-
der the back-to-back peak is the probability that a LCP
is correlated with a forward π0. The area B under the
constant represents the underlying event. The total coin-
cidence probability per trigger π0 is S + B ≈ 0.62 (0.90)
for p+p (d+Au), and is constant with Eπ. The ratio
S/B for p+p does not depend on midrapidity track mul-
tiplicity. The peak width has contributions from trans-
verse momentum in hadronization and from momentum
imbalance between the scattered partons.

A PYTHIA simulation [28] including detector resolu-
tion and efficiencies predicts most features of the p+p
data [29]. PYTHIA expects S ≈ 0.12 and B ≈ 0.46,
with the back-to-back peak arising from 2 → 2 scatter-
ing, resulting in forward and midrapidity partons that
fragment into the π0 and LCP, respectively. The width

FIG. 4: Coincidence probability versus azimuthal angle dif-
ference between the forward π0 and a leading charged particle
at midrapidity with pT > 0.5 GeV/c. The left (right) column
is p+p (d+Au) data. The curves are fits described in the text,
including the area of the back-to-back peak (S).

of the peak is smaller in PYTHIA than in the data, which
may be in part because the predicted momentum imbal-
ance between the partons is too small, as was seen for
back-to-back jets at the Tevatron [30].

The back-to-back peak is significantly smaller in d+Au
collisions than in p+p, qualitatively consistent with the
monojet picture arising in the coherent scattering [13]
and CGC [18] models. HIJING [31] includes a model of
shadowing for nuclear PDFs. It predicts that the back-to-
back peak in d+Au collisions should be similar to p+p,
with S ≈ 0.08. The data are not consistent with the
HIJING expectation at low Eπ.

In conclusion, the inclusive yields of forward π0 mesons
from p+p collisions at

√
s = 200 GeV generally agree

with NLO pQCD calculations. However, by 〈η〉 = 4.00,
the spectrum is found to be harder than NLO pQCD,
becoming suppressed with decreasing pT . In d+Au col-
lisions, the yield per binary collision is suppressed with
increasing η, decreasing to ∼ 30% of the p+p yield at
〈η〉 = 4.00, well below shadowing and multiple scatter-
ing expectations, as well as exhibiting isospin effects at
these kinematics. The pT dependence of the d+Au yield
is consistent with a model which treats the Au nucleus as
a CGC. Exploratory measurements of azimuthal correla-
tions of the forward π0 with charged hadrons at midra-
pidity show a recoil peak in p+p collisions that is sup-
pressed in d+Au at low Eπ , as would be expected for
monojet production. These effects are qualitatively con-
sistent with a gluon saturation picture of the Au nucleus,
but cannot definitively rule out other interpretations. A
systematic program of measurements, including direct
photons and di-hadron correlations over a broad range of

Figure 1.16: STAR pion-hadron correlations in p+p collisions (left) and d+Au
collisions (right) at forward rapidity as a function of ∆φ for different pion
energy ranges [49].
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Chapter 2

Heavy Flavor Production in
Hadronic Collisions

When the quark model was postulated by Murray Gell-Mann in 1964 [53],

only three flavors were needed to explain the experimental data up to that

point: up, down, and strange. Because four, not three, leptons were known

then (e, µ, νe, and νµ), Bjorken and Glashow speculated that having a fourth

quark would provide more symmetry in the nascent standard model [54]. A

more compelling argument for the charm quark was recognized a few years

later by Glashow based on the electroweak theory of Weinberg and Salam

[55]. In order to be renormalizable, the theory requires “strangeness changing

neutral currents”, where s quarks decay into d quarks [56]. These transitions

are not seen in nature, though: for example, K+ → µ+ν is observed, but the

neutral current K0 → µ+µ− is not. However, the term that gives rise to these

strangeness changing neutral currents is cancelled when a new, heavier quark
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is added into the theory. The addition of a new quark, the charm quark, is

known as the GIM mechanism [57]. Because of these theoretical developments

it was no surprise when experiments detected the first charmed particle, the

J/Ψ, in 1974.

2.1 The Discovery of Charm

The first particle containing charm to be discovered was the J/Ψ, which is

composed of cc̄. This is most likely because it exhibits a very clean, narrow

peak in the e+e− spectrum. The discovery was announced by two different

experiments on the same day: November 11th, 1974. It was discovered at the

BNL AGS facility by a MIT group led by Samuel Ting, where it was named the

J particle [58]. At this experiment, 31 GeV proton beams were collided with

a Be target. A peak was found in the e+e− spectrum at 3.1 GeV. The J/Ψ

was also discovered by the SPEAR experiment at SLAC-LBL, with a group

led by Burton Richter and Gerson Goldhaber, where it was named the Ψ [59].

This experiment collided electrons and positrons together at energies of up to

4 GeV each. Because of the simultaneous nature of the discovery, both groups

got credit and the particle was given a combination of both names. Only 10

days later SPEAR announced the discovery of the Ψ′, another cc̄ bound state

with a mass peak at 3.69 GeV [60].

The mass peak observed for the J/Ψ was unexpectedly narrow: it was pre-
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dicted to be even wider than that of lighter resonances because the high mass

should give the decay electrons a large momentum kick, smearing the kinemat-

ics of the reaction. This is partially explained by the Zweig rule, which states

that particle decays involving the annihilation of a quark and an antiquark

are suppressed [61]. The only way for the J/Ψ to decay is by the c and c̄

annihilating: this is because J/Ψ→ D−D+ is prohibited by phase space. The

suppression of this effect leads to a longer lifetime, and hence to a narrower

peak. A better description of the width is given by the “super Zweig rule,”

formulated by David Politzer and Thomas Appelquist [62]. This includes the

effects of asymptotic freedom and the QCD linear confinement potential to

predict the long lifetime of the J/Ψ.

To be sure that what they had detected is charm, experimentalists turned their

search to open charm particles. These are particles that contain one charm

quark and at least one other (lighter) quark. This discovery occurred in 1976,

again with the SPEAR experiment. A team led by Goldhaber and Francois

Pierre found mass peaks in the Kπ and the Kπππ spectra around 1.87 GeV.

The presence of kaons indicated charm, since the strange quarks in the charm

are produced by c → s charged current weak decay. Further observations

involving neutrino emulsion experiments at FNAL and CERN confirmed the

discovery of the D+/D− and the D0, as well as the χc [56].
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2.2 Discovery of Bottom

Similarly to charm, the bottom quark was first discovered through the obser-

vation of a resonance state, in this case the Υ. It was discovered in 1977 at

Fermilab experiment 288 (headed by Leon Lederman), which collided a proton

beam with a platinum target. A small peak was found in the dimuon spectrum

at a mass of approximately 9.5 GeV [63]. Shortly afterwards two higher mass

resonances, the Υ′ at a mass of 10.0 GeV, and the Υ′′ at 10.4 GeV, were iden-

tified. These discoveries were confirmed at DORIS (e+e− collider at DESY in

Germany) and at the Cornell e+e− collider [64].

2.3 Heavy Quark Production in Hadronic Col-

lisions

In order to study heavy quark production at RHIC, we need to have a good

theoretical understanding of rates and production mechanisms. As with other

hard QCD processes, heavy quark production obeys the factorization theorem,

meaning that the cross section is calculable from the perturbative hard scat-

tering process and the non-perturbative p.d.f.s and fragmentation functions

[65]. This is true even for lower momentum processes because the large quark

mass sets the hard scale. Charm production, however, is notoriously hard to

predict. Since the earliest experimental results it was found that actual charm
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production in hadronic collisions lies well above leading order theoretical ex-

pectations. This indicates that higher order corrections play a large part in

charm processes.

Heavy quark yields are calculated using a perturbative QCD expansion (pQCD).

In pQCD, when multiple scales are present, terms arise that are proportional

to the logarithms of these scales. For heavy quarks, the large mass introduces

another scale and hence more logarithm terms, beyond those already propor-

tional to the scales set by s and Q2. Because the quark mass (M) is much

higher than the typical parton mass (m), terms of the order m/M are dropped

in the calculation [65]. This is expected to be valid because both the charm

and bottom masses are much greater than ΛQCD. However the charm mass is

of the order of the nucleon masses, which are described by a nonperturbative

scale, so the argument for charm being heavy is not so clear cut [66]. Also,

leading order calculations do not accurately describe the charm xf distribu-

tion, the quarkonium absorption in nuclear matter or the correlation of charm

hadrons with quantum beam properties, as well as the overall cross section

[67]. Including higher twist effects could partially explain these discrepancies.

These effects, along with the uncertainty in the quark mass, the magnitude

of αs, and uncertainty in the structure functions make the cross section very

difficult to predict.

If next-to-leading order effects are included, there are three main ways that

charm can be created [68]:
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• Pair creation is the leading order process, and it includes gg → QQ̄

and qq̄ → QQ̄. Because antiquarks are necessarily sea quarks, and these

are less abundant than gluons in the nucleus, the gluon fusion process

is dominant. This will tend to produce charm pairs that are back-to-

back in azimuth. Gluon radiation is possible in either the initial or final

state, but this will mostly shift the kinematics of the process rather than

change the rate.

• Flavor excitation is a next-to-leading-order (NLO) effect, involving the

processes Qq → Qq and Qg → Qg. This involves a heavy quark being

put on its mass shell by a parton in the other beam, which means a

heavy quark already has to be present before the interaction takes place.

It is generally created through a gluon splitting process, g → QQ̄, so the

total interaction is effectively gq → QQ̄q or gg → QQ̄g. Heavy flavor

distributions vanish for Q2 < m2
Q, so the virtuality must be greater than

m2
Q for this process to occur. One heavy quark is involved in the hard

scattering vertex.

• Gluon splitting involves g → QQ̄ in either the initial or final state. No

heavy flavor is involved in the hard scattering. The gluon splitting tends

to occur in the final state, since in the initial state the time-like gluon

is restricted to have smaller virtuality (also this would be classified as

flavor excitation in our scheme).

These three methods of charm production cover different kinematic ranges.
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Figure 1: Examples of heavy-flavour production diagrams. (a,b) Leading order. (c)
Pair creation (with gluon emission). (d) Flavour excitation. (e) Gluon splitting. (f)
Events classified as gluon splitting but of flavour-excitation character.

multiple gluon emission [14].
As an alternative, the parton-shower (PS) approach offers a different set of approx-

imations. It is not exact even to O(α3
s ), but it catches the leading-log aspects of the

multiple-parton-emission phenomenon. Especially when one goes to higher energy this
can offer many advantages. The PS approach is based on a probabilistic picture, wherein
the overall 2 → n partonic process is subdivided into three stages: initial-state cascades,
hard scattering and final-state cascades. The hard scattering is here defined as the 2 → 2
sub-diagram that contains the largest virtuality, i.e. corresponds to the shortest-distance
process. It is important to respect this in order to avoid double-counting, as will become
apparent in the following. Heavy-flavour events can then be subdivided into three classes,
which we will call pair creation, flavour excitation and gluon splitting. The names may
be somewhat misleading, since all three classes create pairs at g → QQ vertices, but it is
in line with the colloquial nomenclature.

The three classes are characterized as follows.

3

Figure 2.1: Heavy quark production mechanicsm, from [68]. (a, b) are leading
order fusion diagrams, (c) is same but with final state gluon radiation, (d)
flavor excitation, (e) gluon splitting, (f) gluon splitting but similar to flavor
excitation.
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At the lowest center of mass energy, pair creation dominates. As the en-

ergy increases flavor excitation overtakes it, and at the highest energies gluon

splitting is the dominant process. This is because flavor excitation and gluon

splitting require more phase space, so they turn on at higher energies. At

RHIC energies of
√
s = 200 GeV, the charm cross section for flavor excitation

is several times as large as that for pair creation, whereas for bottom, pair

creation still dominates (see Fig. 2.3). It is also possible to segregate the dif-

ferent processes into separate kinematic ranges. For example, contributions

from intrinsic charm (via flavor excitation) are enhanced in the low pT region,

where low momentum sea quarks can combine with collinear valence quarks to

produce heavy hadrons [67]. The lower pT limit is still bounded by the charm

quark mass, as mentioned above. Furthermore, as described in [68], pair

creation yields a strong back-to-back peak in ∆φ, while the other processes

show little to no peak (the same is true to a lesser extent in the invariant mass

spectrum of heavy quark pairs). This means that the azimuthal distribution

can give insight into which processes are producing the heavy flavor.

2.3.1 Calculating the Charm Cross Section

The two main schemes used to calculate cross sections in QCD are next-to-

leading order (NLO) and fixed-order-next-to-leading logarithm (FONLL). The

NLO cross section is the partonic cross section directly calculated from QCD,

with inputs being the heavy quark mass and the renormalization and factor-
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FIG. 3: The cross section for D0 + D+ charm meson pro-
duction to LO in perturbative QCD at

√
s = 200 GeV in

p + p collisions at RHIC with KNLO = 2 − 3 and r = 0.2.
The differential cross section is shown in four rapidity bins:
y = 0, 1.25, 2.5 and 3.75.

r = 0.2) and (KNLO = 3, r = 0.4) yield little difference in
the single inclusive charm meson spectrum. We note that
for the same choice of the parameter r = 0.1, a LO calcu-
lation with standard φc/N (x, µf ) != 0 gives open charm
cross sections similar to the ones from a NLO calculation
that treats flavor as “heavy”. In this paper we adhere
to the more conservative choice r = 0.2. Taking into ac-
count an estimated ∼ 50% uncertainty of the K-factors
at the smaller

√
s = 200 GeV, we show the differential

D0+D+ cross sections in p+p in Fig. 3 for several rapid-
ity bins: y = 0, 1.25, 2.5 and 3.75. These are the base-
line differential distributions relative to which the effects
of power corrections and energy loss can be studied. The
uncertainty of the choice at RHIC (KNLO = 2.5, r = 0.2)
cancels in the nuclear modification ratios, Eq. (3).

In hadronic collisions, heavy quark pair production
proceeds via the “flavor creation” sub-processes, gluon-
gluon fusion, gg → cc̄, and light quark-antiquark anni-
hilation, qq̄ → cc̄, at lowest order in the strong coupling
constant αs. Since the gluon density is much larger than
the quark and antiquark distributions at a small parton
momentum fraction, x, the gluon fusion sub-process is
believed to dominate charm production in hadronic col-
lisions at collider energies. However, for inclusive single
charm production, a single charm (or anticharm) quark
can be created via the “flavor excitation” sub-processes,
cg → cg and cq → cq. Although the charm parton dis-
tribution is small, φc/N (x) % φg/N (x), such processes

can be amplified by the matrix elements |Mab→cd|2. In
Eq. (7), over most of the available phase space
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FIG. 4: Fractional contribution of partonic sub-processes
(i) to moderate and high pT1 D0 + D+ meson production in√

s = 200 GeV p+p collisions at rapidities y = 0, 1.25, 2.5 and
3.75. We considered (1) cg → cg (solid line), (2) cq(q̄) → cq(q̄)
(dashed line), (3) gg → cc̄ (dot-dashed line), (4) qq̄ → cc̄
(double dot-dashed line) and (5) cc̄ → cc̄ (dotted line). Note
the dominance (except at the highest values of pT1) of the
cg → cg channel.

where L1, L2 are numerically large. From the analysis in
Appendix A, we find that the leading power behavior in
L1 of hard parton scattering for the first case in Eq. (8)
is

〈

|Mgg→cc̄|2
〉

∼
1

6
L1 versus (9)

〈

|Mcg→cg|2
〉

∼
8

9
L2

1 ,
〈

|Mcq→cq|2
〉

∼ 2L2
1 . (10)

Clearly, there is large, ∝ L1, amplification of the scatter-
ing rate in Eq. (10) relative to Eq. (9).

The fractional weight of the partonic sub-processes to
open charm production can be fully studied through the
ratio:

Rσ(pT1
) =

dσD1

ab→cd

dy1d2pT1

/

dσD1

tot

dy1d2pT1

. (11)

Numerical results for the single inclusive charm cross sec-
tions, Eq. (7), are shown in Fig. 4 at

√
s = 200 GeV.

We find that the dominant D meson production mecha-
nism is the scattering of the heavy quark from the wave-
function of the nucleon (or nucleus) on gluons, cg → cg.
Heavy on light quark scattering, cq(q̄) → cq(q̄), also con-
tributes significantly to the cross section. In these pro-
cesses the charm anti-quarks from the nucleon wavefunc-
tion end up in the fragmentation region near the beam
rapidity. While gluon fusion, gg → cc̄, is non-negligible
it is also not the main channel for single inclusive open
charm production. We have checked that Rσ(pT1

) is
practically independent of the interplay between KNLO

and the hardness r of the c quark fragmentation into D
mesons.

Figure 2.2: Fractional contribution to total D0 + D+ production in 200 GeV
p+p collisions from various charm processes as a function of pT for different
rapidity regions: (1) cg → cg, (2) cq(q̄)→ cq(q̄), (3) gg → cc̄, (4) qq̄ → cc̄, and
(5) cc̄→ cc̄. Leading order calculation performed using a K factor of 2 [69]

0.1

1

10

100

1000

10000

100000

100 1000 10000

!
ch

ar
m

 (µ
b)

"s (GeV)

(a)

Total charm
Pair creation

Flavour excitation
Gluon splitting

1e-05
0.0001
0.001
0.01
0.1

1
10

100
1000

10000

100 1000 10000

!
bo

tto
m

 (µ
b)

"s (GeV)

(b)

Total bottom
Pair creation

Flavour excitation
Gluon splitting

Figure 4: The total (a) charm and (b) bottom cross sections for pp collisions as a
function of ECM =

√
s. The contributions from pair creation, flavour excitation and

gluon splitting are shown separately.

3 Simple model properties

In this section we examine some properties of the model as presented in the previous
section. In the first part we study purely perturbative properties of the model such as the
total cross section, p̂⊥ of the hard interaction and quark distributions. In the second part
we study the properties of the nonperturbative fragmentation. Experimental observables
will be presented and confronted with data in the next section.

3.1 Properties of the perturbative production

Above, three different production channels have been distinguished in the parton-shower
description: pair creation, flavour excitation and gluon splitting. In the following we will
present their separate contributions, even though this subdivision of course is unobservable
and model-dependent. It will still provide helpful insights.

The most basic and inclusive observable is the total heavy-flavour cross section. In
Fig. 4 we present it as a function of the pp center-of-mass energy, from the fixed-target
régime to LHC and beyond, both for charm and bottom. The cross section is divided into
the contributions from the three perturbative production channels. As noted before, we
assume that no nonperturbative effects contribute to the total cross section. The level
of the total cross section is in sensible agreement with the present data (not shown),
indicating that there is no need for any further significant production mechanism.

For small (fixed-target) energies the pair creation cross section is dominating the pro-
duction, followed by a non-negligible fraction of flavour excitation, whereas gluon splitting
is very small. As the energy is increased, flavour excitation overtakes pair production and
gluon splitting is catching up. At very large energies gluon splitting becomes the dominant
production mechanism, so that the low-energy pattern is completely reversed.

The reason is not so difficult to understand. If we think of any partonic process, it
will only contain one hardest 2 → 2 scattering whatever the energy, whereas the number
of branchings in the associated initial- and final-state showers will increase with energy.
This increase comes in part from the the growing phase space, e.g. the larger rapidity
evolution range of the initial-state cascades, in part from the increase in accessible and
typical virtuality scales Q2 for the hard subprocess. The multiplication effect is at its full

15

Figure 2.3: Contribution of various production processes to charm and bottom
cross sections as a function of beam energy [68].
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ization scales. Charm is always treated as a heavy or “inactive” flavor. To

evaluate the FONLL cross section, the differential Ed3σQ/dp
3
Q is evaluated at

fixed order NLO. Then large terms of the order αns logk(pT/m) are resummed

with next-to-leading logarithm accuracy. To get the full cross section this must

be integrated over the pT and rapidity distributions, so kinematic inputs are

required. Also, charm is treated as an active flavor for pT >> m. Because

of this FONLL might be more accurate at the highest pT ranges, while NLO

is perhaps best overall. Calculations have shown the total NLO and FONLL

cross sections to be consistent with each other [70].

2.4 Cold Nuclear Matter Effects on Heavy Fla-

vor Production

Heavy quarks have long been regarded as a useful probe of the medium created

in a heavy ion collision. Production is thought to be controlled by pQCD,

making the expected yield easier to calculate than that of light quarks. Heavy

quarks were first thought to lose less energy in the medium than light quarks

due to the “dead cone” effect [71]. RHIC results have shown that in fact

the energy loss is approximately equal to that of lighter quarks, providing a

useful testing ground for energy loss models. The charm quark mass lies in

a region that makes it sensitive to many types of effects: it is heavy enough

that its mass is governed by a hard scale, but after hadronization the binding
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energy of the D meson is of the order a few hundred MeV, which is sensitive

to soft physics [69]. The lifetime of a D meson is around 10−12 sec, which

is much longer than the lifetime of the QGP (≈ 10−23 sec) so it is able to

transmit information out of the medium. Although closed charm and bottom

resonances are affected by many interesting nuclear effects, we will limit our

discussion to open charm, which is the topic of this thesis. Open charm is

thought to be a cleaner probe of charm production than the J/Ψ because its

interactions with the nuclear matter are less complex.

To understand heavy flavor in heavy ion collisions, we must understand the

cold nuclear effects in p+Au and d+Au collisions. This is because these effects

are impossible to disentangle from the medium interactions that occur during

a Au+Au collision. Isolating the cold nuclear matter interactions helps us

to understand how initial and final state multiple scattering changes charm

and bottom observables. This scattering can either be incoherent, in which

case we see pT broadening, or coherent scattering, involving small transfers in

longitudinal momentum pL which lead to shadowing [69]. Initial state elastic

scattering causes the Cronin effect, seen in the data as an enhancement in the

open charm spectrum at moderate pT . Shadowing is expected to have a large

effect since it causes the depletion of gluons, and charm production is strongly

dependent on the gluon distribution.

One of the biggest surprises of the charm Au+Au results from RHIC is that

charm is suppressed by a similar amount to pions. Open charm is also found
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to be suppressed at forward rapidity in d+Au collisions at RHIC (see Sec. 2.5).

This suppression is larger than what can be explained by shadowing effects

alone, and is in a rapidity region smaller than that where CGC effects are

expected to be dominant. Theorists are divided over whether the CGC can

explain suppression in this kinematic range, or if other mechanicsm are at

work. Vitev attributes this suppression to radiative initial energy loss effects

of the deuteron passing through the nuclear material [69]. An average parton

is found to lose ≈ 10% of its energy while interacting with a gold nucleus.

Combining energy loss with higher twist shadowing gives a reasonable match

to data at RHIC energies, and is especially effective at high pT . Another

mechanism that might cause charm suppression in Au+Au collisions is the

predicted enhancement of charm baryons relative to mesons in the medium

[23]. Because charmed baryons such as the Λc have a smaller branching ratio to

electrons than D mesons, fewer heavy flavor electrons are produced, mimicking

suppression. Baryon enhancement is also measured in d+Au collisions, though

the effect is not nearly as great as in central Au+Au [72].

While charm in the forward direction is suppressed in d+Au collisions, the

overall cross section is higher than expected from pQCD calculations. Some

of this is explained by the NLO processes discussed in the last section. An-

other source of charm in the nucleus has been proposed with the intrinsic

charm model (see Ref. [73]). Charm that exists in the nucleus is typically

the result of gluon splitting in the initial state and obeys DGLAP evolution.
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Intrinsic charm, though, arises from quantum fluctuations that create a state

like |uudQQ̄ >. One model, known as BHPS, finds charm arising from higher

Fock states, creating charm quarks with a higher momentum fraction than can

arise from standard evolution equations. Another model, known as the meson

cloud model, sees the nucleus fluctuating into a charmed baryon plus charmed

meson state. It also predicts a hard spectrum, and a slight asymmetry between

charm and anticharm that has not yet been experimentally verified. In order

to predict the open charm spectrum in d+Au, a scattering calculation must be

performed which involves a diffuse projectile containing charm hitting a dense

nucleus of CGC-type matter. Even with nuclear saturation effects included a

higher than expected charm yield is predicted.

2.5 Open Heavy Flavor results at RHIC

There are two main ways to detect D and B mesons at RHIC: directly, through

the reconstruction of the D via its decay products, or indirectly through the

measurement of decay leptons. Both PHENIX and STAR have measured

central rapidity single electrons from heavy flavor decays, and PHENIX has

made a similar forward single muon measurement as well [74–76]. In each

case, the charm cross section calculated from these measurements was higher

than FONLL predictions by a factor of 2-4 (see Fig. 2.4). This may indicate

the presence of additional sources of charm not well understood by current
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theory. The STAR measurements consistently lie about a factor of two above

PHENIX measurements for all collisions systems (Fig. 2.5). However this has

recently been discovered to be caused by a hidden problem with the STAR

measurements involving an underestimate of the backgrounds from its Silicon

Vertex Tracker [77]. PHENIX has additionally measured the charm cross

section using dileptons, since electrons from heavy quark decays dominate the

mass spectrum above 1.1 GeV [78]. The results were found to be consistent

with the PHENIX charm cross setion from single electrons.

Single electrons have also been measured in Au+Au collisions [79; 80]. This led

to the discovery that charm at high pT is suppressed at a similar rate to light

quarks in hot nuclear matter (Fig. 2.6). These findings showed the dead cone

effect to be insignificant, with charm energy loss dominated by both radiative

and collisional processes. It is also possible the RAA is artificially lowered

by the enhancement of Λc in the medium, which has a smaller semileptonic

branching ratio than D mesons, potentially skewing the results. The total

charm cross section still obeys binary scaling, however, because high pT events

only make up a small fraction of the overall cross section. Electrons were also

found to exhibit v2, showing that the charm quarks participate in collective

flow in a comparable way to light quarks.

Even the “direct” detection is not that direct in that the D itself cannot be

detected, since this would require a detector extremely close to the vertex (a

D+ only travels about 0.3 mm before decaying). While PHENIX does not
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TABLE VIII: Tuned PYTHIA parameters (default settings
for this analysis) for determination of charm production cross
section central value.

Parameter Value Meaning

MSEL 4 Heavy quark production every event

(gluon fusion + q/q̄ annihilation).

MSTP(32) 4 Hard scattering scale, Q2 = ŝ.

MSTP(33) 1 Use K-factor.

MSTP(52) 2 Use PDF libraries.

MSTP(51) 4046 Select CTEQ5L PDF libraries [76].

MSTP(91) 1 Use Gaussian distribution for intrinsic kT .

PARP(31) 3.5 K-factor.

PARP(91) 1.5 < kT > (GeV/c).

PARP(93) 5.0 Maximum kT (GeV/c).

PMAS(4,1) 1.25 mc (GeV/c).

D+/D0 0.32 Default charm chemistry ratio.

TABLE IX: Percentage contribution of different sources of
vertex-independent muons within our acceptance (1 < pT <
3GeV/c and 1.5 < |η| < 1.8), from PYTHIA, with parame-
ters listed in Table VIII (except that MSEL = 2 to generate
minimum bias collisions).

Source Contribution

Open charm 84.6%

Open bottom 6.9%

ρ,ω, φ 8.1%

Quarkonia < 0.1%

Drell-Yan < 0.1%

τ leptons 0.4%

intrinsic kT value, the D+/D0 ratio, charm production
mechanism selections, and open bottom and vector me-
son scaling assumptions. The parameter sets used and
the results of this study are summarized in Table X.

The PYTHIA charm cross section varies substantially
(∆(dσcc̄/dy)|PY THIA

y=1.6 ) ≈ 4) for the chosen parameter
sets. However, the extracted experimental charm cross
section is relatively stable (∆(dσcc̄/dy)|PHENIX

y=1.6 < 0.36).
This is due to the fact that the parameter set changes
have relatively minor effects on the shape of the pre-
dicted vertex-independent muon pT spectrum, and we
obtain the experimental charm cross section by normal-
izing the PYTHIA charm cross section by the ratio of the
measured and predicted muon pT spectra.

One way to visualize this is to plot (see Figure 17)
the vertex-independent muon yield in our acceptance
per event in which a cc̄ pair is created for the differ-
ent PYTHIA parameter sets. Due to our procedure, pa-
rameter sets which give similar vertex-independent muon
yields per cc̄ event in the low pT region (which dom-
inates the fit) will necessarily give similar values for
dσcc̄/dy|PHENIX

y=1.6 , whatever the PYTHIA charm cross
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FIG. 16: The top panel shows the measured pT spec-
trum of vertex-independent negative muons from Figure 13,
the PYTHIA prediction using settings listed in Table VIII
without scaling the charm contribution (dotted line), and
a FONLL calculation (solid line with systematic error
band) [20, 77]. The bottom panel shows the ratio of the
measured spectrum to the FONLL calculation with statistical
(error bars) and systematic (bands) uncertainties on the data,
as well as the theoretical uncertainty (shaded band around 1).
The dashed line shows the PYTHIA/FONLL ratio.

section is.

The largest variation in the predicted muon yield
at pT = 1GeV/c per cc̄ event is seen for simula-
tions in which the intrinsic kT is varied from its de-
fault value (< kT >= 1.5GeV/c) to the value ex-
pected from arguments based on Fermi momentum (case
4c, < kT >= 0.3GeV/c), or to a value which best
reproduces the measured spectrum at higher pT (case
4d, < kT >= 3.0GeV/c). These parameter sets also
result in the largest variation in dσcc̄/dy|PHENIX

y=1.6 , as
shown in Table X. We use the cross section values ob-
tained in this pair of simulations to define the system-
atic uncertainty in our measurement due to the uncer-
tainty in our PYTHIA calculation. This gives us our
final answer: dσcc̄/dy|y=1.6 = 0.243 ± 0.013(stat.) ±
0.105(data syst.) +0.049

−0.087(PYTHIA syst.)mb.

Figure 18 shows the PHENIX charm rapidity spec-
trum. The result of this analysis (mirrored about y = 0

Figure 2.4: PHENIX charm cross section derived from single muon measure-
ment in p+p at forward rapidity. Top shows charm cross section as a function
of pT compared with FONLL predictions; bottom shows the ratio of data to
FONLL for each pT point along with the associated error [75].
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7.2 Cross-Section

The charm cross section in
√

sNN = 200 GeV Cu+Cu collisions was measured to

be σNN
cc̄ = 1.06 ± 0.26(stat.) + 0.29(sys.) − 0.38(sys.)mb. This result is outside

the systematic upper limit of the charm cross-section calculated in FONLL pQCD,

in which the amplitude was calculated in dpt slices and then integrated, σFONLL
cc̄ =

0.256+0.400
−0.146 mb [39]. Since the perturbative assumptions are not valid at low momenta,

the discrepancy between the experimental result and the FONLL prediction may be

due to the break-down of the peturbative assumption. However, the measured charm

cross-section is within the upper limit of the NL0 calculation in which the cross-

section was calculated in one step and not dpt slices, σ
NLOnlf=3

cc̄ = 0.301+1.000
−0.210 mb [39].

94

Figure 2.5: Comparison of integrated cc̄ cross sections from STAR and
PHENIX for a variety of collisions systems as a funcion of the number of
binary collisions. These points are compared with NLO charm predictions.

yet have the detectors installed to do this, STAR can, using its Silicon Vertex

Tracker. It has reconstructed the decay D0 → K−π+ (and equivalent for D̄0)

in d+Au collisions by identifying the invariant mass peak of the D in K−π

pairs. Again, a higher than expected yield was found, and a resolution to this

conflict with NLO predictions remains unclear.

Heavy flavor correlations yield a crucial piece of information missing from the

singles measurements, which is the c-to-b ratio. This is very important for

interpreting the suppression in heavy ion collisions, because bottom quarks

are thought to lose much less energy than charm. If the bottom contribution

to the single electron spectrum is less than we have assumed, this could explain

the low RAA. The charm to bottom ratio is not calculable with our current



Chapter 2: Heavy Flavor Production in Hadronic Collisions 56

5

 (GeV/c)
T

p
0 2 4 6 8 10

ra
ti

o
 t

o
 F

O
N

L
L

-110

1

10

p+p / FONLL (these data)

STAR (PRL 94 (2005) 062301)

PHENIX (PRL 97 (2006) 252002)

FONLL uncertainty

FONLL c/(c+b)

FONLL b/(c+b)

FIG. 3: Upper: ratio between measured non-photonic elec-
tron yield and FONLL pQCD calculations [7] for p+p colli-
sions. Lower: relative contributions to FONLL distribution
of c and b decays.

Figure 3, upper part (points), shows the ratio of mea-
sured to unscaled FONLL-calculated non-photonic elec-
tron yield for p+p collisions. The calculation describes
the shape of the measured spectra relatively well, though
with a large difference in their overall scale. Better
agreement is found at larger

√
s [8]. The same ra-

tio is shown for published STAR [9] and PHENIX [10]
measurements. The horizontal dashed line is at 5.5 ±
0.8(stat) ± 1.7(sys), corresponding to the ratio between
the total charm cross section measured by STAR [9] to
the central value predicted by FONLL [7, 8]. The shaded
band around that line shows the experimental uncer-
tainty in this ratio. PHENIX data [10] exhibit a lower
ratio and appear not to be consistent with the data re-
ported here. The lower part (curves) shows the relative
contribution to the FONLL calculation of charm and bot-
tom decays, with the variation due to NLO uncertainties
[7, 29]. The B-decay contribution is expected to be sig-
nificant in the upper pT range of this measurement.

Modification of the inclusive particle production
is measured by the nuclear modification factor [1]
(RAA(pT )). RAA is unity for hard processes without nu-
clear effects. Figure 4 shows RAA(pT ) for non-photonic
electrons in d+Au and central Au+Au collisions. Error
bars show the statistical uncertainties, boxes show un-
correlated systematic uncertainties, and the filled band
at unity is the overall normalization uncertainty. RAA

for d+Au is consistent with a moderate Cronin enhance-
ment. RAA∼ 0.2 for central Au+Au collisions at pT > 3
GeV/c, consistent with a previous measurement at lower
pT [18]. The suppression is similar to that for light
hadrons at pT > 6 GeV/c [2].

Figure 4 shows predictions for electron RAA from semi-
leptonic D- and B-meson decay in central Au+Au col-
lisions using calculations of heavy quark energy loss.
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FIG. 4: The nuclear modification factor, RAA, for d+Au and
Au+Au collisions at

√
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= 200 GeV. Error bars and uncer-
tainties are described in text.

Curve I uses DGLV radiative energy loss via few hard
scatterings [14] with initial gluon density dNg/dy = 1000,
consistent with light quark suppression. Curve II uses
BDMPS radiative energy loss via multiple soft collisions
[15], with transport coefficient q̂. q̂ is set to 14 GeV2/fm,
though light quark hadron suppression provides only a
loose constraint 4 < q̂ < 14 GeV2/fm [15]. Both calcula-
tions predict much less suppression than observed.

This discrepancy may indicate significant collisional
(elastic) energy loss for heavy quarks [13, 30]. Curve III
is a DGLV-based calculation including both radiative and
collisional energy loss, together with path length fluctu-
ations [16]. The calculated suppression is also markedly
less than that observed. For Curve IV, the heavy quark
energy loss is due to elastic scattering mediated by res-
onance excitations (D and B) and LO t-channel gluon
exchange [17]. This calculation also predicts significantly
less suppression than observed.

Dead cone reduction of energy loss is expected to be
more significant for bottom than charm quarks in the
reported pT range. Curve V, which is the same calcu-
lation as curve II but for D-meson decays only, agrees
better with the data. Since there is better agreement of
data and theory for bottom than charm production at
the Tevatron [8], the scale factor 5.5 between calculated
and measured p+p electron yields may overestimate the
B decay contribution at RHIC, i.e. D decays may in fact
dominate the electron yields in the reported pT range, fa-
voring calculation V. A direct measurement of D-mesons
at high-pT is required to understand energy loss of heavy
quarks in detail. Finally, multi-body mechanisms may
also contribute to heavy quark energy loss [31].

We have reported the measurement of high-pT non-
photonic electrons in p+p, d+Au, and Au+Au collisions
at

√
s
NN

= 200 GeV. A pQCD calculation for heavy quark

Figure 2.6: RAA as a function of pT for charm as measured at STAR using single
electrons. Results shown both for d+Au as well as central Au+Au collisions,
with comparison to theory curves incorporating different energy loss schemes.
[80]
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Figure 1 shows the MeK distribution of the recon-174

structed signals, which is normalized by the yield of175

heavy flavor electrons (Ne(HF )) in the range 3 < pT <176

4 GeV/c (panel a) and 4<pT <5 GeV/c (panel b). The177

tagging efficiency in real data, εdata, is determined by178

the integration of the MeK distribution in Fig. 1 from179

MeK = 0.4 to 1.9 GeV/c2 as a function of electron pT.
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FIG. 1: (color online) Comparison of data to a PYTHIA
and EvtGen simulation of the invariant mass distributions in
PHENIX acceptance for the reconstructed signal in the 2006
run. The electron pT range is 3.0 - 4.0 GeV/c (a) and 4.0 -
5.0 GeV/c (b). The ratios, (b → e)/(c → e + b → e), in solid
lines are 0.26 (a) and 0.63 (b).

180

The tagging efficiencies for charm and bottom produc-181

tion, εc and εb, are calculated with the combination of182

PYTHIA and EvtGen [11, 12]. PYTHIA is used to sim-183

ulate charm and bottom production in p + p collisions184

at
√

s = 200 GeV and is tuned to reproduce heavy fla-185

vor hadron ratios: D+/D0 = 0.45 ± 0.10, Ds/D0 =186

0.25 ± 0.10, Λc/D0 = 0.10 ± 0.05, B+/B0 = 0.50,187

Bs/B0 = 0.40±0.20, and Bbaryon/B0 = 0.20±0.15 [9, 13–188

16]. EvtGen, which is a Monte-Carlo simulation suited189

for decays of D and B hadrons, is used to simulate190

the semi-leptonic decays. The dashed (dotted) lines in191

Fig. 1 show the MeK distributions of the reconstructed192

signal for the simulated charm (bottom) production for193

an electron 3 < pT < 4 GeV/c (panel a) and 4 < pT <194

5 GeV/c (panel b). Some fluctuations in the simulated195

curves in Fig. 1 come from the limited statistics in the196

simulation, but the statistical uncertainties in the simu-197

lation are negligible compared to that of the data. εc(b)198

is determined in the same way as εdata from the MeK199

distribution for charm (bottom) production. Since the200

extracted signals are dominated by the decay products201

of heavy flavor hadrons, the tagging efficiency is deter-202

mined largely by decay kinematics and εc(b) can be deter-203

mined with good precision. The dot-dash lines in Fig. 1204

show the contribution from the combination of an elec-205

tron from charm and hadrons from jet fragmentation for206

charm production. About 85% of the signals come from207

the partcial reconstruction of heavy flavor hadrons. The208

solid line in Fig. 1 shows the sum of the MeK distribu-209

tions for charm and bottom production in the simulation210

with the ratio, (b → e)/(c → e + b → e), obtained with211

Eq. 1.212

Systematic uncertainties are categorized into two parts213

related to (1) εdata in the real data analysis and (2) εc214

and εb in the simulation study. The dominant uncer-215

tainty in εdata is the uncertainty in the number of heavy216

flavor electrons (∼10%). The uncertainty in εdata also217

includes a background subtraction uncertainty (1-10%,218

pT depend). Category (2) includes the uncertainties in219

geometrical acceptance (3%) and uncertainties from the220

event generator (∼ 8% for charm and ∼ 9% for bottom).221

The uncertainty in the event generator is estimated based222

on known uncertainties in the production ratios of heavy223

flavor hadrons (D+/D0, Ds/D0,etc.), known uncertain-224

ties in the branching ratios [13–16], estimated uncertain-225

ties in momentum distribution of heavy flavor hadrons226

and estimated uncertainties in the PYTHIA parameters.227

(GeV/c)
T

Electron p
2 3 4 5 6 7

 e
)

"
 e

+
b

"
 e

/(
c

"
b

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

PHENIX |y| <0.35

FONLL y=0

FONLL error band y=0

=200 GeVs p+p at 

90% C.L.

90% C.L.

FIG. 2: (color online) (b → e)/(c → e + b → e) as a function
of electron pT compared to a FONLL calculation [17]. The
points show the experimental result. Vertical arrows are used
to indicate upper and lower limits. The solid line is a FONLL
prediction and the dotted lines represent the uncertainty of
this FONLL prediction.

228

Figure 2 shows the resulting bottom fraction, (b →229

e)/(c → e + b → e) as a function of electron pT com-230

pared to a fixed-order-plus-next-to-leading-log perturba-231

tive QCD calculation (FONLL) [17]. In this figure, the232

points show the measured (b → e)/(c → e + b → e), the233

solid line shows the central value of the FONLL predic-234

tion and the dotted lines show its uncertainty.235

In Figure 3, the electron spectra for charm and bottom236

are measured from the ratio, (b → e)/(c → e + b → e),237

and the spectrum of the single electrons. The top panel238

shows the resulting electron spectra from charm (tri-239

angles) and bottom (squares) compared to the FONLL240

predictions [17, 18]. The measured spectrum of single241

electrons (circles) is also shown for reference. The mid-242

dle (bottom) panel shows the ratio of the measured cross243

sections to the FONLL calculation for charm (bottom)244

production. The shadow area shows the uncertainty in245

Figure 2.7: Fraction of bottom contribution to electrons in p+p collisions at
PHENIX as a function of pT . [81]

understanding of QCD and must be determined by experiment. PHENIX has

done this by measuring electron-kaon invariant mass spectra, which come from

either a D or B decay chain [81]. These spectra were compared with Pythia

simulations, and the fits were performed to determine the fractions of charm

and bottom. A plot of the c-to-b ratio as a function of pT is shown in Fig. 2.7.

STAR found a similar result with electron-kaon azimuthal correlations [82].



Chapter 2: Heavy Flavor Production in Hadronic Collisions 58

2.6 Modeling Charm Correlations with Monte

Carlo

Creating a proper Monte Carlo simulation of charm correlations is a bit more

difficult than modeling single charm decay products, such as single electrons

and muons. There are a variety of fixed order next-to-leading logarithm

(FONLL) and next-to-leading order pQCD generators available, but these are

generally not set up to handle pairs. In order to simulate electron-muon pairs,

the topic of this thesis, we are left with either Pythia (the standard generator)

or POWHEG, which creates full NLO heavy flavor events.

2.6.1 Pythia

Pythia is a very good leading-order hadronic interaction event generator that

simulates both initial state hard scattering and final state showering. While

only leading order terms are used to calculate the hard scattering matrix el-

ements, the simulated fragmentation process includes non-perturbative frag-

mentation functions as well as a perturbative parton shower in which hard

radiation is emitted. It is suited to studying heavy flavor, including measuring

cross sections, because pQCD calculations apply to processes involving such

massive quarks. The drawback is that it is a leading order generator, with

some higher order corrections. Heavy flavor is primarily generated through
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gluon fusion, especially when Pythia is set to run charm or bottom exclusively

(by turning the factor “MSEL” to 4 or 5 respectively). When run in mini-

mum bias mode, corrections are made to include initial state gluon radiation

and final state gluon splitting. While these corrections match the data rea-

sonably well, they do not quite provide NLO accuracy, rather approximating

next-to-leading logarithm [83].

On a practical level, there are quite a few Pythia settings that must be altered

to get reasonable results. Most importantly the K-factor must be set: this

fudge factor is necessary in the absence of a complete NLO description of the

event. For the results in this thesis, the K-factor is set to 3.5, in accordance

with previous PHENIX heavy flavor analyses [78]. A minimum pT must also

be set, so that cross sections do not become divergent as pT → 0. We have set

a limit of 1.0 GeV/c for this. Finally, Pythia heavy flavor runs fastest when

using either the charm or bottom flag, but this only simulates gluon fusion

processes. For a more accurate simulation we must run Pythia in minimum

bias mode and filter out heavy flavor events, which is very time- and memory-

intensive. For a complete list of settings used in running Pythia to produce

charm, see Appendix B.
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2.6.2 POWHEG

One type of simulator that incorporates all NLO effects is called POWHEG,

standing for Positive Weight Hardest Emission Generator. It is not a full

event simulator, but rather creates initial hard scattering events that can then

be showered by a shower Monte Carlo. In a POWHEG event, the hardest

radiation is generated first, using exact NLO matrix elements [84]. The data

is written out to a Les Houches format file [85], which allows it to be interfaced

to a variety of Monte Carlo generators (Pythia, HERWIG, etc.). It yields

similar results to another NLO event generator, MC@NLO, though without

requiring the negative event weighting that that generator does. Because of

the increased accuracy relative to Pythia, no K-factors or other settings are

required.

POWHEG was chosen as an NLO generator for its ability to simulate pairs

(something FONLL calculations cannot easily do), and for its ability to be used

with Pythia, making a comparison between it and standalone Pythia easier.

It helps us make a comparison between the contributions of different charm

production processes to the e−µ spectrum. For the results of the POWHEG

analysis, see Sec. 6.3.
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2.6.3 Modeling of e-µ Pairs

Both Pythia and POWHEG were used to model the expected signal of electron-

muon pairs in p+p collisions. Pythia was run in charm production mode,

with the settings described in Appendix B. The K-factor was set to 3.5 as

described above. The azimuthal angular correlation of electrons and muons

in a kinematic range similar to that measured by PHENIX is seen in Fig. 2.8.

Because a clear peak is seen in the ∆φ correlation, this is the variable used

to study the e−µ pairs. The peak becomes less significant when we look at

the distribution with NLO effects included, using POWHEG (Fig. 2.9). Here

POWHEG has been run to produce charm in the initial hard scatterings, and

the results have been showered using Pythia. This distribution, though, better

matches the data, as will be discussed later.
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Figure 2.8: Pythia azimuthal angular correlation of e−µ pairs for muon pT >
1.0, electron pT > 0.5, muons between 1.4 < |η| < 2.1 and electrons between
|η| < 0.5.

Figure 2.9: POWHEG azimuthal angular correlation of e−µ pairs for muon
pT > 1.0, electron pT > 0.5, muons between 1.4 < |η| < 2.1 and electrons
between |η| < 0.5.
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Chapter 3

Experimental Setup

The PHENIX detector is located at Brookhaven National Laboratory in Up-

ton, New York. The lab was established in 1947 and has a long history of

important physics discoveries. It is currently home to the Relativistic Heavy

Ion Collider (RHIC), at which PHENIX is situated.

3.1 Experimental Facilities

3.1.1 RHIC

RHIC was designed to survey a large portion of the phase diagram of QCD

matter, including the detailed study of the quark-gluon plasma and the search

for the QCD critical point. A range of proton and heavy ion systems may be

collided, including p+p, d+Au, Au+Au, and Cu+Cu, at energies up to 200
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GeV. Asymmetric collisions are possible because the two counter-circulating

beams travel through independent rings with separate steering magnets. RHIC

is also capable of colliding polarized proton beams, enabling the study of nu-

cleon spin structure, at energies of up to 500 GeV. The beams intersect at

six different points, and RHIC was designed so that detectors may be sta-

tioned at each of these points. Originally experiments were located at four

of these crossing points: two large detectors with a wide range of physics

goals (STAR and PHENIX) and two others with more specialized ones (PHO-

BOS and BRAHMS). PHOBOS ended operations in the summer of 2005, and

BRAHMS finished a year later. The first data run occured in the summer of

2000, and there has been a run every year since.

Beams are supplied to RHIC from two different sources, depending on whether

protons or heavy ions are being collided. Protons are supplied from a 200 MeV

linear accelerator (Linac), and are then transferred to the Alternating Gradient

Synchrotron (AGS) Booster, where they are accelerated further (see Fig. 3.2).

In order to supply heavy ions, the Tanden Van de Graff strips atoms of their

electrons using static electricity, and then accelerates the ions. In the case

of gold atoms, typically 32 electrons are removed in the Tandem. Ions are

then transfered through the Tandem-to-Booster line, where they are further

accelerated using magnetic fields to 5% the speed of light. At this point they

have been stripped of all but the two most tightly bound electrons. The ions

enter the Booster and are accelerated still more. After a beam has left the



Chapter 3: Experimental Setup 65

Figure 3.1: RHIC and AGS complex as seen from above. Shown is the RHIC
accelerator ring, the AGS initial accelerator, and the beam sources (LINAC
and Tandem).
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Booster it enters the AGS, whose synchrotron completes the acceleration by

using 240 alternating gradient magnets until the ions are moving at 99.7% the

speed of light. The beam is then sent through a transfer line to RHIC, where

the gold ions lose their remaining electrons. A switching magnet directs the

beam into either the clockwise-circulating ring or the counterclockwise one.

Once a beam is delivered to RHIC it may last several hours, with proton

beams lasting longer than gold beams due to smaller inter-beam scattering

effects. For a diagram of beam intensities versus time see Fig. 3.3.

In the 2008 run used in this analysis, beams of deuterons were collided with

gold ions. The deuterons were obtained from a TiD2 source. In an asymmetric

collision, it is important to make sure the beams have the same energy per

nucleon, and therefore the same velocity. [86]. At RHIC up to 112 particle

bunches may be injected per ring, and at maximum capacity the time between

bunch crossings is 106 ns. A typical beam bunch has a longitudinal spread of

about 25 cm. In this analysis we use the data from the 2006 p+p run, and

also from the 2008 d+Au run. For Run 6, the integrated luminosity measured

by PHENIX was 45 pb−1, the emittance (a measure of beam spread in phase

space) was 18 − 23 µm, and the number of protons per bunch was 135 × 109

(Fig. 3.4). The instantaneous luminosity was 18 × 1030 cm−2s−1. For Run 8,

the luminosity was 38 nb−1, the emittance was 16 − 28 µm, and the number

of ions per bunch was 1.5× 1011 (Fig. 3.5). The instantaneous luminosity was

13.5× 1028 cm−2s−1.
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Figure 3.2: Diagram of AGS booster, Linac, and Tandem Van de Graaff used
to produce and accelerate beam particles. They are connected to the main
RHIC ring via the AGS to RHIC line.
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Figure 3.3: Strength of beam vs. time for selected day during RHIC Run 6,
showing several typical stores. The two counter-circulating beams are denoted
by the yellow and blue lines.
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Figure 3.4: Total integrated luminosity for the 2006 RHIC run (Run 6), as
compared with the previous year’s run.
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Abstract
This year (2008) deuterons and gold ions were col-

lided in the Relativistic Heavy Ion Collider (RHIC) at
Brookhaven National Laboratory (BNL) for the first time
since 2003. The setup and performance of the collider for
the 2008 run is reviewedwith a focus on improvements that
have led to an order of magnitude increase in luminosity
over that achieved in the 2003 run.

INTRODUCTION AND OVERVIEW
Since the 2003 operating period (Run 3) with d-Au col-

lisions [1], there have been two runs with Au-Au collisions
(Runs 4 and 7) in 2004 and 2007 [2], a run with Cu-Cu col-
lisions (Run 5) in 2005 and two consecutive polarized pro-
ton runs (Runs 5 and 6) in 2005 and 2006. Over this period
the luminosity in RHIC has steadily increased, providing
impetus for another run with d-Au collisions. This report
summarizes the d-Au portion of Run 8, the FY2008 operat-
ing period. During this run, there were 9 weeks of physics
operations with d-Au collisions at 100 GeV/nucleon. This
was followed by a four-week run with polarized proton col-
lisions and a two day run with low-energy Au-Au colli-
sions. Throughout the run, Accelerator Physics Beam Ex-
periments (APEX) occurred every Wednesday and sched-
uled maintenance occurred every other Wednesday.
The “yellow” and “blue” rings of RHIC have two low

beta-star interaction regions (IRs), IR6 and IR8, for high-
luminosity experiments, and four larger beta-star interac-
tion regions (IRs 2, 4, 10, and 12). d-Au collisions were
provided in IR6 and IR8, for the STAR and PHENIX ex-
periments respectively. Gold ions were accelerated to 100
GeV/nucleon in the yellow ring and deuterons to 101.957
GeV/nucleon in the blue ring. These energies give equal
revolution frequencies in the two rings. Fig. 1 shows the
d-Au integrated luminosity (in units of nb−1) delivered to
STAR and PHENIX during Run 8 together with the most
conservative (Lmin) and optimistic (Lmax) pre-run projec-
tions as a function of time. The lowest curve in the fig-

∗Work performed under contract No. DE-AC02-98CH10886 with the
auspices of the DoE of United States.

† cgardner@bnl.gov

ure gives the integrated luminosity delivered during Run 3.
Fig. 2 shows the integrated luminosity by week. Here alter-
nate weeks with lower integrated luminosity are the weeks
during which there was a scheduled maintenance period.
The fraction of calendar time at d-Au store was 58%.
The chronology of the d-Au run is summarized in

Table 1. Note that having kept the RHIC rings at liquid
nitrogen temperature during the shut-down period prior to
Run 8, the cool-down to liquid Helium temperature pro-
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Figure 1: Run 8 d-Au Integrated Luminosity.

Figure 2: Run 8 d-Au Integrated Luminosity by Week.

WEPP011 Proceedings of EPAC08, Genoa, Italy

01 Circular Colliders

2548

A01 Hadron Colliders

Figure 3.5: Total integrated luminosity for the 2008 RHIC run (Run 8). Com-
parison shown between PHENIX and STAR, as well as from the previous
d+Au run (Run 3).

3.2 PHENIX

PHENIX, also known as the Pioneering High Energy Nuclear Interaction eX-

periment, is a 4000 ton detector that was designed to study a wide range of

phenomena. The acceptance region covered by the central arms is 180 degrees

in azimuthal angle, and between −0.35 < η < 0.35, while the forward arms

have full azimuthal coverage and a range of approximately 1.2 < |η| < 2.2 (see

Fig. 3.6). Although azimuthal and rapidity coverage is limited, PHENIX is

very good at detecting hard and rare processes thanks to excellent momentum

and energy resolution. The central arm detectors are optimized for studying

charged tracks: the Drift Chamber (DC) and Pad Chamber (PC) measure

the the position and momentum with high accuracy, providing information for
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track reconstruction. The Electromagnetic Calorimeter (EMCal) is used to

determine the energies of photons and electrons. The Ring Imaging Cerenkov

Detector (RICH) is the primary tool to identify electrons; it detects the charac-

teristic Cerenkov light emitted by electrons that are moving at a speed greater

than the speed of light in a medium. The RICH has a π/e rejection factor of

1 part in 104, which is crucial for separating electrons from the abundance of

hadrons produced in a collision. In the forward region the primary detectors

are the Muon Tracker (MuTR) and the Muon Identifier (MuID). These detec-

tors were designed to find dimuon resonance peaks, and are also used for single

muon and forward hadron analyses. A diagram of the detector configuration

for the 2006 run is shown in Fig. 3.7.

Before describing the PHENIX detector subsystems, a note must be made on

detector geometry. The z-axis of the detector coordinate system is defined

by the beam, and the z-vertex position (or zvtx) is the event position along

this axis. Positive values of z correspond to forward rapidity, and negative

values of z correspond to backward rapidity (for a discussion of rapidity see

Appendix C). The azimuthal angle φ is defined in the x-y plane perpendicular

to the beam direction.
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Figure 3.6: PHENIX detector acceptance during the 2006 run. Shown as a
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cover full azimuthal acceptance in the forward and backward region, while the
inner tracking detectors, RICH, and EMCal cover a limited azimuthal region
at central rapidity. The green band shows the location of the Time of Flight
detector, which is not used in this analysis.
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grey, and active detectors in green.
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3.2.1 Global Detectors

Beam-Beam Counters

The two beam-beam counters (BBCs) sit just outside the poles of the central

magnet (at a position along the z axis of ±144 cm) and in front of the MuTR,

at 3.0 < η < 3.9 [87]. Their purpose is to measure the time the collision takes

place, to provide input to the Level-1 trigger and also to measure the colli-

sion vertex position. Each BBC is composed of 64 hexagonal quartz crystals

coupled to 1” diameter photomultiplier tubes. These crystals act as Cerenkov

radiators, generating Cerenkov light for particles with a velocity greater than

the index of refraction (approximately 1.5). The detectors were designed to

be radiation hard, capable of operating correctly in a wide range of event

multiplicities, and able to withstand a high magnetic field.

The BBCs work by detecting the Cerenkov light produced by charged particles

that hit the detector. The signal is digitized using flash analog to digital

converters (ADCs) on each beam crossing. Information on the number of hits

in each arm, timing, and vertex position are read out to the Level 1 Trigger,

and if an event satisfies the requirements it is classified as a minimum bias

event (see Sec. 3.2.4). By measuring the time at which leading particles hit

each of the north and the south BBC, the vertex position of the event along

the z axis may be reconstructed. For p+p collisions, the BBC has a vertex

resolution of ±2 cm.
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Figure 3.8: Photo of one of the BBC detectors.

Zero Degree Calorimeters

The zero degree calorimeters (ZDC), together with the BBCs, provide central-

ity information for heavy ion collisions [88]. They are hadron calorimeters

located at a z-position of 18 meters from the interaction point. The ZDCs are

effectively at zero degrees in rapidity (θ ≤ 4 mrad) so that almost all of the

energy deposited in them comes from spectator neutrons (see Fig. 3.9). Any

charged particles from the collision (such as protons) are bent away from the

direction of the ZDCs by dipole magnets. The ZDCs can also be used as a

minimum bias trigger and to monitor the luminosity; because these require-

ments were common to all four RHIC experiments the same ZDC was installed

in each one. For this analysis, however, the BBC was the primary detector

used as a minimu bias trigger.
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Fig. 1. Plan view of the collision region and (section A-A) ”beam’s eye” view
of the zdc location indicating deflection of protons and charged fragments ( with
Z/A∼ 1 downstream of the ”DX” Dipole magnet.

magnetic energy emission into this region is predicted to be negligible so this
measurement is not emphasized in our design. Since the spatial distribution of
neutrons emitted in the fragmentation region carries only limited information
about the collision, the calorimeters are built without transverse segmentation.

The Forward Energy resolution goal was determined by the need to cleanly
resolve the single neutron peak in peripheral nuclear collisions. The natural
energy spread of emitted single neutrons[1] being approximately 10% a reso-
lution ofσE

E
≤ 20% at En= 100 GeVappeared reasonable.

The limited available space between the RHIC beams at the ZDC location
imposes the most stringent constraint on the calorimeter design. As can be
seen from Figure 1, the total width of the calorimeters is only cannot exceed
10 cm (equal to 1 nuclear interaction length (ΛI) in tungsten). We designed
the ZDC’s to minimize the loss in energy resolution due to shower leakage,
which can cause fluctuation in measured shower energy through dependence
on position of impact and random fluctuations in shower development.

Finally, the ZDC’s are required to withstand a dose of ∼ 105 rad., which is
the expected exposure during several years of RHIC operation[3].

2

Figure 3.9: ZDC positioning with respect to dipole magnets and interaction
region. Position along the z direction shown on the x axis.

3.2.2 Central Detectors

Central Magnets

An axial magnetic field is created through the central interaction region of

PHENIX by two pairs of concentric coils inside a steel yolk. This causes

charged tracks to bend in the r-φ plane. The bend angle can be measured

with the Drift Chamber, providing accurate momentum determination. The

magnetic coils can either operate in the same direction and add together (the

“++” configuration) or go counter to each other (the “+ –” configuration).

In ++ mode, the magnetic field reaches a maximum of 9000 Gauss along the

beam axis, while in +- mode the field is 0 along the beam and rises to over

3000 Gauss at a distance of 1 m from the beam. At the distance of the DC

(2.2 m) all magnetic field configurations drop to effectively 0. This allows for

the reconstruction of straight line tracks within the DC. The magnets achieve
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a maximum field integral of
∫
Bdl = 1.15 T·m in the ++ or – – (reverse)

configuration, which are the configurations used in this analysis.

Drift Chamber

The innermost detector in the PHENIX central arms is the Drift Chamber

(DC), which is the detector primarily used for track reconstruction and mo-

mentum determination [89]. Drift chamber detectors are filled with gas, which

is ionized when a high energy charged particle passes through. Inside the DC

there are charged wires, which attract and accelerate ionization electrons, caus-

ing them to produce more electrons in a cascade. By calculating the time a

charged particle enters the DC (based on the event timing) and the time the

charge registers on the anode wires, as well as knowing the electron drift ve-

locity in the gas (about 50 microns/nsec), we may calculate the position at

which the initial ionization occurs. This gives us an accurate way to measure

track positions. Tracks may be resolved to within 165 µm in the r−φ plane.

The DC is divided into two segments (along with the rest of the central arms),

spanning 90 degrees in φ each, 180 cm in z, and covering the radial region

between 2.02 and 2.46 meters. The drift chambers are enclosed by a titanium

framework, and filled with gas that is a mixture of 50% argon and 50% ethane.

Each arm is divided into 20 equal sectors covering 4.5 degrees in φ, called

“keystones”. In each sector there are 6 types of radially stacked wire modules,
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Fig. 3. The layout of wire position within one sector and inside the anode plane
(left). A schematic diagram, top view, of the stereo wire orientation (right).

a single sense wire, the wire was attached to a low mass central support. The
support was made with kapton of 100 µm thickness and introduces only very
little additional mass in the fiducial volume of the chamber. Each wire plane
in a cell has it’s own kapton strip in the center to which the anode wires were
attached and then cut in the middle. In total, the DC system contains roughly
6500 anode wires and thereby about 13,000 readout channels.

The wire configuration of the DC is similar to the controlled geometry drift
chamber described in[2,3]. The focusing geometry eliminates the left-right am-
biguity and reduces the number of potential tracks seen by each wire. At the
same time it narrows the sampling length of primary electrons and improves
two-track separation by decreasing the pulse width.

The anode wires are separated by Potential (P) wires and surrounded by Gate
(G) and Back (B) wires. P wires form a strong electric field and separate sen-
sitive regions of individual anode wires. G wires limit the track sample length
to roughly 3 mm and terminate unwanted drift lines. This minimizes the time
spread of drifting electrons from a single track and thereby decreases the pulse
width. The B wire has a rather low potential and terminates most of the drift
lines from it’s side, essentially eliminating left-right ambiguity and decreasing
the signal rate per electronics channel by a factor of two. There remains right-
left ambiguity in the region ±2 mm from the anode wire. Extensive numerical

6

Figure 3.10: Layout of wires in Drift Chamber showing orientation of stereo
angles. The drawing on the left shows a single keystone from the side, while
the drawing on the left shows the stereo angle of the wires visible from above.

called X1, U1, V1, X2, U2, and V2. The modules contain 4 anode (sense)

planes and 4 cathode planes, with a space of length 2-2.5 cm in which electrons

may drift between them. Within each plane the X modules contain 12 sense

wires, while the U and V modules contain 4. The X module wires run parallel

to the beam, while the U and V wire nets are tilted with respect to the X at

about a 6 degree angle to provide stereo resolution (see Fig. 3.10). Each sense

wire is separated into two halves (corresponding to z > 0 and z < 0), and

the halves are read out independently. This helps to fulfill the requirement of

being able to reconstruct 500 tracks in an event. In total the DC has 6500

anode wires, which corresponds to 13,000 readout channels.
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A problem that must be dealt with when designing a drift chamber is left-right

ambiguity. If there are two tracks which pass within an equal distance of the

anode wires, but one is to the left of them while the other is to the right,

the timing will be exactly the same. This means it is impossible to determine

which of these two positions is the true track location. To resolve this dilemma,

blocking wires are placed to one side of each anode wire to prevent tracks from

that side from depositing charge on the wire. The position of the blocking wires

alternates between to the right and to the left for every other anode wire. For

a diagram of this configuration see Fig. 3.11.

Pad Chambers

The Pad Chambers (PC) are multiwire proportional chambers that consist of

three separate detectors, the PC1, the PC2, and the PC3 [89], [90]. The

first sits directly behind the DC, the second covers only the west arm and is

located behind the Ring Imaging Cerenkov detector, and the third lies in front

of the Electromagnetic Calorimeter in both the east and west arms (See Figs.

3.7 and 3.12). The PC1 is used in conjunction with the DC to determine the

primary track vector as it passes through the inner detectors. It makes a more

accurate measurement of the z position of the track than the DC can provide.

Combining this with the precise resolution in r − φ that the DC provides,

the track’s position in all three dimensions may be measured. The outer pad

chambers are used to help match the tracks to hits in the outer detectors, and
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Figure 3.11: Position of the wires in the DC. Cathode wires create the field,
while the back wires block electrons drifting from the wrong side in order to
resolve the left-right ambiguity. From PHENIX Focus talk, S. Butsyk 2003.
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Figure 3.12: Schematic of pad chamber layout, some sections removed for
clarity.

determine which tracks in the EMCal are primary as opposed to secondary

decays or multiple scattering. It is important to have these detectors because

they are the only way to measure track positions at distances between the

DC at 2-2.5 m and the EMCal at twice that distance. If the tracks were not

followed through this volume they could not be reconstructed with as high an

accuracy as they may be currently.

The pad chambers consist of a plane of anode wires surrounded by gas and

fitted between two cathode plates, one of which has fine pixel segmentation.

The pixel readout cells are very small (8.4 × 8.4 mm2) so the position may

be resolved very precisely. The readout cells each contain three pixels, and

are organized in groups of 3 × 3 cells called pads to make the readout more

efficient. A hit is required to deposit charge on all three pixels in a cell,
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greatly suppressing background due to noise. In total the PC has 172,800

readout channels. The PCs were designed in units of cathode panels, and do

not require a frame because they support themselves with a stiff honeycomb

sandwich structure (thus eliminating some dead regions). The small size of

the pixels allows the PCs to have a very high position resolution: ±1.7 mm

in the z direction and ±2.5 mm in the r − φ direction.

Track Reconstruction

Tracks are reconstructed using a combinatorial Hough transform [91]. Hits

in the DC are mapped in terms of their polar angle φ and inclination angle α,

which are illustrated in Fig. 3.13. Two angles are required because tracks are

expected to bend in the magnetic field, and the bend is proportional to their

momentum (therefore α is larger for lower momentum tracks). The angles α

and φ are calculated for hit pairs that are separated in azimuthal angle by a

physically reasonable amount. Hits that are very far from the proto-track are

given a low weight (approaching 0) so that noise hits are not included in the

fit. The tracking algorithm first looks for tracks that cross both the X1 and

X2 regions, and then looks for tracks that only cross either X1 or X2.

The drift chamber alone is able to reconstruct tracks that are entirely per-

pendicular to the beam direction, but finding tracks that are not in the bend

plane requires z information. The DC does not accurately find hit positions
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Figure 2.8: Definition of the Hough transform parameters φ and α in the DC
track reconstruction.

30

Figure 3.13: Illustration of angles used in Hough transform in the drift cham-
ber, looking along the beam axis. The circles indicate hits along the particle’s
trajectory.
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in z, but the PC1 is capable of resolving z position to a fine resolution, as

described above. The track finding algorithm looks for hits near a straight

line projection to the PC1. If there is a hit, the track vector outside of the

bend plane is defined by the PC1 hit as well as the z vertex position. If there

are multiple matching PC1 hits then the hit with the most associated hits

from the U and V layers is used. Finally, if there is no corresponding PC1 hit,

this vector has to be determined from the stereo wires alone. The momentum

resolution of the reconstructed tracks is δp/p ' 0.7%⊕ 1.0%p/GeV where the

first term results from multiple scattering before the DC and the second term

comes from the intrinsic angular resolution.

Ring Imaging Cerenkov Detector

A useful way to detect electrons in heavy ion collisions is through the use of

Cerenkov light. When a charged particle travels faster than c/n (where n is

the index of refraction) in a medium, the surrounding molecules are polarized.

They then emit photons in order to return to their ground state. Because the

particle is traveling faster than the radiation it emits, a coherent shock front

forms. The photons are emitted in a cone surrounding the charged particle,

with a half angle given by

cosθ =
1

nβ
(3.1)
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The number of photons produced per unit path length is equal to

d2N

dEdx
=
αz2

~c
sin2θc (3.2)

where α is the fine structure constant, ze is the charge of the particle, and θc

is the emission angle [30].

The purpose of the Ring Imaging Cerenkov detector (RICH) is to capture

Cerenkov light emitted by electrons in a gas enclosure in order to identify them.

The light is reflected by spherical mirrors at the back of the detector, where it

is focused onto photomultiplier tubes. The RICH provides e/π discrimination

below the pion Cerenkov threshold, of about 4.7 GeV/c [92]. The design goal

is to limit misidentification of hadrons as electrons to 1 part in 104. It is the

primary detector used for identifying electrons.

To limit the number of conversion pairs created in front of the EMCal, the

total amount of material traversed was limited to 2% of a radiation length.

There are two RICH detectors for the east and west arms, each with a volume

of 40 m3, an entrance window 8.9 m2 and an exit window of 21.6 m2 in area.

The volume is filled with CO2 (index of refraction = 1.00045), which has a

4.65 GeV/c Cerenkov threshold for pions compared with a 17 MeV/c threshold

for electrons. On average 12 photons are produced for a particle with β ≈ 1

that traverses a path length of 1.2 m. The Cernekov light is captured by 48
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Figure 3.14: Image of a typical electron ring in the RICH. Azimuthal angle is
shown on the y axis, z position is shown on the x axis.

composite mirror panels, with a total reflecting area of 20 m2. The mirrors

focus the conical radiation onto a ring where the photomultiplier tubes are

located. A ring is identified as belonging to an electron if it is of radius 3.4

cm < r < 8.4 cm. An average ring is of diameter 11.8 cm and consists of

11 photoelectrons, and a picture of a typical ring is shown in Fig. 3.14. The

signal from these photoelectrons is then read out to the front end electronics.

For a diagram of the RICH see Fig. 3.15.
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Fig. 1. A cutaway view of one arm of the PHENIX RICH detector.

Simulations of the RICH response using GEANT show that the gas which
provides the best compromise between photon statistics and pion threshold
for heavy ion collisions is ethane. In addition, ethane is transparent down to
a wavelength of 160 nm, it is not a bright scintillator, and it has a reasonably
low mass. Ethane has a pion Cherenkov threshold of 3.71 GeV/c, and produces
an average of 20 photons per ring for a β = 1 particle, for a path length of 1.2
m. The ring diameter is about 14.5 cm. Since no other gases perform nearly as
well, ethane was chosen as the radiator gas for the PHENIX RICH. There are
some non-flammable gases that have comparable Cherenkov thresholds and
photon yields to ethane. Examples are freon 22 and freon 13. However these
gases are very thick (2.1% of a radiation length for freon 22, 2.4% for freon 13).
Aside from increasing the thickness of the RICH by a factor of two relative
to ethane, simulations show that the electron/pion separation is poorer by a
factor of two, due to increased background from photon conversions in the
thicker gas.

An alternative radiator gas, most suitable for use in p-p running or in light
A-A running, is CO2. It has a pion Cherenkov threshold of 4.65 GeV/c and
produces an average of 12 photons per ring for a β = 1 particle, for a path
length of 1.2 m. The ring diameter for CO2 gas is about 11.8 cm. Simulations
show that the e/π separation is poorer by a factor of two for CO2 relative to
ethane, because of the lower photon yield. CO2 is to be used as the radiator
gas during the first several years of operation.

Based on simulations, a reflection angle error of ±1.5 milliradian was chosen
as the specification for the RICH mirrors. This sets the large scale accuracy
requirement for the mirror shape, and is not a very stringent requirement.

4

Figure 3.15: Cut-away diagram of the Ring Imaging Cerenkov detector. The
plane on which the mirrors are located is farthest from the interaction region.

Electromagnetic Calorimeter

The electromagnetic calorimeter is used for identification of photons and elec-

trons. An electromagnetic calorimeter (EMCal) contains atoms with a high

atomic number (in this case, lead) [30]. When an electron passes through

the material the high electric field of the electrons surrounding atoms causes

the original electron to change direction. The radiation emitted from this

acceleration is known as bremsstrahlung radiation. The photon that is radi-

ated is then converted into another electron and a positron. The combination

of bremsstrahlung photons and pair production leads to an electromagnetic

shower that is detected by the calorimeter. Because muons are so much heav-

ier than electrons they are barely deflected when passing through the lead,
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so no photon is emitted and no shower is produced. This is why a separate

detector is required for finding muons.

The PHENIX EMCal spans both the east and west arms, 180 degrees in az-

imuth and between 70◦ < θ < 110◦ [93]. It consists of eight sectors, six

of which are lead-scintillator calorimeters while the other two are lead-glass

Cerenkov calorimeters. These two types of calorimaters use very different tech-

nologies, and are each a check on the energy measurements of the other. They

also have separate strengths and weaknesses: for example the PbGl calorimeter

is better at energy measurements but the PbSc is better at timing.

The PbSc detector is composed of four sectors in the west arm and two in the

east arm. It has 48 m2 of area, and 15,552 towers that are arranged in groups

of four to a module. It consists of alternating layers of lead absorber and

scintillating plastic, totaling 18 radiation lengths (one radiation length is 18

cm). The scintillator produces photoelectrons when an electromagnetic shower

occurs, which, along with the initial electromagnetic radiation, are picked up

by phototubes at the back of the towers. The Moliere radius of the shower is

30 mm. The PbSc has a nuclear interaction length of 0.85 cm. Hadrons are

not detected because the modules are only one interaction length long: most

hadrons do not shower inside the lead, and if they do the shower does not have

a chance to amplify to a significant level in such a short distance. Each tower

in the PbSc covers 0.011 units in ∆η and 0.008 radians in ∆φ. The energy

resolution is 8.1%/
√
E⊕2.1%. For a diagram of a PbSc module, see Fig. 3.16.
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modules are attached to a backbone and held together by welded stainless
steel skins on the outside to form a rigid structure called a supermodule.
Eighteen supermodules make a “sector”, a 2 × 4 m2 plane with its own rigid
steel frame. Details of the design and methods of construction of the Pb-
scintillator modules have been given in an earlier publication [4]. All major
Pb-scintillator design parameters are listed in Table 1. The scintillating plastic
contains an organic scintillator p-bis[2-(5-Phenyloxazolyl)]-benzene (POPOP)
and a fluorescent additive p-Terphenyl (PT).

Fig. 1. Interior view of a Pb-scintillator calorimeter module showing a stack of
scintillator and lead plates, wavelength shifting fiber readout and leaky fiber inserted
in the central hole.

2.1.2 Monitoring System Design

The calibration and monitoring system is based on a UV laser which supplies
light to the calorimeter through a series of optical splitters and fibers. The
block diagram of the monitoring system is shown schematically in Fig. 2 [5].

Light from a high power YAG laser is initially split into six equal intensity
beams using a set of partially reflecting mirrors. The beam from each mirror
passes through a quartz lens and is focused to a point just in front of a quartz
fiber which is used to transport the light over a distance of approximately
50 meters to one sector of the calorimeter. Optical splitters are used to dis-
tribute the light to each of the individual calorimeter modules. At the very

4

Figure 3.16: Cutaway view of a PbSc module.

The PbGl was not actually built for PHENIX, it was first used in the WA98

experiment at CERN. It consists of 9,216 towers grouped into 192 supermod-

ules, covering two sectors in the east arm. The detectors find Cerenkov light

from, and are therefore used to detect, electrons and positrons. The PbGl has

a radiation length of 2.8 cm, and the energy resolution is 6%/
√
E. Its Moliere

radius is 37 mm. Each tower in the PbGl covers 0.011 units in ∆η and 0.008

radians in ∆φ. A schematic of a PbGl supermodule is shown in Fig. 3.17.

3.2.3 Muon Spectrometers

The primary detectors in the forward region are the muon arms, consisting

of the Muon Tracker (MuTR) and the Muon Identifier (MuID). They were
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calibration system (see Fig.10). Steel sheets 0.5 mm in thickness were used
to house the phototubes and bases. The sheets were incorporated during the
gluing process. An aluminized plastic foil on the front of the SM contains a
hole for each Pb-glass module which allows entry for the LED light used for
gain monitoring. A polystyrene reflective dome encloses the LED system on
the front surface of the SM.

photodiode with
preamplifier

reflective cover

LED board

lead glass matrix with
carbon fibre/epoxy

steel plates

mirror foil

photomultiplier
with housing

Fig. 10. Exploded view of a lead-glass detector supermodule.

Each Pb-glass module is read out with an FEU-84 photomultiplier. The high
voltage for each photomultiplier is generated in a Cockcroft-Walton type pho-
tomultiplier base [11]. The high voltage for each module is individually con-
trolled and read out with a custom VME based control system (HIVOC).
Each HIVOC VME control module can control up to 2048 photomultipliers.
Six PbGl SMs, 2 SM wide by 3 SM high, (144 individual Pb-glass modules) are
read out with a single Front End Electronics (FEE) motherboard. The physical
parameters of the Pb-glass detector system are summarized in Table 2.

3.1.2 Calibration and Monitoring System

Each Pb-glass supermodule (SM) has its own gain monitoring system based
on a set of 3 LEDs which are viewed by all 24 Pb-glass modules within a
SM [12]. Three LED’s with different characteristics are employed. They are a
fixed amplitude avalanche yellow LED with pulse shape most like real showers

14

Figure 3.17: Schematic of a PbGl supermodule.

designed primarily to measure J/Ψ, Υ, and vector meson mass peaks using

muon pairs [94]. The MuTR provides finely segmented tracking even in a high

multiplicity Au+Au collision, and the MuID contains steel absorbers to remove

hadrons and identify the muon tracks. The muon detectors are enclosed by

the muon magnets, with the central “piston” defining the lower bound on

the polar angle acceptance and the “lampshade” defining the upper (see Fig.

3.18). The magnets produce a radial field which has an integral proportional

to the polar angle. The magnetic field integral (
∫
B · dl) along a polar angle

of 15 degrees is 0.72 T·m for the north arm and 0.75 T·m for the south arm.

The minimum polar angle for the north is 10◦ compared with 12◦ in the south,

giving acceptances of 1.1 < η < 2.4 in the north and −2.2 < η < −1.2 in the
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Fig. 2. Vertical cutaway drawing of central and north muon magnets showing the
coil positions for both magnets.

Table 1
PHENIX Magnet Parameters

Parameter CM CM MMN MMS

CM coils Inner and Outer Outer only

Field configuration Axial Axial Radial Radial

Field integral 0.43 to 1.15 0.78 0.72 0.72

(T-m) (Θ=90◦) (Θ=90◦) (Θ=15◦) (Θ=15◦)

Wt. (metric tons) 421 421 355 248

Pseudorapidity

coverage −0.35 < η < 0.35 −0.35 < η < 0.35 1.1 < η < 2.4 −2.2 < η < −1.1

Polar angle

coverage (◦) 70 < Θ < 110 70 < Θ < 110 10 < Θ < 37 10 < Θ < 37

Amp-turns 541,000 248,000 300,000 393,000

Power (kW) 928 600 225 342

Average coil

temp. (◦C) 23.8 (I)/32.1(O) 32.1 25.6 - 27.1 28.1 - 30.2

(iii) Reasonably uniform field that could be mapped to a precision in the field
integral of about 2 parts in 103.

4

Figure 3.18: Schematic of PHENIX magnet positions showing both the central
and muon arms. The magnets are the shaded grey areas.

south. The muon arm backplates also serve as the first absorber layer of the

MuID, providing 30 cm of steel in the north and 20 cm of steel in the south.

The north MuTR and magnet extends farther in z than that in the south arm,

with magnet backplates at positions of 630 cm in comparison to -480 cm.

Muon Tracker

The MuTR was designed to provide a mass resolution of σ(M)/M = 6%/
√
M

for muon pairs, or equivalently a spatial resolution of 100 microns. This is

enough to give a significant separation in mass peaks of the ρ/ω from the

φ and the J/ψ from the ψ′. The tracker gives a momentum resolution of

σp/p ≈ 5% [75]. The detector consists of three stations per arm of tracking
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chambers with cathode-strip readout, with each station in the shape of an

octant (see Fig. 3.19). The strips are constructed using positive anode wires

with negative copper cathode strips, all inside a gas volume (gap). Half of the

cathode planes contain strips that run parallel to the anode wires, and half are

tilted at stereo angles ranging from 3.75◦ to 11.25◦. The cathode strips were

created using photolithography, electro-mechanical etching, and mechanical

routing for stations 1, 2, and 3 respectively. There are three gaps per station

except in station three, where there are only two (due to budget issues during

construction). For each gap, every other cathode strip is read out.

Support for the MuTR comes from a honeycomb panel design for stations 1

and 3. Station 2, though, was required to have a smaller thickness (less than

0.1% of a radiation length) so it is made of thin anode and cathode planes

held together by thick aluminum support planes. The gaps are filled with a

mixture of 50% Ar, 30% CO2, and 20% CF4. The gas is operated under a

high voltage of 1850 V, with a gain of 2× 104.

If a level 1 trigger is fired, all information from MuTR channels is digitized

and read out to the PHENIX data collection module (DCM) via the Front

End Electronics (FEE). Up to five events can be stored locally before being

read out. Because there is not enough space to place the electronics directly

on the stations they are read out using 60 cm cables (45 cm in the case of

station 1). About 21,000 cathode strips are read out in total.
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Fig. 1. The South Muon ARM tracking spectrometer. Muons from the intersection
region, to the right, intercept the station 1, 2 and 3 detectors and proceed to the
muon indentifier detectors to the left (not shown).

1 used photolithography, station 2 used electro-mechanical etching at a facility
designed specifically for this purpose and station 3 used mechanical routing. A
unique wire laying apparatus was designed and implemented for each station.
The anode planes are alternating structures of 20 µm gold-plated W sense
wires and 75 µm gold-plated Cu-Be field wires with a sense wire spacing of 10
mm. Half of the cathode planes have strips perpendicular to the anode wires
and the other half have strips at stereo angles between 0 and ± 11.25 deg
with respect to the perpendicular strips. The chamber gas mixture is 50% Ar
+ 30% CO2 + 20% CF4 with a gas recirculation system included in normal
operation. The typical operating conditions for this gas are that the HV is 1850
V with a gain of approximately 2× 104. The charge deposited by a minimum
ionizing particle in the CSC is assumed to be 100 electrons. This results in a
total cathode charge of 80 fC. This is an average and the charge is Landau
distributed.

The station 1 tracking chambers are located closest to the interaction region
and therefore are the smallest (approximately 1.25 m from inside radius to
outside radius), have the highest occupancy per strip, and the most stringent
requirements on dead regions within the acceptance (≥95% active area). The
chambers are constructed in quadrants using honeycomb panels laminated
with photo-etched copper clad FR-4 to produce the cathode strips (see Fig. 2).
The quadrant consists of three chamber gaps, each containing a pair of cathode
strip planes on either side of an anode wire plane.

Because of the need to maintain good momentum resolution down to 1.5 GeV,
the thickness at the station 2 detector was required to be ≤ 0.1% of a radiation
length. To meet this requirement, the station 2 octant cathodes were made of
etched 25 micron copper coated mylar foils. The thickness of the copper coat
is 600 Angstroms. The 6 cathode foils as well as the 3 anode wire planes are

5

Figure 3.19: Diagram of MuTR south arm. Interaction region to the right,
MuID to the left.

Table 3.1: Positions of gaps in MuID in distance from interaction region, as
well as depth of absorber layers. The absorber depth refers to the layer that
lies in front of the given MuID gap.

Arm Gap Near z (cm) Far z (cm) Absorber Depth (cm)
North 0 686.96 704.24 30
North 1 728.46 745.74 10
North 2 768.76 786.04 10
North 3 815.86 833.14 20
North 4 861.36 878.64 20
South 0 -686.96 -704.24 20
South 1 -728.46 -745.74 10
South 2 -768.04 -786.04 10
South 3 -815.86 -833.14 20
South 4 -861.36 -878.64 20
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Muon Identifier

For every muon that is produced in a collision at PHENIX, 1,000 pions are

produced as well. This results in an incredible background to muon detec-

tion because it is hard to tell muon tracks from hadron tracks. The only

way to separate out hadrons is to stop them in an absorber before measur-

ing the tracks: this ensures that only muons are found because they mostly

pass through absorbers without interacting. In the muon arms, the rate at

which pions from the vertex are misidentified as muons is set by design to be

2.5 × 10−4. This ratio is achieved by using 90 cm of steel to absorb hadrons,

corresponding to 5.4 hadronic interaction lengths. The steel absorbers consist

of the muon magnet backplane, as well as the layers of absorbers that make

up the Muon Identifier (MuID). By segmenting the absorber into layers the

multiple scattering of muons is reduced.

The MuID consists of five gaps (numbered 0-4) which alternate with steel

absorber layers. The first absorber is just the muon magnet backplane, which

has a depth of 30 cm for the north arm and 20 cm for the south arm. There

are four more absorbers within the MuID of depth 10, 10, 20, and 20 cm

from nearest to the vertex to farthest. For a table of the gap positions see

Table 3.1. The first two gaps have less steel to make it easier to identify light

vector mesons (such as the ω). The 90 cm total steel absorber in the north

arm corresponds to about 5.4 hadronic interaction lengths.



Chapter 3: Experimental Setup 94

The gaps consist of panels of Iarocci tubes, which are planar drift tubes with

eight gold-coated CuBe anode wires in the center of a graphite-coated plastic

cathode. The inside of the tubes contain a gas mixture of 92% CO2 and

8% isobutane. These tubes were chosen because they are durable and can

affordably cover large areas. In order to read out the tube information two

adjacent tubes are OR-ed together to form a “twopack”. This is done to

increase the efficiency and to decrease the volume of data read out. There are

3170 twopacks per arm. Each gap contains six panels of varying sizes which

overlap at the edges to eliminate dead regions (see Fig. 3.20). The panels

contain a layer of horizontal and a layer of vertical panels, so both projections

can be measured. The size of the gap overall is 13.1 meters high by 10.7 meters

wide.

Signals from the twopacks are amplified and sent over a 30 m cable to the Front

End Electronics rack. There they are processed by Readout Cards (ROC),

where they are digitized. Each ROC takes information from 96 readout chan-

nels. Because the MuID is used in the Level 1 trigger (LVL1), the digitized hit

information is sent both to LVL1 as well as to the Data Acquisition System.

There are a variety of LVL1 muon triggers used at PHENIX, but all depend

on hit information as a function of gap position. For more information on the

muon triggers used in this analysis see Sec. 3.2.4.
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Fig. 11. The south PHENIX Muon Identifier before installation of the shield wall.

the panels as installed in the south arm of PHENIX.

The MuID planes need not be surveyed with respect to the vertex to better
than approximately ±4 mm in the x and y directions in order to have align-
ment errors be negligible compared to multiple scattering errors. It is only
required that the z positions be measured after they are installed, and this
measurement only has to be known to within a few centimeters relative to the
vertex.

The MuID has two separate gas volumes. The primary one is the tube gas
volume. The secondary volume is the aluminum enclosure of each panel sur-
rounding the primary volume. A mixture of CO2 and up to 25% i-C4H10 is fed
into the primary volume for chamber operation. N2 is fed into the secondary
volume in order to keep the chamber electronics dry and clean, and to dilute
the flammable gas component in the case of a primary volume leak. There are
a total of 600 gas circuits for the primary volume. The total sizes of the pri-
mary and secondary volumes are 50 m3 and 40 m3, respectively. The gas flow
rate of the primary volume is one volume exchange per day. The gas supply
system can recirculate up to 50% of the flow of the primary volume.

3.2 Readout

We have chosen to operate the Iarocci tubes in proportional mode to ensure
maximum longevity at 4500 V. To ensure adequate signal-to-noise perfor-
mance in the unknown noise environment at RHIC we settled on a readout
scheme that employs in-panel amplification (x150) driving differential signals
on 30 m twisted-pair cables to a crate-based processing system. Here the sig-
nals must be digitized and synchronized such that all signals from a beam
crossing arrive simultaneously (a significant challenge given the inherent dif-
ferences in drift-time, transmission time down the 5m tubes and large slew
for near-threshold hits). Data from every crossing is sent as the muon arm
input to the LVL1 trigger. Trigger latency (for all beam crossings) and read-

14

Figure 3.20: Photo of MuID under construction showing the panel structure
within a gap. Square hole in middle is the region of avoidance along the beam.

Muon Track Reconstruction

In order to reconstruct particle tracks in the muon arms, tracks are recon-

structed separately in the MuID and the MuTR. In the MuID, proto-tracks

(referred to as “roads”) are initialized using seed hits in the second gap. The

roads are then projected forward and backward to match hits in other gaps,

and the roads formed in both directions. The projections are straight lines,

a valid assumption because there is no magnetic field throughout the MuID.

The forward and backward roads are matched to each other by requiring that

they differ by fewer than two hits, and contain hits from at least two gaps.

The roads found in the MuID are then used as seeds to reconstruct tracks in

the MuTR [95]. First, hits found on different gaps in the same MuTR station
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are fit to straight lines: these are called “stubs”. The stubs for the last station

of the MuTR are first matched to all potential roads that terminate at gap 0

of the MuID. Once these are matched the track is connected to other hits in

station 2 and finally station 1 using a Kalman filter algorithm. This takes into

account multiple scattering as the track is projected forward into the region

with the most potential background. The final track then extends through the

MuTR to at least gap 2 in the MuID: any shallower tracks are not kept.

3.2.4 Triggers

PHENIX is not capable of processing and recording the information from every

collision event that occurs during a run. The detector must be able to record

events in a wide variety of conditions, from high frequency p+p collisions

to of order one thousand tracks in central Au+Au collisions. This is why

triggers are used to determine which events are worth recording. There are

two general types of triggers used at PHENIX, known as Level-1 (LVL1) and

Level-2 (LVL2) [96]. The simpler of these are the LVL1 triggers, which are

specific to each subsystem and are based on low-level quantities like number

of hits and tower energies. The triggers makes a decision on every beam

crossing, using the 9.4 MHz RHIC beam clock. LVL2 triggers are based on

more complicated algorithms after the LVL1 requirements have been met, and

are processed on partially reconstructed events. Because this analysis does not

use LVL2 information this will not be described in any more detail.
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The LVL1 trigger receives input from each subsystem, and the direct detector

input is known as the Local Level-1 (LL1). Algorithms are run on the LL1

input to process the data, which is then output in a reduced form. The Global

Level-1 (GL1) trigger takes these as inputs, as well as any busy signals that

may have fired, in order to make a decision on the event. The BBC LL1 trigger

(BBCLL1) is used as a minimum bias trigger, which is the least selective trigger

that can be fired while still ensuring that an event occurred. It is defined to

be the coincidence of a hit in both the forward and backward rapidity BBCs.

Even with selective triggers, there may be too much data collected to be read

out for all events. PHENIX allows for the option of “scaling” the triggers,

meaning only a predetermined fraction of all events will be read out. If a

trigger has a “scaledown” factor of n, then only one event will be read out

for every n + 1 events. An event that is actually read out is said to have

fired the “scaled” trigger. An event that satisfies the trigger conditions but is

not necessarily read out is said to have fired a “raw” trigger. Finally, a raw

triggered event that may or may not be scaled but is read out (not fired during

trigger dead time) is a “live” triggered event.

Single Muon LL1 Triggers

The muon arm triggers allow for triggering on single tracks or double tracks,

but as the double tracks are used primarily in the analyis of J/Ψ they will not
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concern us here. There are actually three types of single muon triggers: Muon

1-Deep (M1D), Muon 1-Shallow (M1S), and Muon 1-Hadron (M1H). The first

two triggers were implemented in both Run 6 and Run 8, while the M1H only

came into effect during the Run 8 d+Au run. The deep trigger requires a track

to pass through the MuID without being absorbed, meaning that the particle

is most likely a muon. It requires the deepest hit corresponding to the MuID

road occur in gap 3 or gap 4 of the MuID, with three or more hits in total.

The hadron trigger requires that the track stops within the MuID volume (the

road contains a hit in gap 3 but not in gap 4), excluding most muons. Finally,

the shallow trigger requires a hit in one of the first two MuID layers, with two

or more hits total. A logic diagram for each of these triggers can be seen in

Fig. 3.21. Tracks beginning with hits in the first MuID gap are projected back

through the detector, accounting for angular spread due to multiple scattering

or a steep incoming angle. An event needs to fire MuID tubes satisfying at

least one of the trigger algorithms to issue a LL1 “accept”. These triggers are

then combined with the BBCLL1 minimum bias trigger, and the GL1 issues

either an “accept” or “reject” accordingly. In this analysis, only the M1D

trigger is used.

3.2.5 Data Acquisition System

Every PHENIX detector has a system of Front End Electronics (FEE) that

takes the direct detector output and turns it into a standardized digital output
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(a) 1-deep trigger

(b) 1-shallow trigger

(c) 1-hadron trigger

Figure 3.21: Single muon triggers. The columns correspond to MuID stations,
and the rows correspond to logical groups of hits. (from D. Hornback [95]
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[96]. The FEEs sit near the detectors in the interaction region; all further pro-

cessing takes place in the counting room, which is separated from the detectors

and the radiation emitted from the collisions. LVL1 trigger information is sent

to the FEE with the RHIC beam clock, allowing events to be discarded before

they have been fully processed. Because beam crossings occur ever 106 ns, the

data must be buffered while awaiting the trigger decision: the LVL1 trigger

rate can reach 25 KHz, sufficiently slower than the RHIC clock at 9.4 MHz.

The buffering can last for up to 40 beam crossings, with a deadtime of about

5% at full luminosity.

If events pass the triggers they are digitized and sent over fiber optic cables to

the Data Collection Modules (DCMs) in the counting room. At this point data

has been reduced to a standard packet format, so information from all detectors

can be combined and checked for errors and zero-suppressed. The next stage

in the process is the Event Builder, which finishes the job of assembling the

events. The Event Builder is made up of Sub Event Buffers (SEBs) and

Assembly Trigger Processors (ATPs), and can handle data rates up to 60

MByte/s (a single minbias Au+Au collision may contain 160 kBytes). The

SEBs pull the data from the DCMs and buffer it in order to be processed by

the ATPs. This is where the LVL-2 trigger algorithms are run. Finally the

data is ready to be read to disk, and it is sent to one of four “buffer boxes”

which can store large quantities of data. When the buffer boxes are full, the

data is sent to the High Performance Storage System (HPSS) tape archive,
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and it is then ready for analysis.
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Chapter 4

Electron-Muon Event and Track
Selection in p+p and d+Au

4.1 Analysis Overview

This analysis is the first study of correlated, opposite sign electron-muon pairs

from heavy flavor decay done at RHIC. We look at azimuthal correlations

because the signal is easily identified from the peak at ∆φ = π. This peak is

due to momentum conservation from the produced back-to-back cc̄ pairs, and

it gives a clear indication that the electron and muon result from a charm pair.

The angular correlation also allows us to probe the jet properties of the charm

pairs. Single electrons and muons have been measured in various collision

systems, but this analysis is the first to study double semi-leptonic heavy flavor

decay. A diagram of the decay is shown in Fig. 4.1. Semi-leptonic decay is the
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Figure 4.1: Cartoon of process by which opposite sign e−µ pairs are created.

primary means by which heavy flavor is measured at PHENIX, at least until

the silicon vertex detector upgrades make it possible to find D meson decay

vertices. This is because PHENIX is very good at measuring single leptons, but

due to restrictions on particle identification it is more difficult to reconstruct

D → Kπ channels. A complementary analysis of electron-hadron pairs from

heavy flavor in p+p and Au+Au has also been performed. This measurement

studied the charm jet shape in heavy ion collisions, but is subject to higher

backgrounds due to the inability to isolate heavy flavor hadrons. Because of

this it is difficult to get a clean signal in the high multiplicity environment of

Au+Au collisions [97].

The electron-muon analysis has the advantage over similar analyses in that the

signal is very clean. Single leptons have large backgrounds from two sources:
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photonic electrons, resulting from photon conversions as well as π0 and η Dalitz

decays, and hadronic sources, which are primarily light meson decays. Because

these sources do not produce correlated, opposite sign e-µ pairs, they do not

affect the signal. Any leptons produced from these sources are equally likely

to form opposite-sign e−µ pairs as they are to form like-sign pairs, so a like-

sign subtraction removes these backgrounds. There are many sources of lepton

pairs including thermal leptons, resonance decays, and Drell Yan production,

but these produce pairs of the same species such as e+e− or µ+µ−. This leaves

us with a clean, if rare, process.

Because the azimuthal distribution of e-µ pairs reflects the distribution of

charm produced in the collision, an extra dimension of information is yielded

above what single leptons can give us (charm is by far the dominant contributor

to e-µ pairs at the pT range we study here). The width of the distribution can

tell us to what extent NLO effects contribute to the production of e-µ pairs,

in comparison to LO gluon fusion. Also the shapes of the opposite and like

sign distributions are different for charm and bottom production, so it should

be possible to use these to extract the ratio of charm to bottom (though that

is beyond the scope of this analysis). Changes in the angular width between

p+p and d+Au collisions might indicate cold nuclear matter effects on charm.

Nuclear effects will also be evident as a suppression of the total e-µ yield in

d+Au as well.

While theoretically there is very little background to the e-µ measurement,
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in practice potential backgrounds still need to be evaluated to make sure de-

tector effects do not give unexpected results. This is especially important for

the PHENIX muon detectors: because they were optimized for J/Ψ measur-

ments rather than single muons, the absorber is not maximally thick. As a

result about 1 in 250 hadrons “punch-through” the steel and are misidentified

as muons (see Sec. 3.2.3). Muons are also produced via light meson decay

(primarily from pions and kaons), and are not distringuishable from prompt

muons on an event-by-event basis. If the hadrons that either punch through

or decay result from D decay themselves, they might have a correlation with

electrons detected in the central arms. For this reason both of these back-

grounds had to be estimated. Furthermore, the background due to photonic

electrons was evaluated as a test of the method. Photonic electrons are those

that result from the Dalitz decay of light mesons, or from photon conversions

in the detetor material. The results of these tests of the backgrounds, and the

final spectra for p+p and d+Au, are found later in this section.

4.2 Run and Event Selection

The analysis performed for this thesis uses 200 GeV proton-proton data from

RHIC Run 6 and 200 GeV deuteron-gold data from Run 8. The data was taken

using the PHENIX detector. The dataset used in this thesis was obtained using

the MUID LL1 deep muon triggers, described in Section 3.2.4.
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A QA analysis was performed to remove runs with poor data quality. The

criteria we use to cut out bad runs includes: runs with no magnetic field,

runs lasting less than eight minutes, too many bad high voltage channels, and

too many dead front end electronics modules [98]. Also, importantly, the

rate of muons and electrons per minimum bias event must be checked. The

rate changes both because of detector malfunctions, as well as changes in the

arrangement of detectors and absorber material. For example, during each

year-long run there are several converter runs, where extra material is added

to the interaction region to help determine the photonic background to electron

measurements. This creates many more electrons per event, and because of

the high background these runs must be removed from the run list. Also for

the last few runs in Run 6 the Hadron Blind Detector was installed, which

again created many more conversion electrons. These runs were removed as

well. For examples of the rates requirements see Figs. 4.2 and 4.3. Runs with

anomalously high or low rates were removed from the good run list.

Because the north and south muon arms are physically separated and have

different electronics, an independent QA analysis had to be performed for

each arm. This leads to good run lists that differ slightly by arm. The total

number of minimum bias events used in this analysis after the QA cuts is

shown in Table 4.1. Only events with a vertex between −25 and 25 cm in

zvtx are used in this analysis, to make sure the collision is not affected by any

detector components that might be in the way. The vertex distributions for
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Figure 4.2: Number of muons per minimum bias event vs. run number , Run
8, north arm. Runs with a rate of greater than 0.00085 or less than 0.00045
were removed.
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Figure 3: Number of electrons per MinBias event vs. run number. Lines indicate
upper and lower bounds of accepted runs. Region above run 202500 has higher
number of electrons due to HBD being installed.

triggered events, according to the relation:

NMB =
rej

eff trig

× Ntrig (1)

where rej is the trigger rejection factor and efftrig is the trigger efficiency. The
rejection factor was found by by calculating run-by-run the ratio of events that
fire the MuID LL1 North Deep or MuID LL1 South Deep trigger vs. the number
firing the MinBias trigger using the MinBias triggered dataset.

3.3 Single Muon Cuts

3.3.1 Muon Variables

The single muon cuts used were mostly taken from the Run 5 single muon
analysis [2]. The following is a definition of the relevant muon analysis variables.
For more details see the corresponding analysis note.

• Last Gap is the last gap the reconstructed road reaches in the MuID
(gaps labeled 0, 1, 2, 3, 4). “Roads” are tracks reconstructed from MuID

6

Figure 4.3: Number of electrons per minimum bias event vs. run number,
Run 6. Runs with rates above and below the horizontal lines were removed.
The spike in rate at later runs is due to the installation of the hadron blind
detector.
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Table 4.1: Number of minimum bias events sampled in analysis by run and
arm.

Run Minimum Bias events north Minimum Bias events south
Run 6 pp 5.984× 1010 6.008× 1010

Run 8 dAu 3.934× 1010 1.378× 1010

Figure 4.4: zvtx distribution for minimum bias sampled events from the Run
6 p+p dataset.

Run 6 and for Run 8 are shown in Figs. 4.4, 4.5.

4.3 Track Selection and Analysis Cuts

Track reconstruction is done by the PHENIX offline code, which reconstructs

tracks from raw data (described in Chapter 3). From the reconstructed tracks,

we make analysis cuts to determine which tracks are most likely to be electrons
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Figure 4.5: zvtx distribution for minimum bias sampled events from the Run
8 d+Au dataset.

or muon. Cuts on muons remove fake tracks, muons that have multiply scat-

tered in the detector and drastically changed direction, or hadrons. Similarly,

electron track cuts separate electrons from the many hadrons and photons that

are also detected in the central arms. First the track requirements for muons

will be described, then we will move on to electrons.

4.3.1 Muon Track Requirements

Definitions

In order to understand the muon cuts, some definitions must be given.

• Number of MuTR hits: The MuTR consists of three stations, con-
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taining eight layers total (three each in the first two stations and two in

the last). A track can create up to two hits per layer, for a maximum of

16 hits.

• DG0: stands for “Distance at Gap 0.” Tracks in the MuTR are pro-

jected back to MuID gap 0 so that they can be matched up with roads

in the MuID, forming a complete track. DG0 is the linear offset distance

between the road and the track, measured in centimeters.

• DDG0: similar to DG0, but it is the angular displacement between the

road and the track, measured in degrees.

• Reference Radius (RefRad): this is a projection of the MuID road

back to z = 0. It is found from the positions and slopes of the track at

MuID gap 0. If the RefRad is too large, the track most likely did not

come from the collision region, and it must be discarded.

• Road Slope: the slope of the MuID road found at gap 0. The slope

must not be too low or the track will enter a region of no acceptance at

large η in the MuID.

• pδθ: this variable measures the extent of multiple scattering caused by

the steel absorbers before the track reaches Station 1 in the MuID. It is

defined as,

Pδθsta1 = Pcos−1(
~Psta1 · ~Rsta1

Psta1 ·Rsta1

) (4.1)
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9

TABLE I: Road and track cuts. Here Dp is the penetration
depth, defined to be the most downstream MuID gap with at
least one hit (from the horizontal or vertical layer) associated
with the track; z is the coordinate along the beam; x and y are
transverse to each other and to the beam axis; the vertex cut
refers to the transverse position of the MuID road projected
to the xy plane at z = 0; and the slope cut refers to the
direction cosine of the road in each transverse direction.

# Associated MuID hits, NMuID > 6

(out of a possible 2Dp)

Road cuts Vertex cut,
√

x2 + y2 < 100 cm @ z = 0

Slope cut,

√
( dx

dz
)2 + ( dy

dz
)2 > 0.25

≥ 1 associated hit in MuID gap 4

Track cuts Track fit quality, χ2/dof ≤ 10

# Associated MuTR hits, NMuTR > 12

(out of a possible 16)

FIG. 5: The angular deflection, δθ is the angular difference
between the reconstructed particle trajectory at the collision
vertex and at MuTR station 1. The momentum used to scale
δθ is the average of the momentum reconstructed inside the
MuTR magnet (psta1) and the momentum extrapolated to
the vertex (pvtx).

(
√

2)(13.6 MeV/c)(
√

48) rad = 133 rad·MeV/c). The in-
tegral beyond 3pσδθ is ≈ 5% and is largely due to hadrons
which have a strong interaction in the pre-MuTR ab-
sorber and are still reconstructed as a muon candidate.
Such tracks are accounted for in the calculation of the
punchthrough hadron yield, as described below.

3. Acceptance Restriction

We further restricted the acceptance of muon candi-
dates for this analysis in two ways:

1. We required tracks to pass through θ/φ regions in
which the Monte Carlo detector response strictly
agreed with the measured response. This was es-
tablished by agreement between the number of data

hits and Monte Carlo hits assigned to tracks in each
θ/φ region of the detector.

2. We required tracks to lie within a pseudorapidity
range, 1.5 < |η| < 1.8, a region over which the ac-
ceptance depends only weakly on the collision zvtx

location.

B. Acceptance and Efficiency

We factorized the acceptance and efficiency for tracks
penetrating to a particular MuID gap, i, into four com-
ponents:

1. εi
acc: the acceptance of a perfectly working de-

tector with the acceptance restrictions described
above. This quantity (≈ 50%) is normalized to
2πδη (δη = 0.3) and accounts for non-sensitive
structural members in between the cathode strip
chambers and chamber regions removed from con-
sideration for the entirety of this analysis.

2. εi
rec: the efficiency of reconstructing a track that

fell within the accepted region. This quantity is
somewhat low (64%) due to detector problems in
this first physics run that have been subsequently
resolved.

3. εi
user: the efficiency for reconstructed tracks to pass

the cuts listed in Table I.

4. εi
trig: the efficiency of the MuID trigger to fire in

events with selected tracks.

εi
acc, εi

rec, and εi
user were evaluated with a GEANT

simulation using single muons thrown with a realistic pT

spectrum into the muon arms. The applied detector re-
sponse incorporated measured detector performance. Re-
ductions in efficiency due to occupancy are negligible in
p+p collisions. Run-to-run variations were ignored since
we selected runs in which the detector performance was
similar and stable. Efficiency values for tracks penetrat-
ing to MuID gap 4 were parameterized in terms of zvtx

and pT and are listed in Table II. There are minor dif-
ferences in these parameterizations for particles with dif-
ferent charge sign.

We also determined the efficiencies for tracks which
only penetrate to MuID gap 3, since these are needed to
obtain the yield of punchthrough hadrons. These were
found to scale from the efficiencies for tracks penetrat-
ing to MuID gap 4: ε3

accε
3
recε

3
user = ε3

scale × ε4
accε

4
recε

4
user,

where ε3
scale = 0.66. ε3

scale is less than one because the
MuID and the road reconstruction algorithm are opti-
mized for deeply penetrating particles. Particles which
do not penetrate to the last gap have poorer resolution
matching to MuTR tracks (due to reduced lever arm and
smaller number of hits) and are also more susceptible to
MuID inefficiencies.

Figure 4.6: Diagram of deflection measured by the quantity pδθ [75].

Where Rsta1 is the position vector and Psta1 is the momentum vector of

the track at MuTR Station 1. The position vector has its origin at the

zvtx of the event, not at z = 0. Also ~P = Pvtx+Psta1

2
, an average of the

momentum at station 1 and the momentum of the track extrapolated

back to the vertex [95]. The angular deflection is multiplied by the

momentum to compensate for the fact that a smaller deflection naturally

occurs with larger momentum (see Fig. 4.6). This allows a cut that is

the same for all momentum regimes.

The representative distributions of cut variables from the Run 6 dataset are

shown in Figs. 4.7 and 4.8.
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Figure 4.7: Muon variables for Run 6 north arm: (a) DG0 (b) DDG0 (c)
Refrad (d) Slope (e) pδθ (f) φ at MuTR. Lines show location of cuts.
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Figure 4.8: Muon variables for Run 6 south arm: (a) DG0 (b) DDG0 (c)
Refrad (d) Slope (e) pδθ (f) φ at MuTR. Lines show location of cuts.
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Muon Cuts

A restricted acceptance range was used for the muon arms, 1.4 < |η| < 2.1.

This was chosen to help minimize the effect of vertex position on the muon ac-

ceptance, and to reduce beam related effects at higher rapidities [75]. Fiducial

cuts were required to remove dead regions in the MuTR. These are graphi-

cal cuts, made using the TCutG function of the plotting program ROOT. The

cuts are applied station by station for both MuTR arms (Fig. 4.9, 4.10). Also,

pT was required to be greater than 1.0 GeV/c, because the muon arms have

a very low acceptance at momentum lower than this. A number of additional

cuts were used:

• Track reaches gap 4 (the last gap) in the MuID.

• Number of MuTR hits is greater than or equal to 12.

• Slope > 0.2

• RefRad < 100 cm

• DG0 < 10 cm (north arm), DG0 < 20 cm (south arm)

• DDG0 < 10 degrees

• pδθ < 0.2

Because the several of the muon variables measure similar properties of the

tracks (slope and vertical offset) it is not obvious that these are all independent
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Table 4.2: Muon variable correlations, Run 6 North

Variable C
DDG0 and DG0 0.154
slope and DG0 0.111
refrad and DG0 0.189
pδθ and DG0 0.022

slope and DDG0 0.123
refrad and DDG0 0.953
pδθ and DDG0 0.013
refrad and slope 0.213
pδθ and slope -0.003
pδθ and refrad 0.015

quantities. The correlation between any two variables is given by C = cov
σ1σ2

where cov is the covariance and the σs are the standard deviations of each

variable. The covariance is defined as cov(x, y) =< xy > − < x >< y >. A

representative table of C is shown in Tab. 4.2. For the correlated pairs, special

care has to be taken to find the systematic errors, as will be described later.

Most variable pairs have a low degree of correlation except for RefRad and

DDG0.

After all cuts were applied, a total of 9.27× 106 muons in the north arm and

1.16× 107 muons in the south arm are found in Run 6. For Run 8, 4.53× 107

muons are found in the north arm. The kinematic distributions of muons

passing all of the applied cuts as a function of rapidity vs. pT is shown in

Figs. 4.11 and 4.12.
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Figure 4.9: Graphical fiducial cuts on MuTR for Run 6. Plots are of y position
(y axis) vs. x position (x axis) in cm. Cuts are shown as red lines. Top left,
north station 1. Top right, north station 3. Bottom, south station 3.
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Figure 4.10: Graphical fiducial cuts on MuTR for Run 8. Plots are of y
position (y axis) vs. x position (x axis) in cm. Top left, north station 3. Top
right, south station 1. Bottom, south station 3.

Figure 4.11: pT vs. η for muons in the north arm in the Run 6 dataset.
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Figure 4.12: pT vs. η for muons in the south arm in the Run 6 dataset.

4.3.2 Electron Track Requirements

Electron variable definitions

Again we must start with some definitions of the quantities used to determine

good electron tracks.

• quality: this is a combination of Drift Chamber and Pad Chamber

information in the form of a binary bit pattern. The lowest order bits

(0, 1) indicate that the X wires, running parallel to the beam in the

DC, have hits. The next highest bits register if hits were found (bit 2)

and were unique (bit 3) in the stero UV wires. Finally the highest bits

indicate that a hit was found in the PC1 (bit 4) and that it was a unique

hit (bit 5). Therefore the highest quality value is 63, corresponding to a
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track with the maximum number of unambiguous hits.

• n0: this is the number of hit PMTs in the RICH within the region where

a Cerenkov ring is expected to be found. For an electron the expected

ring radius is 5.9 cm, and PHENIX searches for the ring in a region of

outer radius 8.4 cm and inner radius 3.4 cm (to account for position

resolution effects). This measurement is very sensitive to proper RICH

alignment.

• n1: the number of hit PMTs in the RICH within a radius of 11 cm from

the track projection. This quantity is less sensitive than n0 to alignment,

but is more affected by noise hits.

• prob: the probability that a cluster in the EMCal is electromagnetic,

rather than hadronic. It is calculated from the reduced χ2 that comes

from comparing the shower profile to that of an electromagnetic shower.

• dep: this is the deviation in sigmas of the E/p value from 1. It is defined

as

dep =
E/p− 1

σ(p)
(4.2)

A sharp peak at E/p = 1 is expected for electrons. The dep variable in-

cludes corrections based on momentum dependence, taking into account

how the width of the E/p peak varies with pT . A plot showing this

dependence is found in Fig. 4.13.

• emc matching: this is the radial distance from the projected track to
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Figure 4.13: E/p vs. pT for electron candidates. The peak at E/p = 1 is
due to electrons that have an energy approximately equal to their momentum
due to their low mass. The tail at lower E/p is mostly due to tracks from
conversion electrons, which are misreconstructed to have a higher momentum
than they actually have because they do not originate at the vertex (their
energy is properly measured in the EMCal however).

the actual hit in the EMCal.

Electron Cuts

The electron cuts used in the e−µ analysis are based on those used in single

electron analyses. However they were loosened a bit to enhance the acceptance

of the rare e−µ pairs. We could accept the possibility of somewhat larger

backgrounds in the electron measurement because those backgrounds are not
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expected to contribute to the charge-correlated e−µ pair signal. The cuts used

are as follows:

• pT > 0.5

• n0 > 1

• n1 > 1

• quality> 7 (loosened to improve statistics)

• emc matching< 3σ

• prob > 0.01 if pT < 5.0 and prob > 0.2 if pT > 5.0

• -2.0 < dep < 3.0 for Run 6, -1.5 < dep < 3.0 for Run 8. The reduced

range for Run 8 is due to additional background from the presence of

the HBD (see Sec. 4.3.2).

Along with the above cuts, towers that were either hot (firing significantly

more than nearby towers) or dead were identified and used to cut out regions

of the electron acceptance. Representative distributions of the cut variables

for data from Run 6 are shown in Fig. 4.14.

Electrons variables are generally uncorrelated, as they include information

from different detectors. An exception though is n0 and n1, which are essen-

tially measuring the same thing (the number of electrons within a potential
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Figure 4.14: Electron cut variables for Run 6: (a) n0 (b) n1 (c) prob (d) qual
(e) emc matching (f) dep. Vertical lines show locations of cuts.
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Figure 4.15: Dep distribution for electron candidates from Run 6. The tracks
at low dep are due to photonic conversion background.

RICH ring). From analysis of the Run 8 data, the degree of correlation be-

tween these variables was found to have C = 0.76. While both cuts are still

used in this analysis, this degree of correlation was taken into account in the

final systematic error.

Electron Fiducial Cuts

While no fiducial cuts were required for the Run 6 data, several were required

for the Run 8. This is mostly due to the fact that the Hadron Blind Detector

(HBD) had been installed in between these runs, and its support structure

turned out to be a large source of conversion electrons. The background elec-

trons landed at the very edge of the DC acceptance, the positrons in the west
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Figure 4.16: Dep distribution for electron candidates without fiducial cuts
from Run 8. The high background at dep< 1.5 is due to background electrons
from the HBD.

arm and the electrons in the east arm. This is due to the charge separation

caused by the magnetic field: different signs bend in different directions. The

signs then flipped when the magnetic field was switched from ++ to −− in

the middle of the run (see Fig. 4.17).

Additionally, a large segment of the PC1 went dead in the middle of the run, as

can also be seen in Figs. 4.18 and 4.19. This area was removed with a fiducial

cut for the appropriate run groups. A plot of dep for electrons after making

all fiducial cuts is shown in Fig. 4.20. While much background is removed, the

cut at dep < −1.5 is maintained to remove the remaining background photonic

electrons.

After all cuts are applied, we are left with 278,642 electron candidates in
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Figure 4.17: Distribution of electrons in Drift Chamber , e+ on top and e− on
bottom for magnetic field in ++ configuration. Plotted is φ of DC in radians
vs. z of DC in cm. Enhanced yield along inner edges is due to HDB conversion
electrons
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Figure 4.18: Distribution of electrons in Drift Chamber , e+ on top and e− on
bottom for magnetic field in ++ configuration after dead area in PC1 occurred.
Plotted is φ of DC in radians vs. z of DC in cm.
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Figure 4.19: Distribution of electrons in Drift Chamber , e+ on top and e− on
bottom for magnetic field in - - configuration. Plotted is φ of DC in radians
vs. z of DC in cm.
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Table 4.3: Electron Fiducial Cuts

regions of no acceptance DCφ < −0.55 OR DCφ > 3.65
DCφ > 0.1 AND DCφ < 0.2
DCφ > 0.95 AND DCφ < 2.2

PC1 dead for runs > 249391 zed > 0 AND DCφ < −0.19
HDB e+ background ++ field DCφ < 2.24 AND DCφ > 1.5
HBD e− background for ++ field DCφ > 0.9 AND DCφ < 1.5
HBD e+ background for −− field DCφ > 0.9 AND DCφ < 1.5
HBD e− background for −− field DCφ < 2.24 AND DCφ > 1.5

Table 4.4: Summary of fiducial cuts placed on electrons for Run 8.

Figure 4.20: Electron dep for Run 8 after fiducial cuts. Fit to double gaussian
to show region of signal vs. remaining background.
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Figure 4.21: pT distribution of single electrons in Run 6 for e+ (red) and e−

(blue).

the Run 6 dataset and 7.53 × 106 electrons in the Run 8 dataset. The pT

distributions of the electrons are shown in Fig. 4.21.
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Chapter 5

Electron-Muon Analysis in p+p
and d+Au

5.1 Acceptance times Efficiency Correction

Only a small fraction of the total number of electrons and muons created

in an event are reconstructed. This is mostly due to the limited acceptance

region of the detectors, with smaller effects due to dead or hot electronics

channels, misreconstructed tracks, and multiple scattering. A calculation of

expected efficiency using simulations must be performed so that the observed

yield can be correctly scaled to represent the true number of tracks. This

is independent of the mixed event correction, which is also an acceptance

correction but only fixes the shape of the correlation, not the yield. Simulations

are performed using GEANT, a software package that simulates the passage of
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particles through matter [99]. GEANT was run using a model of the PHENIX

detector appropriate to the year the run took place.

If an unlimited number of simulations (and therefore disk space) were avail-

able, we would ideally do an efficiency correction for the correlated e−µ pairs

as a function of several variables: pT , η, φ, and zvtx. Because this is not the

case we must simplify the efficiency correction, and fortunately we can do this

with minimal loss of accuracy. Electrons and muons are measured in different

detectors that are physically separated from each other, so the measurement

of one does not generally have an impact on the measurement of the other.

Therefore we assume that the efficiency factorizes, so that we can simply mul-

tiply the electron and muon efficiencies to obtain the final correction factor.

The full efficiency can be written as ε(pTe, pTµ, ηe, ηµ, φe, φµ, zvertex). Because

the efficiency is not in general uniform over the full distribution of each vari-

able, ideally it would be calculated in bins for each of the seven possible param-

eters. Even assuming electron/muon factorization, it would take an extraor-

dinary amount of simulations to fill the bins required for a multidimensional

correction. However, this type of full correction is not required for several

reasons: 1) Both electron and muon efficiencies were found to be independent

of the zvtx (see Fig. 5.1) 2) Single particle distributions are isotropic in φ and

are thrown that way in the simulations, so the amount lost in the areas of no

acceptance is accounted for. Again the changes in shape due to dead areas are

corrected for with mixed events. 3) The efficiency does depend on η, especially
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for muons, but this works to shift the mean η measured. This is reflected in

the η range reported (see Sec. 5.8.8).

The final efficiency corrections were done in bins in pT , 10 bins for muons and

13 bins for electrons. The other variables are simply integrated over. Single

particles were thrown with a realistic η spectrum and a flat pT . Because of

the exponential nature of the pT distribution, if particles were thrown with

a realistic distribution there would be almost none falling in the upper pT

bins: therefore a flat distribution was thrown, and weighted realistically after

reconstruction. Electrons were thrown with a pT range of 0.1-10.0 GeV, and

muons within a range of 0.5-10.0 GeV. The efficiency was calculated using

ε(pT ) =
Nreconstructed

Nthrown in η and φ window

(5.1)

The pT range thrown is a wider range than measured, as contributions of

particles that originate at lower pT and are reconstructed with a higher pT

must be accounted for. This is known as the “bleed-over” effect (see Fig.

5.3) and is more important for muons, given the worse momentum resolution

of the MuTR compared with the central arms. Some muons that have low

pT bleed in to the kinematic region measured, while others are reconstructed

with lower pT and hence bleed out and are not included in the e−µ pairs (the

contribution from lower pT bins for electrons is negligibly small). This effect

also works within the pT bins: an electron that is thrown between 0.75 and 1.0
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Figure 5.1: Efficiency of e+ (top) and µ+ (north arm) as a function of z
vertex. Because little variation is seen with changing zvtx bin, the efficiencies
are approximated as independent of vertex position.
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GeV may get reconstructed in a range of 0.5− 1.25 GeV or so, meaning that

when we run simulations for one pT bin we must look a wider pT window after

we have reconstructed the tracks. The efficiency is then found as a function

of reconstructed pT (since that is all we can measure in the data) summing

contributions from all thrown bins.

The bleed over effect is also found in η, in that particles from different η regions

can end up in the acceptance due to reconstruction effects. The contribution

from muons outside the η acceptance was evaluated and found to be only a

1− 2% effect, therefore insignificant (Fig. 5.2). Because of this the simulated

muons were thrown within the measured range of 1.4 < |η| < 2.1. Electrons

were thrown within a range of −0.5 < η < 0.5 to account for the effect of

different ηs being accepted depending on where the zvtx is. All simulated

distributions were given vertices based on the real zvtx distribution for the

given run.

For the efficiencies to be valid, it is necessary that simulated electrons and

muons are as identical as possible to the electrons and muons in data. To

ensure this, the distributions of variables used for cuts were compared. In

Figs. 5.4 and 5.5 we see the comparison of simulation to data for muons from

Run 8 (data from Run 6 is similar). The comparison of electron distributions

is shown in Figs. 5.6 and 5.7.

As an aside, while it is accurate to compute p+p efficiencies by throwing and
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Figure 5.2: “Bleed over” effect for muons in south arm. Shown, in bins of
width 0.1 in η, is the reconstructed η as a function of thrown η. Most muons
are reconstructed in an η bin within 0.1 of the thrown value.

Table 5.1: Muon efficiencies for Run 6 and Run 8

Pt bin Run 6 north Run 6 south Run 8 north
1.0-1.25 0.379 0.459 0.372
1.25-1.5 0.503 0.568 0.521
1.5-1.75 0.560 0.614 0.570
1.75-2.0 0.581 0.631 0.597
2.0-2.5 0.596 0.647 0.593
2.5-3.0 0.601 0.653 0.605
3.0-3.5 0.602 0.654 0.615
3.5-4.0 0.602 0.656 0.623
4.0-4.5 0.604 0.657 0.630
4.5-10.0 0.607 0.658 0.628
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Figure 5.3: “Bleed over” effect in pT for muons in the north arm. Recon-
structed pT as a function of thrown pT for range 0.5 < pT < 1.0. Because
muons are required to have pT > 1.0, this shows that only a small fraction
(< 1%) of muons at low pT originated in a pT region outside of the measured
kinematic range.
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Figure 5.4: Comparison of simulated PISA muons to data for Run 8 north
arm. Data is in blue, PISA is in red. Variables are as follows: a) DG0 b)
DDG0 c) pδθ d) slope e) refrad f) φ in muon arms.
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Figure 5.5: Comparison of simulated PISA muons to data for Run 8 south
arm. Data is in blue, PISA is in red. Variables are as follows: a) DG0 b)
DDG0 c) pδθ d) slope e) refrad f) φ in muon arms.
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Figure 5.6: Drift Chamber φ distribution for e+ (top) and e− (bottom) for
PISA (red) vs. data (blue). Data taken from Run 8 dataset.
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Figure 5.7: n0 (left) and n1 (right) for data (blue) vs. PISA (red). Data taken
from Run 8 dataset.
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Table 5.2: Electron efficiencies for Run 6 and Run 8

Pt bin Run 6 e+ Run 6 e− Run 8 e+ Run 8 e−

0.5-0.75 0.162 0.166 0.193 0.187
0.75-1.0 0.204 0.198 0.203 0.199
1.0-1.25 0.210 0.200 0.204 0.199
1.25-1.5 0.205 0.208 0.207 0.207
1.5-1.75 0.217 0.207 0.209 0.206
1.75-2.0 0.223 0.211 0.208 0.215
2.0-2.5 0.217 0.217 0.206 0.210
2.5-3.0 0.224 0.215 0.211 0.212
3.0-3.5 0.225 0.222 0.208 0.210
3.5-4.0 0.223 0.225 0.211 0.215
4.0-4.5 0.222 0.222 0.207 0.210
4.5-5.0 0.217 0.217 0.203 0.206
> 5.0 0.207 0.208 0.192 0.193

reconstructing single particles, generally it is not accurate to use this method

for heavy ion collisions. This is because it is easier to misreconstruct tracks in

a high occupancy environment, such as exists in Au+Au collisions. In cases

such as these, single tracks are embedded into real events, then retrieved again

after reconstruction. The efficiency after embedding tends to be significantly

lower than that obtained from single particles alone. In the case of the d+Au

analysis, embedding was attempted, but it was found that the effect on altering

efficiencies was negligible. This was especially true in the case of the north

arm, and because only the north arm signal is studied in this analysis it was

decided not to use embedding (the choice of north arm only will be discussed

later).
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5.2 Trigger Requirement

PHENIX has triggers that fire for muons and electrons, but at least during

Run 6 there was no joint electron-muon trigger. For this reason the MuID LL1

deep trigger (Sec. 3.2.4) was used to select on events that have a muon, and

then events that also contained an (untriggered) electron were selected. For

both Run 6 and Run 8, the MuID LL1 deep trigger was ANDed with the BBC

minimum bias trigger (see Sec. 3.2.4), and this combination trigger was used in

this analysis. The number of events skipped is controlled by the “scaledown”

factor, which allows only a fraction of events firing the trigger to be kept. This

is to ensure that the datasets are of a reasonable size. The signal e−µ pairs

used come entirely from the MuIDLL1 deep triggered dataset, because this

dataset contains MuID roads that reach gap 3 or gap 4: the data from gap 3

is crucial for background measurements, described later.

The goal of this analysis is to get a measurement of the number of e−µ pairs

per minumum bias event. In order to get the number of minumum bias events

from the triggered sample, we must use the relation,

NMB = rej ×Ntrig (5.2)

where NMB is the number of minbias events, rej is the trigger rejection and

Ntrig is the number of events in the triggered sample. The rejection is found
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Figure 5.8: Run 6 rejection factors for MuIDLL1 north (top) and south (bot-
tom) as a function of run number.

by dividing the number of triggered events by the total number of events in

a minbias dataset. The run-by-run variation in rejection values is shown in

Figs. 5.8, 5.9.

The trigger efficiency is given by the fraction of tracks that meet all trigger

requirements that actually fire the trigger. The final pair yield must be cor-

rected up by a factor 1/efftrig to correct for muon tracks that are missed by
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Figure 5.9: Run 8 rejection factors for MuIDLL1 north (top) and south (bot-
tom) as a function of run number.
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Table 5.3: Trigger Efficiency for the MuIDLL1 deep triggers.

North 1 Deep South 1 Deep
Run 6 pp gap 4 0.961 0.961
Run 6 pp gap 3 0.982 0.985

Run 8 dAu gap 4 0.954 0.961

Table 5.4: Trigger Efficiency for the MuIDLL1 deep triggers in Run 8 for Gap
3 tracks vs. pT .

pT range North 1 Deep South 1 Deep
1-2 GeV 0.824 0.846
2-3 GeV 0.826 0.868
3-4 GeV 0.858 0.882
4-5 GeV 0.884 0.901
> 5 GeV 0.844 0.923

the trigger. In the case of the MuIDLL1 deep trigger, these are tracks that

reach gap 3 or gap 4 of the MuID. A summary of the average deep trigger

efficiency for the two runs is given in Table 5.3. For the trigger on gap 3 tracks

in Run 8 a strong pT dependence was found. These efficiency values are shown

in Table 5.4.

5.3 Pair Corrections

After making track cuts, we are left with the number of pairs found in Table

5.5. Besides the cuts made to select good electron and muon tracks, other cor-

rections must be made to the pair distribution. The pair distribution must be
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Table 5.5: Number of raw pairs left after track cuts by run and arm.

Run and Arm Opposite Sign Pairs Same Sign Pairs
Run 6 north 3459 2894
Run 6 south 4154 2894
Run 8 north 24,457 21,256

corrected for the acceptance of PHENIX, since it does not have full azimuthal

coverage in the central arms. The efficiency for triggering on e−µ pairs must

be accounted for so that the final yield is independent of detector effects. Also

the combinatoric background must be removed, which is accomplished using

a like-sign subtraction.

5.3.1 Like-sign Subtraction

What we are looking for in this analysis is a signal of opposite sign e−µ

pairs. Apart from the heavy quark signal, opposite and like sign e−µ pairs

arise in the same way, from either random combinatorics or from light quark

decays. These sources produce opposite and like sign pairs in equal numbers,

so the only difference between the distributions is the opposite sign heavy

flavor signal. Because of this, the like sign distribution is a good measure of

the combinatoric and light quark background. To remove this background we

can subtract the like sign distribution.

In order to subtract the like sign, we must apply the proper normalization
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[100]. For identical particles there is a relative normalization between like

sign and opposite sign pairs, as shown in a previous PHENIX single electron

analysis [101]. It was there shown that the relative normalization may be

calculated as

〈n+−〉 = 2
√
〈n++〉〈n−−〉 (5.3)

where n+− is the per-event rate of opposite sign pairs and n++ and n−− are

the rate for like sign pairs.

For non-identical particles we can follow the same procedure as in [101]. Let

nµ+, nµ−, ne+, and ne− be the number of detected particles of a given species

and charge sign in a particular event. They are related to the actual number

generated, Nµ+, Nµ−, Ne+, Ne− by the detection efficiencies, n = εN . The

probablity to detect n particles out of N with an effiency of ε is binomial

B (n, ε) =
N

n! (N − n)!
εn (1− ε)N−n (5.4)

with a well definied mean, εN .

Starting with the numbers of particles in the given event, we can determine
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the pair rates. We will consider µ+ and e+ as a specific case.

nµ+e+ =
∑∑

nµ+ne+B (nµ+, εµ+)B (ne+, εe+)

=
∑

nµ+B (nµ+, εµ+)
∑

ne+B (ne+, εe+)

= εµ+εe+Nµ+Ne+ (5.5)

This is true for any charge and species combination. Therefore, we can write

the like-sign pairs as

nlike = nµ+e+ + nµ−e−

= εµ+εe+Nµ+Ne+ + εµ−εe−Nµ−Ne− (5.6)

This will further reduce when we note that the efficiency and the rate for

electrons and positrons are the same. Therefore, the like-sign can be reduced

to

nlike = εeNe (εµ+Nµ+ + εµ−Nµ−) (5.7)

The µ+ and µ− rates are indeed different (due to interactions in the absorber)

and therefore, this cannot be further reduced. We can also write down the

rate for unlike-sign pairs as

nunlike = nµ+e− + nµ−e+

= εµ+εe−Nµ+Ne− + εµ−εe+Nµ−Ne+

= εeNe (εµ+Nµ+ + εµ−Nµ−) (5.8)
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In the last line we used the fact again that the electron and positron rates and

efficiencies are the same. Comparing Eqn. 5.7 and Eqn. 5.8 yields the same

rate of like- and unlike-sign pairs. This result is easy to interpret. Because

the electron and positron rates are not different, they do not contribute any

differences to the pair rate. Because there are fewer negative muons than

positive, the reduction in the like-sign pairs is the same as the reduction to

the unlike-sign pairs. Therefore, there is no relative normalization between

the like- and unlike-sign pairs.

5.3.2 Event Mixing

Event mixing is used to correct the shape of the correlation distribution for the

acceptance. In PHENIX, event mixing is crucial because the central detectors

only cover half of the azimuthal acceptance. This causes a distribution that

is originally flat in azimuth to pick up a strong dependence on φ, and mixed

events are used to correct back to the flat distribution. The effect is lessened

for e−µ because the muon detectors cover almost a full azimuthal acceptance.

The the mixed correction is given by:

M(∆φ) =

∫
∆φ Mixq,Q,a (∆φ)

2πMixq,Q,a (∆φ)
(5.9)

This factor multiplies the signal distribution. In the limit of full azimuthal

acceptance, the mixed distribution would be flat and would not change the
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4.2 Two-Particle Correlations

4.2.1 Pair Cuts

There are no pair cuts used in this analysis.

4.2.2 Event Mixing

Event mixing is used to correct the shape of the correlation distribution for
the acceptance. This is because the central arms only cover half the azimuthal
acceptance. The muon arms do cover most of the 2π acceptance though, so
the effect is smaller than it would be in a correlation involving two central
arm tracks. In order to do the mixing, electron and muon tracks are stored
in separate pools, where each pool corresponds to a different z vertex range.
There are 20 pools, each corresponding to events with a 3 cm range in z vertex.
Electron and muon pools are filled while looping over events. After 20,000 events
have been run over (50,000 for pools at |zvtx| > 15cm.) the pools are mixed.
The first electron in the electron pool is mixed with each muon in the muon pool
unless the two tracks came from the same event. Each corresponding electron is
then mixed with the muons until the end of the pool is reached, at which point
both pools are cleared and the process starts again. In this analysis, muons
from deep triggered muon evnts were mixed with electrons from MinBias events
to reduce the trigger bias.

The correlation distribution is corrected by the mixed events by first normal-
izing the mixed distribution to 2π. Then the real is divided by the mixed, and
divided by the bin width to give dN/d∆φ. Below are the mixed event opposite
sign as well as like sign distributions after mixing muon from Muon triggered
events with electrons from MinBias (Fig. 12 and Fig. 13). They are mostly
flat with a slight cosine modulation as one would expect due to the acceptance
of the central arms.

Figure 11: Example of mixing 3 electrons in pools
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Figure 5.10: Example of how mixing works, showing the mixing of three elec-
trons with the muon pool.

signal. The efficiencies are independent of the mixed acceptance correction

in that they correct the yield rather than the shape: these are discussed in

Sec. 5.1.

In order to do the mixing, electron and muon tracks from different events are

stored in separate pools, where each pool corresponds to a different zvtx range.

There are 20 pools, each containing events within a 2.5 cm range in zvtx. For

the d+Au dataset, events are also broken up into 4 separate centrality pools,

giving 80 pools in total. The pools are filled until there are at least 10 muons

in the muon pool, and then each electron is mixed with each muon in the

respective pools, unless the two came from the same event (see Fig. 5.10).

When each particle has been mixed both pools are cleared, and the process

starts again. In this analysis, muons from deep triggered muon events were

mixed with electrons from minimum bias events to reduce the trigger bias.
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The correlation distribution is corrected by the mixed events by first normal-

izing the mixed distribution to 2π. Then the real is divided by the mixed, and

divided by the bin width to give dN/d∆φ. Below are examples of the mixed

event opposite sign as well as like sign distributions after mixing muons from

Muon triggered events with electrons from minimum bias events (Fig. 5.11).

They are mostly flat with a slight sinusoidal modulation as one would expect

due to the acceptance of the central arms. Separate mixed distributions are

created for different sign combinations, since the magnetic field gives a slightly

different acceptance to particles of different signs. Also different mixed distri-

butions were created for run groups that differed from each other by an added

fiducial cut. Three run groups were used for the Run 8 dataset, corresponding

to the initial “++” magnetic field, the “++” magnetic field with the PC1

dead area, and the “- -” field with the PC1 dead area. Run 6 was divided into

two groups for the purpose of creating mixed events, corresponding to two run

groups with slightly different average electron rates.

5.4 Inclusive Distributions

Figs. 5.12 and 5.13 show inclusive distributions for e−µ pairs in p+p and d+Au

north arm respectively. They have been corrected using mixed events, but not

for efficiency. We see there is a much larger pedestal for opposite and like sign

pairs in the Run 8 data, indicating more background. This is likely due to
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Figure 5.11: Example mixed distribution as a function of azimuthal angle for
e−µ+ (top) and e+µ+ pairs (bottom) from Run 6.
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Ncoll scaling, where Ncoll is about 7.6 for minimum bias d+Au collisions (see

discussion in Sec. 6.1. While this background is still removed with a like sign

subtraction, the error bars on the final distribution are larger now than for the

p+p.

We can see a big difference in comparing the north arm in Run 8 (Fig. 5.13)

to the south arm (Fig. 5.14). The pedestal level in the inclusive is about twice

as big for the south arm in this uncorrected distribution. Because of the huge

amount of background underneath the heavy flavor peak, it is impossible to

see a heavy flavor signal in the like sign subtracted distribution. This is most

likely due to the dominance of soft processes in the gold-going (south arm)

direction. For this reason it was decided to only study the north arm pairs,

which is the deuteron-going direction, using the Run 8 data.

5.5 Verification of Corrections using Pythia

To test the self-consistency of the acceptance and efficiency corrections, the

analysis was run on Pythia simulation files that were run through PISA (the

PHENIX GEANT simulator), then fully reconstucted. Pythia was run on the

charm setting (MSEL=4), and 100 million events were produced. All semi-

leptonic decays of D mesons were turned on, and a minimum parton pT was

set to 1.0 GeV/c. A trigger on e−µ pairs was used to cut down on file size.
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Figure 5.12: Inclusive distributions for Run 6 p+p, north arm. Top is opposite
sign (blue) vs. like sign (red), bottom is opposite - like sign.
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Figure 5.13: Inclusive distributions for Run 8 d+Au, north arm. Top is oppo-
site sign (blue) vs. like sign (red), bottom is opposite - like sign.
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Figure 5.14: Inclusive distributions for Run 8 d+Au, south arm. Top is oppo-
site sign (blue) vs. like sign (red), bottom is opposite - like sign.
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Figure 5.15: ∆φ distribution for generated Pythia e−µ events (magenta) vs.
the same events after full reconstruction and analysis cuts and corrections
(black). North events are on the left and south events are on the right.

The Pythia events were then used as input to PISA, and run through a full

reconstruction using the Run 6 settings. PISA is used to simulate the signals

produced in the detector from the Pythia events, taking into account absorp-

tion, multiple scattering, and longer range decays. A full analysis was run on

the output, including efficiency correction, dividing by mixed events, and all

cuts. The results are shown in Fig. 5.15. Only statistical errors are plotted.

The overall difference in integrated number of pairs between the Pythia and

the reconstruction is less than 1%, indicating the differences in the angular dis-

tributions are due to random fluctuations and slight discrepancies in azimuthal

angle not accounted for with mixed events. Because of the good agreement

between the generated distribution and the reconstructed distribution we have

confidence in the corrections performed on the data.
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Figure 5.16: ∆φ distribution for Pythia e−µ pairs arising from hard scattering.
Opposite sign is in blue, same sign is in red. This demonstrates the validity
of the like-sign subtraction for removing non-charm e−µ pairs.

5.6 Backgrounds

There are many sources of electrons and muons in PHENIX besides heavy

flavor. Some of these will appear to be correlated due to random combinatorics,

and could contribute to the opposite and like sign e−µ distributions. Even if

non-heavy flavor pairs are created, though, they will not be charge correlated:

the pairs will be random combinations so there will be as many opposite sign

pairs created as same sign pairs. This means that the like sign subtraction

should remove these sources of background. For confirmation of this, see

Fig. 5.16: it shows e−µ pairs from Pythia hard scattering with charm removed.

At ∆φ ≈ π, which is our acceptance region, opposite and same sign pairs are

measured in equal amounts.
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Although all backgrounds are expected to be eliminated with the like sign

subtraction, it is still important to confirm this with the analysis. Furthermore

there is a case where background would not subtract out, which is background

related to charm decay. For example, charged kaons from D decay or muons

resulting from the decay of those Ks could show a charge correlation with

electrons in the event. For this reason we take special care to evaluate the

background from punchthrough hadrons as well as muons from light meson

(pion and kaon) decay. Because of the low statistics, we take any background

not consistent with 0 within 2 standard deviations to be significant. We also

measured the correlations involving photonic electrons, mostly as a check of the

method in that photonic electrons should not contribute to a charge correlated

signal.

5.6.1 Decay Muon Background

A major source of background in the muon arms results from muons that

are created by light hadron decay. On a track-by-track basis these are indis-

tinguishable from from heavy flavor muons, since PHENIX is not equipped

with detectors that can resolve the position of the secondary decay vertex.

In the future, the silicon vertex detectors at PHENIX will be able to resolve

the decay length of the muon’s parent, thereby determining if it came from a

D (short decay distance) or a light meson (much longer decay distance). For

now, though, the only property of the decay muons we can use to distinguish
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Figure 5.17: zvtx dependence of muons in e−µ pairs measured in the north
muon arm, corrected for detector acceptance as a function of zvtx.

them is their dependence on zvtx. The farther the collision is from one of the

muon detectors, the more likely it is that pions and kaons will decay to muons

before the tracks are measured (see Fig. 5.17). Prompt muons from heavy

flavor show no such vertex dependence.

Because the majority of decay muons come from zvtx positions far from the

detctor, naively one could simply make a cut on the vertex being close to

the detector to reduce their contribution. This would remove a lot of the

signal, though, and is not advisable for an analysis such as this that is already

statistics limited. To study the decay contribution to the ∆φ spectrum, the

signal was divided into two regions: farther from the detector (zvtx < 0 for

north arm muons, zvtx > 0 for south arm muons) and nearer to the detector

(zvtx > 0 for north, < 0 for south). Then the near distribution was subtracted
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from the far distribution. Muons with no vertex dependence should have equal

contributions in both regions, but decay muons should be preferably found far

from the detector. If a non-zero contribution was found in the far - near

distribution after the like sign subtraction, decay muons would be found to

contribute to the signal. As we can see in Table 5.6, all decay distributions

fit flat lines that are consistent with 0. Therefore no significant decay muon

background contribution was found.

One important caveat is that the method used to measure decays only mea-

sures a fraction of the total sample. The decay distribution shows a linear

increase as a function of zvtx for both the near side and far side distribution.

The near side subtraction removes the component that does not depend on

zvtx (the heavy flavor muons), but also some of the decays. The fraction that

is left was estimated by assuming the decay contribution goes to zero an in-

teraction length past the absorber. If this is true we would only be seeing 22%

of the decay muons in these decay distributions. While this fraction is not

important for background subtraction (since this background does not need

to be subtracted), it will become important in the evaluation of systematic

errors. For the derivation of this quantity, please see Appendix A.
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Figure 5.18: Like sign subtracted decay distributions as a function of ∆φ for
Run 6 north (top left), Run 6 south (top right), and Run 8 north (bottom
left).

Table 5.6: Decay Background Linear Fit Values

Run and Arm Value Error
Run 6 North 2.85 ×10−9 1.13 ×10−8

Run 6 South -7.07 ×10−9 1.05 ×10−8

Run 8 North -5.10 ×10−9 4.14 ×10−8
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5.6.2 Punchthrough Hadrons

Even though the muon absorber does a good job of eliminating background,

it is still possible for some hadrons to “punch through” the absorbers so that

their tracks are detected in the last gap of the MuID. For tracks that make it

that far, hadrons are indistinguishable from muons, which poses a problem for

muon backgrounds. However, if one looks at the pz (longitudinal momentum)

distribution of tracks that stop in gap 3, there is a clear difference: muons

show a gaussian stopping peak distribution, whereas hadrons occur in a nearly

constant tail out to high momentum (see Fig. 5.19). By making a cut of

pz > 3.0 GeV/c we may eliminate muons from the gap 3 data and obtain a

pure sample of hadrons.

To find how the punchthrough background affects the e−µ analysis, hadrons

in gap 3 were isolated and then correlated with electrons. The hadrons were

taken from the MuID LL1 M1D dataset, same as the signal e−µ pairs. Even

though a MuID hadron trigger was introduced for Run 8, it did not provide

a larger hadron sample than the deep dataset. Furthermore, the deep sample

was simpler to use in that it is consistent with the signal data: efficiency

corrections for both datasets are the same. Mixed event distributions were

created similarly to those used for the signal (Sec. 5.3.2), except only muons

with a last hit in Gap 3 of the MuID were used. Fully corrected distributions for

opposite sign, like sign, and like sign subtracted punchthroughs were generated

(Fig. 5.20).
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In estimating the punchthrough distribution in gap 4 from the distribution in

gap 3, a couple corrections had to be made:

• The yield due to punchthroughs is expected to be significantly higher

in gap 4 than in gap 3. While this might seem counterintuitive (these

hadrons must have passed through one more absorber layer), this is be-

cause gap 4 is the last gap, and the last measurement made of the tracks.

Tracks with last gap=3 have definitely stopped in gap 3, whereas tracks

with last gap=4 may have stopped in gap 4 or may not have stopped at

all. Simulations using the software “FLUKA” and “GHEISHA” run for

the single muon analysis indicate that for every hadron that has a last

gap value of 3, 2.81± 0.3 hadrons have last gap=4 [102]. This factor is

used to scale up the punchthrough distributions.

• By placing the pz > 3.0 cut on tracks we have rejected all hadrons with

a momentum of less than this. By fitting the hadron distribution in gap

3 and extrapolating it to 2.0 < pz < 3.0 GeV/c we find that we must

scale the distribution up by a factor of 1.3 to reflect the total amount of

hadrons in our inclusive sample. Only muons with pz > 2.0 GeV/c are

measured in the muon detectors.

The punchthrough distributions for Runs 6 and 8 are shown in figures 5.20, 5.21, 5.22,

and 5.23. The linear fit values are shown in Table 5.7. No punchthrough back-

ground is subtracted for the Run 6 south distribution, the distribution being
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Figure 5.19: pz distribution of tracks stopping in gap 3 of the MuID, showing
the muon stopping peak. Cut on pz required for punchthroughs is shown as
red line.

limited to a small flat level in ∆φ (consistent with zero within 2σ). However,

the Run 6 north distribution shows a non-zero punchthrough contribution,

and therefore the flat line fit to the background is subtracted from the in-

clusive. Also the punchthrough background in the Run 8 north arm data is

non-negligible, fitting a wrapped gaussian of height 7.59× 10−8 ± 4.47× 10−8

and width 0.38 ± 0.24, plus a flat line, 1.04 × 10−10 ± 1.18 × 10−8. This fit

yields a p value of 0.24 and χ2/NDF= 26.27/22, compared with a flat line fit

yielding a p value of 0.16 and χ2/NDF= 30.93/24. The gaussian fit was then

subtracted from the inclusive signal distribution, and the errors were found

using the covariance matrix of the fit (as outlined in Sec. 5.8.1).
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Figure 5.20: Run 6 punchthrough distributions vs. inclusive for opposite sign
north (top left), same sign north (top right), opposite sign south (bottom
left), and same sign south (bottom right). The punchthrough distributions
are shown in cyan (opposite) and magenta (same).

Table 5.7: Punchthrough Background Linear Fit Values

Run and Arm Value Error
Run 6 North 4.60 ×10−9 2.17 ×10−9

Run 6 South -2.53 ×10−9 2.24 ×10−9
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Figure 5.21: Punchthrough like sign subtracted distributions for north (top)
and south (bottom) arm in Run 6. The north arm distribution is fit to a flat
line of 4.5 × 10−9 ± 2.17 × 10−9, and the south arm distribution fits a line of
−2.53× 10−9 ± 2.24× 10−9.
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Figure 5.22: Punchthrough distributions for opposite sign (top) and same sign
(bottom) for Run 8, north arm. Inclusive distributions included for com-
parison. Punchthrough distributions shown in cyan (opposite) and magenta
(same)
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Figure 5.23: Punchthrough like sign subtracted distribution for Run 8 north
arm. The distribution is fit to a wrapped gaussian of σ = 0.381 and height
= 7.59× 10−8 plus a flat of value 1.045× 10−10.

5.6.3 Photonic Electron Background

The measurement of electrons by PHENIX is in general much cleaner than the

measurement of muons. There is almost no possibility of hadron contamination

of the electron sample thanks to detectors such as the RICH and the EMCal.

Also there is no equivalent to the decay muon background for electrons, since

the primary charged D decay products (π±, K±) decay to muons at a much

higher rate than they decay to electrons.

A major background affecting single electron measurements is due to photonic

electrons. These electrons come predominantly from π0 decay, through either

π0 → γγ where one γ converts to an electron, or though π0 → e+e−γ where

one of the electrons is detected. Because photonic electrons result from the
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decay of a neutral particle, there is no reason to believe they would be charge-

correlated with a muon, even if they shared a charm pair ancestor. As a check

of the method, though, we went on to evaluate this background to confirm

there is no contribution.

Photonic electrons may often be associated with photons of pT > 0.4, and

the invariant mass of these pairs will show a peak at the π0 mass. This is

evident in Fig 5.24. The e− γ π0 peak was fit to a gaussian distribution. All

electrons in the e−µ sample that were associated with a photon and fell within

a ±2σ range of the mean of the gaussian fit were considered to be photonic

electrons. These photonic electrons were then correlated with muons to yield

a background ∆φ distribution. However, a large number of these electrons

were most likely not from π0 decay, but only fell within the mass peak due to

combinatorics. Some of these combinatoric electrons may even be heavy flavor

electrons. To remove the heavy flavor signal, we first fit the mass distribution

to a gaussian plus a polynomial, to model both the photonic signal and the

combinatoric background. This allowed us to find the ratio of the signal to

background under the π0 peak. Then an estimate of the combinatoric ∆φ

distribution was found by looking at e−µ pairs where the electron coincides

with a photon, but their mass is above the range of the π0 peak: we used a

range of 0.2−0.4 GeV/c. The ∆φ distribution for these pairs was subtracted

from the photonic signal electron ∆φ distribution after scaling by the ratio

of background to signal. The resultant distributions for Run 6 are shown in
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contribute to the signal. However even if e − µ pairs are created that contain
non-heavy flavor leptons, they will not be charge correlated: the pairs will be
random combinations so there will be as many opposite sign pairs created as
same sign pairs. This means that the like sign subtraction should remove these
sources of background. Independent tests have been made for each possible
background to confirm this.

While none of these backgrounds contributes to the signal region, several are
non-zero to a constant level after like-sign subtraction. These are fit to a straight
line, which is then subtracted from the inclusive distribution. This is done
rather than subtracting the distribution itself because there are large statistical
fluctuations in those distributions. Rather I show that the backgrounds are
consistent with a flat line so that I can just subtract the constant level, and
assign systematic errors based on how closely the distributions match a flat
line.

4.3.1 Correlations with γ-Tagged Electrons

One potential source of background is photonic, rather than heavy-flavor, elec-
trons paired with muons. These electrons would predominantly come from π0
decay, through either π0 → γγ where one γ converts to an electron, or through
π0 → e+e−γ where one of the electrons is detected. These electrons will be
associated with photons of pT > 0.4, and the invariant mass of these pairs will
show a peak at the π0 mass (see Fig 16).
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Figure 16: Invariant mass of e − γ pairs

The e − γ π0 peak was fit to a Gaussian, and all electrons that were associ-
ated with a photon and fell within a ±2σ range of the mean of the gaussian were

18

Figure 5.24: Invariant mass in GeV/c2 of e− γ pairs, showing gaussian fit to
π0 peak plus polynomial fit to background.

Fig. 5.25. The flat line fits are consistent with zero within 2σ, thus showing

this to be an insignificant background as we expected.

5.6.4 Background Subtraction Summary

Only the backgrounds that contributed to the ∆φ distribution at a non-zero

level were subtracted. The backgrounds that were found consistent with

zero did, however, have a systematic uncertainty assigned to them. The sole

background that fit a flat line (Run 6 north punchthrough) was removed by

subtracting the linear fit function from the signal distribution. The Run 8

punchthrough background, which fit a gaussian, was removed by subtracting
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Figure 5.25: Photonic ∆φ distributions for photonic electrons with north arm
muons (top) and south arm muons (bottom). The north distribution fits a
line of −5.43 × 10−10 ± 4.61 × 10−10 and the south distribution fits a line of
1.70× 10−10± 4.37× 10−10, both of which are consistent with 0 given the very
low statistics.
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that fit gaussian from the signal, and errors were propagated accordingly.

We must note one subtraction which we did not do, which is a ZYAM (zero

yield at minimum) subtraction [103]. It is common practice in RHIC dihadron

analyses to define the lowest point in the azimuthal correlation to be the point

of zero jet yield. The pedestal on which the distribution sits is then subtracted

off, shifting the entire distribution downward. This procedure is used to remove

background from the underlying event. In the e−µ analysis, though, we have

already subtracted off the background with the like sign subtraction, as well

as the additional sources described above. Therefore, even though the final

distribution shows a large pedestal in addition to the peak at π, this is part

of the signal of e−µ from charm. This pedestal is predicted from NLO charm

production (see Sec. 6.3.1).

5.7 Consistency Checks

5.7.1 Run 8 p+p Comparison

Ideally, processes in p+p and d+Au collisions would be compared against each

other under exactly the same detector configuration. This is generally possible

if the different collision systems are run in the same year, as upgrades are made

and new detectors are installed during the summer breaks between runs. With

this in mind it was decided that a p+p run would take place immediately after
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the Run 8 d+Au run, and the number of events recorded was comparable to

that recorded during Run 6. Unfortunately, though, many fewer e−µ events

were recorded due to a change in the muon triggers. Rather than separate

north and south 1-deep triggers that had been used previously, these two

triggers were AND-ed and given new, larger scaledown factors. This means

that effectively the e−µ sample from Run 8 p+p is only about a third the size

of that of the Run 6 p+p dataset.

Though it is not a direct contribution to the p+p analysis, the Run 8 dataset

it still useful as a cross check on the e−µ consistency between runs. It is

necessary to see that we have properly corrected for the structural changes

between runs, for example the addition of the HBD support structure that

has caused high backgrounds for electrons. The results of this comparison

can be seen in Fig. 5.26. The like sign subtracted distributions agree within

errors, though there is a small difference between the like sign and opposite

sign distributions on their own. This is not a cause for alarm, because the

inclusive distributions include many backgrounds that are removed with the

like sign subtractions, and these backgrounds may differ with different detector

conditions. Furthermore the difference is reduced when systematic errors are

taken into account.
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Figure 5.26: Run 6 p+p vs. Run 8 p+p north arm distributions for opposite
sign (left) and same sign (right) pairs. The Run 8 data are in magenta on each
plot. Below, comparison of like sign subtracted and background subtracted
Run 6 p+p distribution (black) vs. Run 8 p+p distribution (magenta).
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5.7.2 Pythia Comparison

The final e−µ distributions were also compared with those created using

Pythia simulations, with the settings described in Appendix B. An exact match

is not expected, since Pythia does not simulate higher order charm produc-

tion processes to high accuracy. Nevertheless, the distributions match well in

the peak region (Fig. 5.27). The mismatch on the near side (the plateau in

the data) is most likely due to the contribution from higher order corrections.

Simulations using POWHEG more closely match the data (see Sec. 6.3.1).

5.8 Systematic Errors

Systematic errors on PHENIX data come in three varieties: Type A, uncor-

related point-to-point errors; Type B, correlated point-to-point errors; and

Type C, errors on the absolute normalization [104]. As long as these types

are each uncorrelated, a total systematic uncertainty may be found from their

magnitude:

σsyst =
√

(σsystA)2 + (σsystB)2 + (σsystC)2 (5.10)

and then the total uncertainty is:

σ =
√

(σstat)2 + (σsyst)2 (5.11)
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Figure 5.27: Run 6 p+p data (black) vs. Pythia simulated (magenta) e−µ
pairs as a function of ∆φ for north arm (top) and south arm (bottom).
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The following is a summary of all of the different sources of systematic errors

in the e−µ measurement.

5.8.1 Background Subtraction Uncertainty

Two types of backgrounds factor into the subtraction uncertainty: punchthrough

hadrons and decay muons. The uncertainty must be found for the decay muons

even though they are effectively not subtracted (they fit a flat line consistent

with zero) because there is a plausible reason why they might contribute to

the signal. It is possible to have charge correlated e−µ pairs from decays if

the muon is still part of the charm decay chain. For example, a D might decay

to a K, which then decays to a pion plus a muon. We only know that this is

a zero contribution because we have measured it. This is in contrast to our

measurement of the photonic electron background, which we never expected

to contribute to the signal. Photonic electrons are produced in pairs (from

π0 decay or from γ → e+e−), which means they lose the charge correlation

with the muon even if they are in the charm decay chain. They could only

contribute to the signal if we had made an error in the analysis or had not

properly corrected for detector effects (which was not the case). Therefore to

include the error on the photonic background would be an overestimate of the

total error.

For the backgrounds that fit flat lines, we take the systematic uncertainty to
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Table 5.8: Total Linear Fit Errors

Run and Arm Error Value ∆φ integrated error
Run 6 North 1.15 ×10−8 7.23 ×10−8

Run 6 South 1.07 ×10−8 6.72 ×10−8

Run 8 North 4.30 ×10−8 2.70 ×10−7

be the error of the fit to those lines. If the fit is a flat line consistent with zero,

then each point can be thought of as an independent measure of zero. Then the

standard deviation of this measurement is equal to the error on the flat line fit.

The overall combined linear background errors (decay and punchthrough have

been summed in quadrature) are shown in Table 5.8. These are classified as

Type C uncertainties, since they affect the overall normalization of the results.

The error on the gaussian punchthrough subtraction for Run 8 must be handled

separately. The covariance matrix for the fit was found, it was used in error

propagation via the equation:

σ2 =

[
∂f
∂a

∂f
∂b

]


σ2
a σab

σba σ2
b







∂f
∂a

∂f
∂b


 (5.12)

where f is the fit function and a and b are the parameters used in the fit. The

derivatives of the fit with respect to the parameters were evaluated at each

∆φ bin, giving a σ for each bin. The fit function used is

f =
a

b
√

2π
e

−(∆φ−π)2

2b2 (5.13)
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Because these bin-by-bin errors are uncorrelated, they are classified as Type

A.

5.8.2 Particle ID and Fiducial Cuts Uncertainty

There is uncertainty regarding the efficiency of the particle ID cuts, in that we

do not know exactly how many real electrons and muons each cut removes and

how much background they let in. This is a Type B error, because while it will

not affect each point on the ∆φ histogram individually, it also will not shift

the entire distribution up or down by a normalization factor. This uncertainty

was quantified by measuring the effect of tightening each cut. The acc×eff

was recalculated for each tightened cut, and the new pair yield was measured

and compared with the old. If the yield stays the same, this implies that the

tightened cut only cuts out more real electrons or muons, which the acc×eff

corrects for. However if this yield varies, the old cut still let some background

in. The change in yield is a measure of how effective the cut is. This technique

is used for both the particle ID cuts as well as the fiducial cuts. Included is a

table giving the percentage change in yield upon tightening various cuts.

If each of the particle ID errors was uncorrelated, we could simply add them

in quadrature for the total systematic. As seen in Table 4.2, however, the

muon variables are not entirely independent of each other. For this reason the

systematic error associated with the muon road and track cuts was evaluated
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Table 5.9: Muon Variable Systematic Error

Cut Percentage Change in Yield
Correlated DG0, DDG0, refrad, pδθ, slope north 4.44%
Correlated DG0, DDG0, refrad, pδθ, slope south 5.13 %

MuTR matching Run 6 north 6.38%
MuTR matching Run 6 south 2.86 %
MuTR matching Run 8 north 7.0%

Table 5.10: Electron Variable Systematic Error

Cut Percentage Change in Yield
Correlated n0, n1 5.11%

emc matching 2.70%
dep Run 6 3.11 %
dep Run 8 5.28%

DC φ fiducial 4.97%
DC φ fiducial Run 8 cuts 0.51%

prob 0.95%

using a full error matrix, using the covariances of each pair. The resulting

systematic error is lower than that obtained assuming independence. The

same is true for two of the electron variables, n0 and n1. These have a C value

of 0.765, since they are essentially measuring the same thing. The error for this

pair combined was found taking the correlation into account. In general, the

cut variables are independent of each other if they involve different detectors or

different measurement aspects of the same detector; otherwise the correlation

needs to be accounted for.

The systematic errors found from tightening cuts were generally found to agree
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between Run 6 and Run 8 when the same cuts were used for both runs. In

the few cases in which the cuts changed, the errors needed to be reevaluated.

For example, an additional error was assigned to the fiducial cuts placed to

remove HBD conversion electrons and the PC1 dead area in Run 8. Also, the

cut on dep changed between runs, and had to be reevaluated. This poses some

difficulty in comparing the datasets, for example in the ratio used to find RdA.

The errors that are the same for each run are of course 100% correlated, and

the errors that correspond to a new cut are completely uncorrelated (such as

the HBD fiducial cuts). In the case of the dep cut, which is similar for the run

groups but slightly altered, we approximate the error to be 50% correlated and

50% uncorrelated. In taking the RdA ratio, as described in the next chapter,

systematic errors that are identical between the Run 6 and the Run 8 datasets

cancel.

5.8.3 MuTR Efficiency Systematic Uncertainty

In order to evaluate the systematic effect of dead and hot areas in the MuTR,

we compared the φ distributions of the data versus PISA. For this comparison

the Monte Carlo was weighted according to the pT spectrum used to weight the

PISA for the acc×eff correction. An overlay of data with PISA for the MuTR

φ distribution in the north arm is shown in Fig. 5.28 for Run 6 and Figs. 5.4

and 5.5 for Run 8. The data was normalized to the integral of the Monte

Carlo, and the difference between the integral of the data and the Monte Carlo
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Figure 5.28: MuTR φ distribution in radians for data vs. MC for Run 6 north
arm (top) and south arm (bottom). Data is in blue and MC is in red.

was measured for each octant. The overall percentage differences are given in

Tab. 5.9, and these are used for the Type B systematic error on the matching

of data to Monte Carlo in the MuTR.

5.8.4 Systematic Uncertainty on Trigger Efficiencies

The datasets used in this analysis was selected using the MuID LL1 North

and South Deep triggers. The efficiencies for these triggers to fire on a muon

stopping in either gap 3 or gap 4 of the MuID was used to correct the e−µ

spectrum. The uncertainty on these efficiencies was measured by finding their

variation with respect to different run groups. Efficiencies were calculated
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Table 5.11: Trigger Efficiency Systematic Error

Dataset Trigger Efficiency Uncertainty
Run 6 pp 3.0%

Run 8 dAu gap 4 1.67%
Run 8 dAu gap 3 2.38 %

separately for 20 different run groups for Run 6, but for only 5 different groups

for Run 8 (due to very little variation being found). The total uncertainties

are shown in Table 5.11.

5.8.5 Systematic Uncertainty on PISA eff×acc Calcula-

tion

The single particle acc×eff values were calculated using a PISA simulation of

single electrons and muons. The particles were thrown with a flat distribution

in pT , and were then weighted before analysis with a realistic pT spectrum

(taken from the measured PHENIX heavy lepton spectra). In order to study

the uncertainty due to the eff×acc corrections, the difference was found be-

tween the values from the pT weighted leptons and those without the weighting

applied. This difference was found to be 2.0% for muons and 1.6% for electrons.

However, this is too large as a measure of systematic uncertainty, because this

assumes the weighting function used is wrong by a maximal amount. For a

more realistic measure of the uncertainty, we use half of these values: 1.0% for

muons and 0.8% for electrons.
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Table 5.12: Total Summed Type B Errors

Dataset Total Type B Uncertainty
Run 6 pp north 11.99%
Run 6 pp south 10.62%

Run 8 dAu north 12.81 %

5.8.6 Systematic Uncertainty on Run to Run Uncer-

tainty

Another source of systematic uncertainty comes from the run to run variation

in muon yields and electron yields. Because the acc×eff corrections are usu-

ally only calculated for one run, the corrections for subsequent runs may be

slightly wrong due to variations in acceptance. To measure this, the octant

by octant yield in the MuTR was examined as a function of run group. A

variation in yield of not more than 2% was found. Because this coincides with

previous measures of run to run variations using J/Ψ yields, we used this as

the systematic uncertainty.

5.8.7 Total Type B Uncertainty

All uncertainties unrelated to background subtraction are Type B uncertain-

ties, and were added in quadrature for each dataset analyzed. The resulting

error is found in Table 5.12.
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5.8.8 Effect of Mean η Shift on Yield

Differences in dead regions in the MuTR and MuID do more than simply re-

duce the number of pairs observed: they can slightly shift the physics. Because

the muon detectors cover the forward region, asymmetrical dead areas can ef-

fectively shift the mean η at which muons are found, and therefore the mean η

of e-µ pairs. The pairs will then correspond to charm production in a slightly

different kinematic region, and because both production and suppression de-

pend on the rapidity this could lead to observational effects.

Ideally, the mean η for both datasets and also for the Pythia simulations

would be the same. In reality there are slight differences though, as shown

in Tab. 5.13. Based on Pythia simulations, the yield differences for different

mean η values were also calculated. A realistic η spectrum was modeled, and

the differences in yield at the mean η of each of the datasets were found. This

differences happened to be less than 1%. Because of this we do not expect

the different mean η values to change the value of RdA. The actual mean η

of the measurement is reported with the result. As a sidenote, the mean η of

the electrons is almost exactly 0 due to the more symmetric acceptance of the

central arms, so in that case this analysis is unnecessary.
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Table 5.13: Mean |η| Values for Datasets

Dataset Mean |η| Percentage Change in Yield
Pythia north 1.732
Run 6 north 1.746 -0.622%
Run 8 north 1.749 -0.758%
Pythia south 1.732
Run 6 south 1.727 0.216%
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Chapter 6

Results and Discussion

6.1 Final Heavy Flavor e−µ Correlations

After all corrections are made to both the signal and the background ∆φ

distributions, each non-zero background distribution is subtracted:

1

Nevt

dN eqµQa

d∆φ
=

∫
∆φ Mixq,Q,a (∆φ)

2πεeε
Q,a
µ Nevt

Realq,Q,a (∆φ)

Mixq,Q,a (∆φ)

−
∫

∆φ Mixpq,Q,a (∆φ)

2πεeε
Q,a,p
µ Nevt

Realpq,Q,a (∆φ)

Mixpq,Q,a (∆φ)
(6.1)

where εe is the electron acceptance×efficiency and εQ,aµ is the charge- and arm-
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dependent muon acceptance×efficiency. The quantities with “p” superscripts

are those distributions and efficiencies for punchthrough hadrons. The sub-

tracted e−µ distributions, including systematic errors, are shown in Figs. 6.1, 6.2,

6.3, and 6.4. The distributions are fit with wrapped gaussian functions with

a linear offset, of the form

fgaus(x) = C +
A

σ
√

2π
e

(x−π)2

2σ2 (6.2)

A list of the fit parameters and their uncertainties is given in Tab. 6.1. North

and south Run 6 distributions are consistent with each other. The Run 8

distribution is not obviously a gaussian, and in fact fits a flat line equally well

(p values of 0.23 for the gaussian and 0.26 for a line). For the gaussian fit, the

error on σ was found first assuming a symmetrical error, then relaxing that

assumption. The symmetrical error is shown in Table 6.1. The asymmetrical

error was found to be +0.921 −0.640.

A comparison of Run 6 p+p vs. Run 8 d+Au is shown in Fig. 6.5. In order

to compare the two datasets, the Run 8 distribution is scaled by Ncoll, the

number of binary collisions in minimum bias d+Au collisions. This is the

factor by which hard processes are expected to scale in heavy ion collisions, in

the absence of medium-induced and other effects. The value of Ncoll for the

d+Au dataset was found to be 7.59 [105].
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Table 6.1: Fit parameter values, with their errors, for each dataset. Both a
gaussian fit and a flat line fit to the Run 8 north dataset are shown.

Dataset C C err σ σ err A A err
Run 6 p+p north 1.77× 10−8 5.10× 10−9 0.921 0.318 7.84× 10−8 3.01× 10−8

Run 6 p+p south 2.29× 10−8 3.88× 10−9 0.883 0.195 8.58× 10−8 2.26× 10−8

Run 8 d+Au north 1.05× 10−7 1.77× 10−8 0.968 0.840 8.53× 10−8 9.92× 10−8

Run 8 d+Au flat 1.17× 10−7 9.33× 10−9

One may wonder if a more detailed study of e−µ pairs may have been done

by breaking up the distributions into bins in pT and centrality (a measure of

how head-on the collision is). While this may have helped to better illustrate

the influence of cold nuclear matter effects on the d+Au distributions, the

statistics proved to be too low to extract much information from binned data.

For this reason an inclusive distribution was decided on as the final result.

6.2 Calculating the Cross Section and RdA

6.2.1 Derivation of Measured Quantities

A useful measure of a rare process in particle collisions is given by the cross

section. It has dimensions of area and is often given in units known as “barns”,

which are defined as 1 barn = 10−28 m2. The cross section is related to the

likelihood that a scattering process will occur. The total inelastic cross section

of a proton-proton collision at
√
s = 200 GeV is approximately 42 mb.
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Figure 6.1: Background subtracted Run 6 north arm e−µ pairs. Data is from
p+p collisions at 200 GeV. The kinematic range used is electron pT > 0.5, muon
pT > 1.0, electron rapidity between−0.5 < η < 0.5 and muon rapidity between
1.4 < η < 2.1. Error bars show only statistical error. The combination of
punchthrough and decay muon systematic error shown with filled box. The
other systematic errors combined give an overall error of 11.99%. Gaussian fit
gives σ = 0.921± 0.318.
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Figure 6.2: Background subtracted Run 6 south arm e−µ pairs. Data is from
p+p collisions at 200 GeV. The kinematic range used is electron pT > 0.5, muon
pT > 1.0, electron rapidity between−0.5 < η < 0.5 and muon rapidity between
−2.1 < η < −1.4. Error bars show only statistical error. The combination of
punchthrough and decay muon systematic error shown with filled box. The
other systematic errors combined give an overall error of 10.62%. Gaussian fit
gives σ = 0.883± 0.195.
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Figure 6.3: Background subtracted Run 6 north+south arm e−µ pairs. Data
is from p+p collisions at 200 GeV. The kinematic range used is electron pT >
0.5, muon pT > 1.0, electron rapidity between −0.5 < η < 0.5 and muon
rapidity between −2.1 < |η| < −1.4. Error bars show only statistical error.
The combination of punchthrough and decay muon systematic error shown
with filled box. The other systematic errors combined give an overall error of
10.16%. Gaussian fit gives σ = 0.897± 0.177.
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Figure 6.4: Background subtracted Run 8 north arm e−µ pairs. Data is
from d+Au collisions at 200 GeV. The kinematic range used is electron pT >
0.5, muon pT > 1.0, electron rapidity between −0.5 < η < 0.5 and muon
rapidity between 1.4 < η < 2.1. Error bars show only statistical error. Linear
background systematic error shown with filled box, gaussian punchthrough
subtraction error shown with empty boxes. Other systematic errors combine
to give an overall error of 12.81%.
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Figure 6.5: Run 6 north (blue) vs. Run 8 north (magenta) scaled by Ncoll =
7.59. Systematic subtraction error for Run 6 is shown by blue band, error for
Run 8 by red band. Empty boxes show punchthrough subtraction error on the
d+Au, error bars are statistical errors.
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In order to find the cross section for interaction processes, we must know a

quantity called the luminosity, which is the number of interacting particles per

unit area per unit time. It is related to the cross section by

dNX

dt
= LσX (6.3)

Where dNX

dt
is the scattering event rate for process X, L is the luminosity, and

σ is the cross section for process X. This can also be written as

σX =
NX

L̂
(6.4)

Where L̂ is the time-integrated luminosity, in units of [cm−2]. The integrated

luminosity is calculated by RHIC for the given run period. However, PHENIX

does not see all of this luminosity due to inefficiencies in the detector response.

The effective luminosity that PHENIX sees is

L̂eff =
N tot
BBC

σBBC
(6.5)

Where N tot
BBC is the total number of events recorded to the BBC, and σBBC is

the BBC cross section. For Run 6, the BBC cross section was 23 ± 2.3 mb.

Thus, to find the cross section of e−µ pairs as a function of rapidity, we can

write,
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dσe−µunbiased

dy
=
σBBC
N tot
BBC

dN e−µ
unbiased

dy
(6.6)

Note, however, that this relation applies only to an unbiased measure of the

number of e−µ pairs as a function of rapidity. In reality we have an unavoid-

able trigger bias that we must correct for. Up until this point, the number of

e−µ pairs has been corrected for acceptance and efficiency, as well as for the

muon trigger efficiency. The muon trigger, though, is ANDed with the BBC

LL1 trigger, which ensures that an actual collision took place when the track

was detected. Because not all e−µ tracks fire this trigger, we must account

for the fraction that are missed when finding the overall cross section. The

BBC efficiency for hard processes is found by calculating the number of hard

scattering events that occur with the BBC trigger firing, and dividing by the

total number of hard scattering events. Ideally this calculation would be done

with heavy flavor muons, however no muon-triggered data was recorded with-

out requiring the BBC. Events with other high pT particles should cause the

BBC to fire a similar fraction of the time. In a study involving high pT π
0s in

Run 6, the BBC LL1 trigger fired for 78% ± 3% of events, and this is what

we’ll use for the BBC efficiency εBBChard [106]. Finally we arrive at the final

equation for the cross section,

dσe−µ

dy
=
σBBC
N tot
BBC

CBBCbiasdN
e−µ
biased

∆y
(6.7)
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Where CBBCbias = 1/εBBChard = 1.28 and σBBC = 23.0 ± 2.2mb as determined

during Run 3, the latest data available [107], [108].

When analyzing d+Au data it is not usual to determine the cross section.

Rather, we measure the deviation from the scaled p+p yields using RdA, which

is defined as follows:

RdAu =
dNdA

< TdA > ×dσpp
(6.8)

where TdA is the nuclear thickness function for deuteron-gold collisions, NdA is

the yield in d+Au, and σpp is the cross section of the process in p+p collisions

[13]. TdA is the factor by which the cross section in p+p is multiplied to give

the yield in d+Au, NdA
hard = TdAσ

pp
hard. The average value of TAB for an arbitrary

heavy ion collisions of A with A nucleons and B with B nucleons is

< TAB >=

∫
TAB(b)d2b∫
d2bd

2σAB

d2b

=
AB

σAB
(6.9)

where b is the impact parameter, which is the distance between the centers of

the two nuclei when the two centers lie in a vertical plane at the moment of

collision (for more details see [109]). σAB is the total inelastic cross section.

For d+Au,
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< TdA >=
2× 197

σdA
= 179.9b−1 ± 12.4b−1 (6.10)

where σdA is calculated to be 2.26±0.16 b based on a measurement from RHIC

Run 3 in 2003 [110]. The other input required to find RdA is dN
dy

, which is

given by

dN e−µ

dy
=
cbiasN

e−µ

NMBε∆y
(6.11)

where ε is the overall acceptance×efficiency correction, ∆y is the width of the

rapidity window used, and cbias is the overall bias factor. This is defined as

cbias = 1/hard scattering events triggered by BBC
1/fraction of events counted

. The top ratio corrects for the ineffi-

ciency of the BBC to fire on the type of hard scattering events we are studying.

Because no data was available on how often the BBC fires for muon events,

we used the ratio for hard scattered pions, which is 0.78 as stated above. The

bottom factor is the fraction of the total cross section recorded by the BBC

minimum bias triggers. The bias factor corrects to the true number of events

that occured, and also the true number of e−µ events that took place. This

factor is found to be equal to 0.889 ± 0.001 for Run 8 [105] and equal to

0.696± 0.069 for Run 6 [95].

RdA is a measure of particle yield suppression relative to the p+p baseline, see

Sec. 1.5. This quantity is useful for determining the magnitude of cold nuclear
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matter effects on charm in d+Au collisions.

6.2.2 Results for e−µ cross section in p+p

The e−µ production cross sections may be found from the total integrated

number of pairs per minimum bias event. For Run 6 north and south arms,

these values are:

Npairs north

NMB

= 1.90× 10−7 ± 7.98× 10−8(stat.)± 8.15× 10−8(syst.) (6.12)

Npairs south

NMB

= 2.14× 10−7 ± 7.47× 10−8(stat.)± 7.43× 10−8(syst.) (6.13)

and for Run 8 north arm this is:

Npairs north

NMB

= 7.44× 10−7 ± 2.87× 10−7(stat.)± 2.80× 10−7(syst.) (6.14)

The Run 6 yields give cross sections (using Eq. 6.7):
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dση=0.87

dy
= 7.99± 3.36(stat.)± 3.43(syst.)nb (6.15)

dση=−0.87

dy
= 9.00± 3.14(stat.)± 3.12(syst.)nb (6.16)

The cross sections given are specific for the kinematic range used in the anal-

ysis: pT > 0.5 for electrons, pT > 1.0 for muons, and they are reported for

a mean of η = 0.873 for pairs in the north arm and η = −0.875 for pairs in

the south arm. The rapidity window over which the cross section is evaluated

must be chosen, and for this we used the width of the window for the muons,

∆η = 0.7. Because electrons and muons are light particles, rapidity is almost

identical to the pseudorapidity, so here we approximate η ≈ y.

6.2.3 RdA Measurement

RdA was measured using the yield values in Sec. 6.2.2 and the correction factors

in Sec. 6.2.1. The yields for the north arm Run 8 d+Au distribution were

compared with those of the north arm Run 6 p+p distribution. A comparison

of results from the same Muon Arm were used, rather than a comparison

with the combined north and south Run 6 distribution, to limit systematic

uncertainties: many of the uncertainties for the north arm are common to
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Figure 6.6: Comparison of RdA for electron-muon pairs with that of J/Ψ pairs
as a function of rapidity. The e−µ point is labeled and shown in a red circle.
From [111].

both datasets, and cancel when taking the ratio. Using Eq. 6.8, we get that

for forward rapidity charm pairs,

Re−µ
dA = 0.678± 0.387(stat.)± 0.395(syst.) (6.17)

A comparison of the e−µ RdA point with the existing Run 8 J/Ψ measurement

RdA results is shown in Fig. 6.6.
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6.3 Comparing e−µ Results to Simulations

6.3.1 Charm Production Process Contribution

Information on the charm production processes responsible for e−µ pairs can

be found by comparing the results to an NLO simulator. For this we use

POWHEG, interfaced with Pythia to simulate showering (see Sec. 2.6.2). It

attempts to simulate all charm processes, specifically gluon fusion, flavor ex-

citation, and gluon splitting, in realistic ratios. This is in contrast to Pythia,

which includes these processes as corrections, making it impossible to deter-

mine the level at which they contribute.

Plots of like sign subtracted e−µ pairs from POWHEG, are shown in Fig. 6.7.

Gluon fusion events were determined to be those that involved a simple 2→ 2

scattering of two gluons to two heavy quarks. Flavor excitation and gluon

splitting events included one or two initial state gluons and two heavy quarks

in the final state, as well as a final gluon. It was impossible to tell the difference

between these two processes, though, because the Les Houches format output

file does not include information on whether both quarks were produced in

the final state or if one split in the initial state. Furthermore, it is possible

that some gluon fusion events with final state gluon radiation were included

in this sample. It is clear from this that gluon fusion without initial gluon

radiation is only a minor contribution. The other processes contribute to the
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Figure 6.7: ∆φ distributions for contributions to POWHEG charm e−µ pairs
(clockwise from top left): inclusive, gluon fusion, and combination of flavor
excitation and gluon splitting.

flat plateau far from ∆φ = π, a feature that can also be seen in the data. Gluon

fusion account for approximately 16% of the total e−µ production, while the

combination of flavor excitation and gluon splitting comprises the rest.

When the POWHEG e−µ distribution is compared to those from the p+p

data, the relative levels of the far side peak and the near side plateau nearly

match (Fig. 6.9). This means it is likely that POWHEG is properly simulating

the charm production mechanisms which result in forward rapidity e−µ pairs.

In this plot the POWHEG is normalized to the integral of the data: unlike
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Pythia, it is difficult to absolutely normalize POWHEG because it does not

provide a process cross section. For a comparison to Pythia (which is abso-

lutely normalized, using a K factor of 3.5), we show the comparison to data

we previously found in the last chapter (Fig. 6.8). The POWHEG distribution

matches the plateau seen away from ∆φ = π, while the Pythia does not. A

Kolmogorov statistical comparison test was performed on the distributions,

comparing the likelihood that the data distributions match either the Pythia

or the POWHEG distributions. Using this it was found that the POWHEG

is a more likely match.

6.3.2 Charm
√
< k2

T > Determination from Pythia

The intrinsic transverse momentum of a parton relative to its hadron is known

as kT . The presence of a random transverse momentum causes an inbalance

in the hard scattering process, which can be seen as a broadening of the an-

gular width of the jet spectrum. PHENIX has previously used an analysis of

dihadron correlations to estimate the spread in kT values for various trigger

and associated pT s [112].

To estimate the < kT > for charm quark pairs, we have run Pythia simulations

with various values of < kT > preset. These simulations were run with the

setting MSEL = 4, so effectively only gluon fusion processes are analyzed.

While this is not an exact model of the data, gluon fusion processes contribute
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Figure 6.8: Run 6 p+p data (filled blue) vs. Pythia simulated (open magenta)
e−µ pairs for north arm (top) and south arm (bottom). The Kolmogorov
comparison test gives a probability of ≈ 0.
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Figure 6.9: Run 6 p+p data (black) vs. POWHEG simulated (magenta) e−µ
pairs for north arm (top) and south arm (bottom). Kolmogorov probability
for north = 0.66, for south = 0.40.



Chapter 6: Results and Discussion 209

Table 6.2: < kT > estimate for gaussian widths from data

Dataset width estimated < kT > 90% confidence interval
Run 6 North 0.921 1.457 0.15 < kT < 3.35
Run 6 South 0.883 1.133 0 < kT < 2.095

Run 6 Combined 0.897 1.250 0 < kT < 2.228

solely to the peak, while the other processes contribute mostly to the broad

plateau. This means the broadening of the peak will be in a large part due

to < kT > smearing in fusion processes. Futhermore, we had to use Pythia

because it is not possible to set the value of kT in POWHEG. Four values

of < kT > were set and simulations run for each value. Then the away side

width was found using a gaussian fit, and the widths were found to depend

linearly on < kT > (see Figs. 6.10, 6.11). The measured widths of the gaussian

distributions of the Run 6 data were then used to calculate the corresponding

< kT >, along with the 90% confidence interval using an uncertainty analysis

as in [113]. The kT value matching the measured σ was found from a linear

regression of the form σ = akT + b, and the reported ranges take into account

the correlation of the a and b fit parameters. These results are shown in Table

6.2.

6.3.3 Bottom Contribution

Bottom quark production is also expected to produce e−µ pairs, though not

with the same azimuthal distribution as those produced from charm. This
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Figure 6.10: Like sign subtracted ∆φ distributions for various values of kT ,
fit to wrapped gaussians. RMS values: top left, kT = 0.5 and σ = 0.806, top
right, kT = 1.5 (standard Pythia value) and σ = 0.930, bottom left, kT = 2.0
and σ = 0.940, and bottom right, kT = 3.0 and σ = 1.163.
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Figure 6.11: Away side width (Gaussian σ) vs. intrinsic kT . Fits a functional
form of σ = 0.752 + 0.116kT .

is because often two semileptonic decays are involved, those of the original

B mesons and also those of their D meson daughters. We have previously

been assuming that all opposite sign pairs are signal, and like sign pairs are

background. This is not necessarily the case for e−µ pairs from B decay, given

that up to four e−µ combinations are created for every bottom pair: some of

these will be like sign. The multiple semi-leptonic decays also tend to smear

out the angular distributions, which look much different than the distributions

for pairs from charm. The opposite sign and like sign distributions for e−µ

pairs from bottom are shown in Fig. 6.12.

Because the analysis procedure does not isolate bottom, only charm, it is not

correct if bottom is a major contributor to the pairs. Recent measurements

using heavy flavor electrons [81], [114] show that the fraction of heavy flavor
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Figure 6.12: Opposite (blue) vs. same sign (red) ∆φ for e−µ pairs from bottom
events, POWHEG (unscaled).

electrons from bottom levels off at around 50% for high pT . However for the

measured e−µ pairs not more than 3% have pT > 3.0, and for this momentum

range the fraction of bottom is much lower. Studies using both Pythia and

POWHEG have shown that bottom e−µ distributions are of the order 102

lower in yield than those from charm (see Fig. 6.13). Because the uncertainty

from the bottom yield is small enough to be within systematic uncertainty, we

can neglect this contribution.

6.4 Interpretation of Results

We have found that e−µ pairs are suppressed in d+Au collisions relative to

p+p, and the away side peak has essentially disappeared. Although this is the
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Figure 6.13: Like sign subtracted e−µ ∆φ correlations from Pythia, charm
gluon fusion (blue) vs. bottom gluon fusion (magenta).

first study at RHIC of forward charm correlations, related results have been

found using hadron correlations. STAR finds hints of away side disappearance

and broadening in forward-central hadron correlations [115], while PHENIX

finds a minimal effect [52]. A larger effect has been seen in forward-forward

hadron pairs, where the effective pair rapidity is much larger [116]. All RHIC

experiments have confirmed suppression of single particles at forward rapidities

(see Sec. 1.5).

The most popular current theory to explain forward suppression is the CGC

model, discussed in Sec. 1.4.2. Effects are predicted to be large only at very low

x, generally x < 0.01. To determine the x range seen in this analysis, a study

was done using Pythia charm production to plot the inital parton x values for

events producing e−µ pairs. The results are shown in Fig. 6.14. The mean x
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Figure 6.14: x ranges for partons resulting in forward e−µ pairs. Vertical axis
corresponds to particle in backward-going parton, horizontal to forward-going
parton.

of the struck backward-going parton, corresponding to the parton in the gold

nucleus in a d+Au collision, is 0.0199 ± 0.0003. This puts it slightly outside

the kinematic range of CGC effects. However, Kharzeev postulates that there

is a transition region between CGC dominated and hard scattering dominated

regimes, where intermediate effects are seen [117]. In this “region of extended

scaling,” the away-side jet may not be totally replaced by gluon emission (as

in the CGC framework), but might just become somewhat decorrelated due

to gluon radiation. This effect would be especially enhanced with rapidity-

separated pairs, because gluon radiation is proportional to ∆y. Forward charm

suppression may also be explained by final state multiple scattering, which

predicts charm suppression to be of the same order of magnitude as that of

light quarks [69].
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It is not clear we have enough information to determine why the away-side

peak disappears for e−µ pairs in d+Au. While CGC effects may be responsi-

ble, it is also possible that charm production processes are different in d+Au as

compared with p+p. The POWHEG results show that if production is dom-

inated by flavor excitation and gluon splitting processes, a flat spectrum in

∆φ would result. The reason why these processes would be enhanced relative

to gluon splitting in cold nuclear matter is unknown, though. Clearly more

theoretical studies will have to be done on this issue.



216

Chapter 7

Conclusions

The purpose of this thesis has been to describe the first electron-muon analysis

made at RHIC. Because it is a clean measurement with low background, e−µ

pairs have long been predicted to be a clear indicator of charm production,

and we have shown this to be the case. When the first measurements demon-

strating charm energy loss and flow were made at RHIC, interest in charm

as a probe of the QGP increased greatly. While it is possible to accurately

measure charm using single electrons at PHENIX, such a clean measurement

of charm correlations has not previously been made. Correlations yield addi-

tional information that cannot be obtained from single particle measurements

alone in all three systems that are studied at RHIC. In p+p collisions, the

shape of the angular correlation is dependent on the QCD processes by which

charm is produced, as well as by the initial transverse momentum (kT ) of the

charm quarks. Modifications to the correlation shape can be seen in d+Au
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collisions, where initial state shadowing may cause suppression of the away

side jet. Finally, the comparison of heavy ion collisions with d+Au will show

the additional final state effects of the hot medium on the jet shape. Taken to-

gether, these measurements will show the full range of effects acting on charm

in both cold and hot nuclear matter.

The results for e−µ in p+p collisions agree with the predictions from POWHEG,

which models higher order charm production processes. Instead of only ob-

serving an away side peak, as expected from simple gluon fusion processes, we

see a broad plateau-like structure, indicating that processes involving initial

and final state gluon radiation are important. This structure is not seen in

Pythia simulations of e−µ pairs, which indicates that higher order processes

must be accurately taken into account to describe the production of charm

pairs.

Interpreting the d+Au results is a bit more difficult. The measured RdA is con-

sistent with that measured for forward J/Ψ and single muons [95] [111]. This

indicates that the level of supression at the intermediate rapidity range studied

is more consistent with that of higher rapidities, rather than the Cronin en-

hancement seen in the open charm spectrum at central rapidity [118]. There

is also a significant disappearance of the away side peak in the d+Au corre-

lation, the degree of which is somewhat unexpected. It could indicate pair

suppression, as well as disassociation of pairs in the cold nuclear matter. It

could also be due to a shift in charm production mechanisms relative to p+p
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collisions. A detailed theoretical study would help disentangle these effects.

A natural extension to this study will be the analysis of e−µ pairs in Au+Au

collisions. The interaction of charm jets with the QGP may yield information

on charm energy loss effects through a modification of the jet shape, similar

to what is seen with hadron correlations. Observations of an extended ridge

in ∆η and double-hump Mach cone-type structures in charm jets could yield

new insight into the causes of these effects, already seen in other jet studies.

It will be interesting to see if any jet structure is visible, given the large away

side jet suppression already evident from the d+Au data.

Studies have already been done in Au+Au using electron-hadron correlations

[97] [119], but due to the large background in these measurements it is hard

to interpret the results. While e−µ is a cleaner measurement, it is currently

limited due to the vertex resolution of the PHENIX muon detectors. For-

tunately, however, the accurate measurement of heavy flavor electrons and

muons will soon be vastly improved due to the addition of the Silicon Vertex

Tracker (VTX) and the Forward Vertex Tracker (FVTX). These two detectors

are designed to measure displaced vertices due to heavy flavor decay. They

do this by making very precise measurements of tracks close to the interac-

tion region. If a D meson decays to a lepton, the lepton originates at a point

removed from the event vertex because the D traveled before it decayed. The

silicon detectors will be able to increase the precision of track reconstruction

to a point where these offsets will be measureable. Then heavy flavor electrons
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and muons may be tagged, greatly reducing combinatoric background. With

this heavy flavor tagging, a study of e−µ in Au+Au will be possible.
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Appendix A

Derivation of Decay Muon

Quantities

To estimate the systematic uncertainty due to the decay muon subtraction,

we need to calculate the fraction of muons we see using the method outlined

in Sec. 5.6.1. The decay portion of the e−µ spectrum forms a triangle when

plotted with respect to the event vertex because of the long lifetime of the

parent hadrons (see Fig. A.1). After subtracting near pairs from far pairs, we

are left with a sample of pure decay pairs, though it is only a fraction of the

total. This fraction is dependent on the zero point of the decay triangle, where

decay muons cease to be produced.

To find the zero point, we start with the assumption that hadrons that produce
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Figure A.1: Diagram of e−µ pairs vs. event vertex, showing postions of vertex
cuts and muon absorber. The distribution between 0 cm < zvtx < 25 cm is
shown shifted over the distribution between −25 cm< zvtx < 0 cm to illustrate
the subtraction.

decay muons are pions. This is because pions are most numerous, and they

have a larger cτ than kaons, leading to a lower limit on the fraction seen

(and an upper limit on the error). If collisions can occur within a range,

−Zmax < z < Zmax, then the probability for a pion to be produced in this

range is Pπ = 1
2Zmax

. When this is multiplied by the probability for that pion

to decay to a muon we have the total probability as a function of vertex for a

decay muon to be produced:

Pµ(z) =
1

2Zmax

∫
dz

1

λd
e
− z−zmax

λd (A.1)

where λd is the decay length of a muon. To find the point where the rate of
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muon decay goes to 0, we can solve for where the probability to decay is equal

to 0:

1

2Zmax

∫ Z0

Zmax

dz
1

λd
e
− z−zmax

λd = 0 (A.2)

1

2Zmax

(
−e−

Z0−Zmax
λd + e

−Zmax−Zmax
λd

)
= 0 (A.3)

Z0 − Zmax
2Zmaxλd

= 0 (A.4)

Z0 = Zmax (A.5)

Here we assume that λd >> Zmax, which is reasonable since cτ ≈ 7.8 m. Pions

can be created in any range between the first two forward absorbers, which

are at Zmax = ±40 cm. This is not the whole story though, since pions are

not immediately absorbed in the steel - rather, they get absorbed with an

interaction length λi ≈ 16 cm. Since pions can decay within the absorber, we

take the vertex position where muons stop being emitted to be 16 cm within

the absorber, or at ±56 cm along the PHENIX z axis.

By assuming that no pions remain after they have passed a decay length

into the absorber, this calculation neglects the decay muons that come from

punchthrough hadrons. This is thought to be a small contribution, though:

relatively few hadrons punch through the absorber, and only a small fraction

of those will go on to decay. Therefore we have neglected these decay muons.

To find the fraction of muons we see after the near side subtraction, we can
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again refer to diagram A.1. The subtraction removes all of the non-vertex

dependent pairs, as well as many of the decay muons. To find the fraction of

decays we measure, we first find the area of the rhombus left when subtracting

the area of the near side trapezoid from that of the far (indicated by the dotted

line on the diagram):

A1 = 0.25

(
h+ x

2

)
− 0.25

(
x+m

2

)
(A.6)

A1 =
1

8
(h−m) (A.7)

A1 = 0.0775h (A.8)

Here we have switched to measurements in meters, rather than centimeters.

Then we need to find the total amount of decay pairs, bounded by the range

-25 cm < z < 25 cm, which is required by the vertex cuts. We use that

m = 0.38h from similar triangles:

A2 = 0.5

(
h+m

2

)
(A.9)

=
1

4
(h+ 0.38h) (A.10)

= 0.345h (A.11)

When we take the ratio A1

A2
we get 0.225, meaning that this procedure isolates

22.5% of the decay muons in our data sample. The final result is then scaled

up by this factor.
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Appendix B

Pythia Settings

The comparisons to Pythia made in this analysis were mainly done with Pythia

run in charm production mode. This allowed more efficient production of e−µ

events than regular minimum bias hard scattering mode. However it does

tend to overemphasize gluon fusion events. For this reason, distribution shape

comparisons were made using POWHEG, which more accurately simulates

NLO effects.

Pythia settings were chosen based on those used in previous PHENIX heavy

flavor simulations, especially [81]. The settings were tuned to match with

previous heavy flavor results. The K factor was determined to best scale

the Pythia normalization to the single electron results to the gluon fusion-

generated Pythia charm electrons.
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Table B.1: Pythia Settings

Parameter Setting Description
MSEL 4 Type of hard process: charm production

(gluon fusion and qq̄ → QQ̄)
MSTP(51) 7 Use CTEQ5L PDF set
MSTP(91) 1 Use gaussian distributed intrinsic kT
PARP(91) 1.5 Value of < kT >
MSTP(33) 1 Use K factor
PARP(31) 3.5 Value of K factor
MSTP(32) 4 Use Q2 = s as hard scattering scale
PARP(93) 5.0 Maximum value of kT in GeV/c
CKIN(3) 1.0 Minimum value of parton pT
PMAS(4) 1.25 Charm quark mass in GeV/c2

MSTP(82) 4 Multiple interactions consistent with
gaussian matter distributions

PARP(84) 0.4 Core nuclear radius
PARP(85) 0.9 Probability for additional interactions to give

two color connected gluons
PARP(86) 0.95 Probability for additional interactions to give

PARP(85) condition or closed gluon loop
PARP(90 0.25 Power of energy rescaling term
PARP(67) 4 Maximum parton virtuality scale factor
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Appendix C

Kinematic Variables

One of the kinematic quantities most commonly used to describe heavy ion

collisions is the rapidity, y. It is given by,

y =
1

2
ln

(
E + pz
E − pz

)
(C.1)

where E is the energy and pz is the longitudinal momentum of the particle

[120]. The rapidity can be either positive or negative, depending on the di-

rection of motion of the particle and the coordinate system. The benefit in

describing a trajectory in terms of rapidity rather than longitudinal angle is

that the values of rapidity measured in different reference frames are simply

related by an additive quantity.

When a track is measured in a detector, the energy and/or momentum may
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be unknown if the particle has not been identified. If we know nothing about

the particle other than its angle relative to the beam, we may describe it using

the pseudorapidity variable, η. It is defined as,

η = −ln[tan(θ/2)] (C.2)

where θ is the longitudinal angle relative to the beam. This may be written

in terms of momentum as

η =
1

2
ln

( |p|+ pz
|p| − pz

)
(C.3)

where |p| is the magnitude of the momentum. Because it may be measured

experimentally, η is used more often in RHIC experiments than y. However,

in the limit of large momentum |p| ≈ E, rapidity and pseudorapidity converge

to the same value.
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