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Abstract. The production of electron pairs with pT between 1 and 5 GeV/c
and m < 300 MeV has been measured at mid-rapidity in

√
sNN = 200 GeV

p+p and Au+Au collisions by the PHENIX experiment at RHIC. A significant
excess above the hadronic background was observed in both p + p and Au+Au
collisions. Treating the excess as internal conversion of direct photons, the
direct photon yield in Au+Au was found to be enhanced compared to the
binary-scaled p + p yield. The enhancement is consistent with an exponential
inverse slope of 221±23±18 MeV and predictions from hydrodynamical models
with initial temperature between 300 and 600 MeV at formation times of 0.6–
0.15 fm/c.
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1. Introduction

A multitude of results from the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory (BNL) indicates the creation of a high-density, thermalized
medium in ultra-relativistic collisions of heavy ions [ 1]. Such a medium is expected
to radiate thermal photons [ 2], which, once produced, leave the medium unscathed.
Thermal photons from the partonic phase of the collision are predicted to dominate
the direct photon spectrum in the transverse momentum (pT ) range of 1–3 GeV/c
as illustrated in Fig. 1 [ 2]. However, here direct photons are submerged in a back-
ground of hadronic decay photons, mainly from the π0 and η. This background
constitutes a major experimental challenge in the conventional, calorimeter-based
measurement. It can be overcome, though, by measuring low-mass electron pairs in
a mass range where electron pairs from the π0 Dalitz decay do not contribute [ 3].

http://arxiv.org/abs/0906.1746v1
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Fig. 1. Direct photon sources at RHIC
[ 2].
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Fig. 2. Illustration of the pair yield
mass dependence for direct photons as
well as for π0 and η Dalitz pairs.

The electron-pair yield above the hadronic background can be treated as internal
conversion of direct photons [ 4].

2. Internal Conversion Method

Any source of high-energy photons also emits virtual photons with very low mass
[ 4]. Those virtual photons then convert to low-mass e+–e− pairs, which can be
measured (Internal Conversion Method). The pair yield per direct photon falls with
the pair mass as:

d2nee

dm
=

2α

3π

1

m

√

1 − 4m2
e

m2

(

1 +
2m2

e

m2

)

Sdnγ . (1)

Here α is the fine structure constant, me and m are the masses of the electron and
the e+–e− pair, respectively, and S is a process dependent factor that goes to 1 as
m → 0 or m ≪ pT . Equation 1 also describes the relation between photons from
hadron decays (e.g. π0, η → γγ, and ω → γπ0) and e+–e− pairs from Dalitz decays
(π0, η → e+–e−γ and ω → e+–e−π0). For π0 and η, the factor S is given by S =

|F (m2)|2(1− m2

M2

h

)3 [ 5], where Mh is the meson mass and F (m2) is the form factor.

Figure 2 illustrates the pair yield mass dependence for direct photons as well as for
π0 and η Dalitz pairs. The cut-off of the π0 pairs at the π0 mass can be exploited
to increase the signal-to-background ratio from 10%, where it is comparable to the
systematic uncertainty and therefore not significant, to 50%, making a significant
measurement possible. Since the measurement at low pT is systematics limited, the
simultaneous reduction in statistical significance is an acceptable trade-off1.

1There are about 0.001 virtual photons with mee > M
π0 for every real photon.
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3. Data Set And Backgrounds

The analysis is based on two data sets: Au+Au at
√

sNN = 200 GeV acquired
in 2004 consisting of 0.8 billion minimum bias events (4.9 pb−1 p + p equivalent);
p + p at the same cms energy acquired in 2005 with 2.25 pb−1. Charged tracks
were measured with the Drift Chamber and Pad Chamber of the PHENIX [ 6]
Central Arms covering |η| < 0.35 and ∆φ = 2 × π/2 and identified as electrons
with the Ring Imaging Čerenkov Detector (RICH) and Electromagnetic Calorimeter
(EMCal). Material conversion pairs were removed by a cut on the orientation of
the pair plane with respect to the magnetic field. Combinatorial background was
removed by an event mixing technique, accurate to 0.25% systematic uncertainty
in Au+Au.

There is additional correlated background from two sources: cross pairs with
one electron/positron from either virtual photon in a double-Dalitz decay; jet pairs

from two different Dalitz decays within the same jet or from back-to-back jets.
These contributions can be well understood in a Monte Carlo calculation and have
been subtracted.

4. Signal Extraction

After subtraction of the combinatorial background and the cross and jet pairs, the
pair mass spectrum is compared to a “cocktail” of known hadronic sources [ 7, 8].
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Fig. 3. Pair mass spectra for data (points) and hadronic cocktail (lines) in the
PHENIX acceptance for different pT intervals for p + p (left) and Au+Au (right) [
3].
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Figure 3 shows this comparison for different pT intervals for both p+p and Au+Au.
The cocktail is normalized to the data for m < 30 MeV, where the π0 Dalitz decay
dominates the yield. The “knee” at 100 MeV comes from the π0 cut-off leading to
the 80% background reduction mentioned above.

In p + p, the pair yield is consistent with the hadronic background for the
lowest pT interval. At higher pT a small excess is visible for m > mπ0 . In Au+Au a
much larger excess appears at all pT , indicating an enhanced production of virtual
photons2.

To quantify the direct photon fraction, the mass spectrum is fit with a two-
component function f(mee) = (1 − r)fc(mee) + rfdir(mee) as illustrated in Fig. 4.
Here fc(mee) is the shape of the cocktail mass distribution (shown in Fig. 3),
fdir(mee) is the expected shape of the direct photon internal conversion, and r
is the fit parameter. Both fc(mee) and fdir(mee) are separately normalized to the
data for mee < 30 MeV/c2, where their shapes are nearly identical. This preserves
the meaning of r as the real direct photon fraction. From the agreement between
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Fig. 4. Illustration of two-component fit to the mass distribution [ 3].

data and fit it can be concluded that the data matches the expected shape for direct
photons.

The so extracted direct photon fraction, r, is plotted as a function of pT in
Fig. 5. While in case of p + p the direct photon fraction is consistent with pQCD,
for Au+Au r is enhanced above pQCD.

As this measurement is based on shape differences to extract the direct photon
fraction, the η/π0 ratio is the largest source of systematic uncertainty. This results

2This excess is in a different kinematic region (higher pT , lower mass) than the low-mass
enhancement reported in [ 7], which is expected to be dominated by the hadronic gas phase.
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Fig. 5. Direct photon fraction, r, as a function of pT for p + p and Au+Au events
compared to a pQCD calculation for three different scales. In the case of Au+Au
the pQCD result is scaled by the nuclear overlap function, TAA [ 3].

in a 7% uncertainty in p + p and 17% in Au+Au. Other sources contribute only a
few percent as the cocktail is normalized to the data and no absolute normalization
is required.

In the next step, r is converted into the direct photon yield as dNdir(pT) =
r×dN incl(pT). The inclusive photon yield for each pT bin is determined by dN incl

γ =

Ndata
ee × (dN c

γ/N c
ee), where Ndata

ee and N c
ee are the measured and the absolutely

normalized cocktail e+–e− pair yields, respectively, both for mee < 30 MeV/c2;
and dN c

γ is the yield of photons from the cocktail. Here we use the fact that the
ratio of the photon yield to the e+–e− pair yield for mee < 30 MeV/c2 calculated
from Eq. 1 is the same within a few percent for any photon source. The systematic
uncertainty of γincl is 14% from the e+–e− pair acceptance.

5. Results

Figure 8 shows the invariant yield of direct photons as a function of pT for p+p and
three different centrality classes in Au+Au. The p + p data is again compared to
the pQCD calculation. The calculation is consistent with the data for pT > 2 GeV.
A modified power law, App(1 + p2

T /b)−n, fits the data over the entire pT range.
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5.1. Significance of the Modified Power Law

The modified power law appears to yield an at least as good description of the data
at low pT as the pQCD calculation. What is the significance of this observation?
It is obvious that the power-law behavior of hard scattering has to break down for
pT → 0. For hadrons, soft production sets in with an exponential slope. This is
illustrated in Fig. 6, which shows a parameterization of π0 production in p + p [
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9]. The parameterization is the sum of a power law and an exponential with a
Woods-Saxon transition between the two. The two functions are shown separately.
The exponential dies out at high pT while the power law diverges at low pT . The
hard-scattering contribution can be understood as the difference between the data
parameterization and the exponential contribution. One can see that it flattens out
towards low pT , deviating from the power law. This flattening corresponds to an
onset of hard scattering as illustrated by the ratio of the hard scattering contribution
to the power law.

This onset is not directly observable for hadrons as the production at low pT

is dominated by soft physics. Direct photons, however, are only produced in hard
scatterings. This makes the onset of hard scattering at low pT directly measurable.
The onset has also been measured in Drell-Yan production [ 10].

To evaluate the statistical significance of the onset, the PHENIX data were
fitted with both a power law and a modified power law. As shown in Fig. 7, the
modified power law yields a smaller reduced χ2 than the pure power law.

5.2. Au+Au Enhancement

For 1 < pT < 3 GeV, the direct photon invariant yield in Au+Au is enhanced above
the TAA-scaled modified power law that was fit to the p+p data (Fig. 8). It can be
well described, however, if an exponential is added. The resulting fit yields negative
inverse exponential slopes of about 220 MeV3. If the medium were static, T could

3If the p + p data are fit with a pure power law, T increases by 24 MeV in central events.
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Fig. 8. Invariant yield of direct photons as a function of pT for p + p and three
different centrality classes in Au+Au (solid symbols). The result of an earlier EMCal
measurement is also shown (open symbols) [ 11, 12]. The p + p data is compared
to a pQCD calculation shown as three lines for different scales. The dashed line is
a fit of a modified power law to the p + p data. The Au+Au data are compared to
the TAA-scaled p + p fit (dashed line). The solid line shows the result of a fit where
an exponential is added to the TAA-scaled p + p fit [ 3].

be interpreted as its temperature. For a more realistic temperature estimate, the
data is compared to hydrodynamical models. Models that fit the data assume initial
temperatures, Ti, between 300 and 600 MeV at formation times, τ0, between 0.6
and 0.15 fm/c, where the temperature and the formation time are anti-correlated.
The 221 ± 23(stat.) ± 18(sys.)MeV obtained from the data alone serves as a lower
limit. Even the lower limit, though, lies above the critical temperature predicted
by lattice calculations.

6. Conclusion

An excess of low-mass e+–e− pairs above the hadronic background was observed at
intermediate pT (1 GeV < pT < 5 GeV) for both p + p and Au+Au collisions. The
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excess can be understood as the internal conversion of direct photons and shows the
expected 1/m dependence. In p + p, the direct photon yield is consistent with the
result of a pQCD calculation. In Au+Au, the yield is much larger. It is enhanced
above the binary-scaled p + p yield, represented by a modified power law fit to
the p + p data and scaled by TAA. The Au+Au yield can be well described if an
exponential is added to the binary-scaled p + p fit. The negative inverse slope of
the exponential is 221 ± 23 (stat.) ± 18 (sys.) MeV in central Au+Au. For a
static medium, this could be interpreted as the temperature. For an expanding
medium, it serves as a lower limit of the temperature. It is well above the critical
temperature of about 170 MeV. Hydrodynamical models that fit the data assume
initial temperatures, Ti, between 300 and 600 MeV at formation times, τ0, between
0.15 and 0.6 fm/c. Together with the earlier WA98 measurement [ 13], this result can
be interpreted as the first experimental evidence that strongly interacting matter
can exceed the Hagedorn temperature of 170 MeV [ 14].
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We present inclusive charged hadron elliptic flow (v2) measured over the pseudorapidity range |η| < 0.35 in
Au + Au collisions at

√
sNN = 200 GeV. Results for v2 are presented over a broad range of transverse momentum

(pT = 0.2–8.0 GeV/c) and centrality (0–60%). To study nonflow effects that are correlations other than collective
flow, as well as the fluctuations of v2, we compare two different analysis methods: (1) the event-plane method from
two independent subdetectors at forward (|η| = 3.1–3.9) and beam (|η| > 6.5) pseudorapidities and (2) the two-
particle cumulant method extracted using correlations between particles detected at midrapidity. The two event-
plane results are consistent within systematic uncertainties over the measured pT and in centrality 0–40%. There
is at most a 20% difference in the v2 between the two event-plane methods in peripheral (40–60%) collisions. The
comparisons between the two-particle cumulant results and the standard event-plane measurements are discussed.

DOI: 10.1103/PhysRevC.80.024909 PACS number(s): 25.75.Ld
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†PHENIX spokesperson: jacak@skipper.physics.sunysb.edu

I. INTRODUCTION

Collisions of Au + Au nuclei at the BNL Relativistic Heavy
Ion Collider (RHIC) produce matter at very high energy
density [1–4]. The dynamical evolution of this hot and dense
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medium reflects its state and the degrees of freedom that govern
the different stages it undergoes [5–7]. Azimuthal anisotropy
measurements serve as a probe of the degree of thermalization,
transport coefficients, and the equation of state (EOS) [8–10]
of the produced medium.

Azimuthal correlations in Au + Au collisions at RHIC have
been shown to consist of a mixture of jet and harmonic
contributions [11–14]. Jet contributions are found to be
relatively small for pT <∼ 2.0 GeV/c, with away-side jet yields
strongly suppressed [13]. Significant modifications to the
away-side jet topology have also been reported [15–17].
The harmonic contributions are typically characterized by the
Fourier coefficients,

vn = 〈cos (n[φ − �RP])〉 (n = 1, 2, . . .), (1)

where φ represents the azimuthal emission angle of a charged
hadron and �RP is the azimuth of the reaction plane defined as
containing both the direction of the impact parameter vector
and the beam axis. The brackets denote statistical averaging
over particles and events. The first two harmonics v1 and v2

are referred to as directed and elliptic flow, respectively.
It has been found that at low pT (pT <∼ 2.0 GeV/c), the

magnitude and trends of v2 are underpredicted by hadronic
cascade models supplemented with string dynamics [18], but
they are well reproduced by models that either incorporate
hydrodynamic flow [7,9] with a first-order phase transition and
rapid thermalization, τ ∼ 1 fm/c [19], or use a quasiparticle
ansatz but include more than just 2-to-2 interactions [20].

The mass dependence of v2 as a function of pT has
been studied using identified baryons and mesons [19,21]
and empirical scaling of elliptic flow per constituent quark
was observed when the signal and the pT of the hadron
were divided by the number of constituent quarks nq(nq = 2
for mesons, 3 for baryons). This scaling is most clearly
observed by plotting the data as a function of transverse kinetic
energy KET ≡ mT − m =

√
p2

T + m2 − m [22], where mT

and m denote the transverse mass and mass of the particle,
respectively. A recent study [23] finds that the constituent
quark scaling holds up to KET ≈ 1 GeV. This indicates
partonic, rather than hadronic, flow and suggests that the
bulk matter collectivity develops before hadronization takes
place [24–26]. Results for the v2 of the φ meson further validate
the observation of partonic collectivity. The φ is not expected
to be affected by hadronic interactions in the late stages of
the medium evolution because of to its small interaction cross
section with nonstrange hadrons [27].

All of the v2 measurements referenced above were per-
formed using the event-plane method [28]. In PHENIX studies,
the event plane was determined at forward and backward
pseudorapidities (|η| = 3.1–3.9) with the assumption that
correlations induced by elliptic flow dominate over all other
nonflow correlations [19]. Nonflow correlations are those that
are not correlated with the reaction plane. Common sources of
nonflow correlations include jets, the near-side ridge, quantum
correlations, and resonance decays. Simulation studies [19,29]
have shown that the correlations from jets and dijets become
negligible when the rapidity separation between the particles
and the event plane is greater than three units. Thus we

expect that the event plane at forward pseudorapidities |η| =
3.1–3.9 in the PHENIX experiment would not have significant
jet-correlation with particles measured within the PHENIX
central arm spectrometer covering the pseudorapidity window
|η| < 0.35. STAR and PHOBOS Collaborations have observed
that in central Au + Au collisions, there is a ridge of particles
[30,31] that are correlated in azimuthal angle with a high-pT

particle and that this ridge extends to |η| < 4 (for midrapidity
triggers). The ridge could produce a nonflow correlation
on which we can provide information by using our v2

measurements, which are made with different techniques and
at different rapidities.

Event-by-event flow fluctuations can also affect the magni-
tude of the extracted flow signal [32]. This occurs because the
event plane at forward pseudorapidities is reconstructed using
particles from participant nucleons whose positions fluctuate
event-by-event. Assuming that v2 fluctuates according to a
Gaussian distribution, the v2 fluctuation is proportional to the
fluctuation of the initial geometry. This effect scales as 1/Npart,
where Npart denotes the number of participant nucleons. The
difference between v2 values obtained from different methods
can be quantitatively understood in terms of nonflow and
fluctuation effects [33,34].

Hence in this paper we will compare the v2 results from
the event plane determined at two different pseudorapidities
with the goal of investigating the sensitivity of v2 to nonflow
and fluctuation effects. Additionally, we will extract the elliptic
flow with the two-particle cumulant method, which is expected
to have higher sensitivity to nonflow contributions to v2.

In this paper, we describe the PHENIX measurements
of elliptic flow (v2) at midrapidity (|η| < 0.35) in Au + Au
collisions at

√
sNN = 200 GeV obtained from a cumulant

analysis of two-particle azimuthal correlations and the event-
plane method over a broad range of pT (pT = 0.2–8 GeV/c)
and centrality (0–60%). Section II describes the PHENIX
apparatus, with an emphasis on the detectors relevant to
the presented results, as well as the track selections used
in the analysis. Section III gives details of the event-plane
and cumulant methods as applied in PHENIX, and Sec. IV
discusses their systematic uncertainties. The results from the
two methods are reported in Sec. V. Section VI presents a
comparison of v2 results across different experiments and a
discussion. The v2 values obtained from the different methods
are tabulated in the Appendix.

II. EXPERIMENTAL ANALYSIS

A. The PHENIX detector

The PHENIX detector consists of two central spectrometer
arms at midrapidity that are designated East and West for
their location relative to the interaction region, and two muon
spectrometers at forward rapidity, similarly called North and
South. A detailed description of the PHENIX detector can
be found in Ref. [35]. The layout of the PHENIX detector
during data taking in 2004 is shown in Fig. 1. Each central
spectrometer arm covers a pseudorapidity range of |η| < 0.35
subtending 90◦ in azimuth and is designed to detect electrons,
photons, and charged hadrons. Charged particles are tracked
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FIG. 1. (Color online) PHENIX ex-
perimental layout in 2004. Top: PHENIX
central arm spectrometers viewed along
the beam axis. Bottom: side view of the
PHENIX muon arm spectrometers.

by drift chambers (DCs) positioned between 2.0 and 2.4 m
radially outward from the beam axis and layers of multiwire
proportional chambers with pad readout (two in the east arm
and three in the west arm) PC1, PC2, and PC3 located at
a radial distance of 2.4, 4.2, and 5 m, respectively. Particle
identification is provided by ring imaging Čerenkov counters
(RICHs), a time-of-flight scintillator wall (TOF), and two types
of electromagnetic calorimeter (EMCAL), the lead scintillator
(PbSc) and lead glass (PbGl).

The detectors used to characterize each event are the beam-
beam counters (BBCs) [36] and the zero-degree calorimeters
(ZDCs) [37]. These detectors are used to determine the time of
the collision, the position of the collision vertex along the beam
axis, and the collision centrality and also provide the event
trigger. In this analysis the BBCs are also used to determine
the event plane. Each BBC is composed of 64 elements, and a
single BBC element consists of a 1 in. diameter mesh dynode
photomultiplier tube (PMT) mounted on a 3 cm long quartz
radiator. The BBCs are installed on the north and south sides
of the collision point along the beam axis at a distance of
144 cm from the center of the interaction region and they

surround the beam pipe. The BBC acceptance covers the
pseudorapidity range 3.1 < |η| < 3.9 and the full range of
azimuthal angles.

The ZDCs are hadronic calorimeters located on both
sides of the PHENIX detector. Each ZDC is mechanically
subdivided into three identical modules of two interaction
lengths. They cover a pseudorapidity range of |η| > 6.5
and measure the energy of the spectator neutrons with a
20 GeV energy resolution [37]. The shower maximum detec-
tors (ZDC-SMDs) are scintillator strip hodoscopes between
the first and second ZDC modules. This location approxi-
mately corresponds to the maximum of the hadronic shower.
The horizontal coordinate is sampled by seven scintillator
strips of 15 mm width, while the vertical coordinate is sampled
by eight strips of 20 mm width. The active area of a ZDC-SMD
is 105 mm × 110 mm (horizontal × vertical dimension).
Scintillation light is delivered to a multichannel PMT M16 by
wavelength-shifter fibers. The ZDC-SMD position resolution
depends on the energy deposited in the scintillator. It varies
from <3 mm, when the number of particles exceeds 100, to
10 mm for a smaller number of particles.
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FIG. 2. (Color online) Correlation between ZDC energy and
BBC charge sum for Au + Au collisions at

√
sNN = 200 GeV. Solid

lines represent the corresponding centrality boundaries up to 60%
centrality bin.

B. Event selection

For the analyses presented here, we used approximately
850 × 106 minimum-bias triggered events. The minimum-bias
trigger was defined by a coincidence between North and South
BBC signals and an energy threshold of one neutron in the
ZDCs. The events are selected offline to be within a z vertex
of less than 30 cm from the nominal center of the PHENIX
spectrometer. This selection corresponds to 92.2+2.5

−3.0% of the
6.9 b Au + Au inelastic cross section at

√
sNN = 200 GeV

[38]. The event centrality was determined by correlating the
charge detected in the BBCs with the energy measured in the
ZDCs, as shown in Fig. 2.

A Glauber model Monte Carlo simulation [39–41] that
includes the responses of BBC and ZDC gives an estimate of
the average number of participating nucleons 〈Npart〉 for each
centrality class. The simulation does not include fluctuations
in the positions of the nucleons which give rise to eccentricity
fluctuations. Table I lists the calculated values of 〈Npart〉 for
each centrality class.

TABLE I. Centrality classes and average
number of participant nucleons 〈Npart〉 obtained
from a Glauber Monte Carlo simulation of the
BBC and ZDC responses for Au + Au collision
at

√
sNN = 200 GeV. Each centrality class is

expressed as a percentage of σAuAu = 6.9 b
inelastic cross section. Errors denote systematic
uncertainties from the Glauber MC simulation.

Centrality 〈Npart〉
0–10% 325.2 ± 3.3
10–20% 234.6 ± 4.7
20–30% 166.6 ± 5.4
30–40% 114.2 ± 4.4
40–50% 74.4 ± 3.8
50–60% 45.5 ± 3.3

C. Track selection

Charged particle tracks are measured using information
from the DC, the PC1 and PC3 detectors, and the z vertex
from the BBC. The DC has 12 wire planes, which are spaced at
0.6 cm intervals along the radial direction from the beam axis.
Each wire provides a track position measurement, with better
than 150 µm spatial resolution in the azimuthal (φ) direction.
The PC1 provides a space point in the φ and beam directions,
albeit with lower resolution. This space point and the vertex
position help determine the three-dimensional momentum
vector by providing the polar angle for charged tracks at
the exit of the DC. Trajectories are confirmed by requiring
matching hits at PC3 to reduce secondary background. Tracks
are then projected back to the collision vertex through the
magnetic field to determine the momentum �p [42]. The
momentum resolution is δp/p 	 0.7% ⊕ 1.0% × p (GeV/c).
The momentum scale is known to 0.7%, as determined from
the reconstructed proton mass using the TOF detector. Further
details on track reconstruction and momentum determination
can be found in Refs. [41,42].

The tracks reconstructed by the DC that do not originate
from the event vertex have been investigated as potential
background to the charged particle measurement. The main
background sources include secondary particles from decays
and e+e− pairs from the conversion of photons in the material
between the vertex and the DC [41]. Tracks are required to
have a hit in the PC3, as well as in the EMCAL, within at most
2σ of the expected hit location in both the azimuthal and beam
directions. This cut reduces the background not originating
in the direction of the vertex. To reduce the conversion
background, we further require tracks to have E/pT > 0.2,
where E denotes the energy deposited in the EMCAL and
pT is the transverse momentum of particles measured in the
DC. Since most of the electrons from photon conversion are
genuine low pT particles that were reconstructed as high pT

particles, requiring a large deposit of energy in the EMCAL
suppresses the electron background [43]. We also require
that there are no associated hits in the RICH. The RICH is
filled with CO2 gas at atmospheric pressure and has a charged
particle threshold γth = 35 to emit Čerenkov photons.

III. METHODS OF AZIMUTHAL ANISOTROPY
MEASUREMENT

In this section, we introduce the methods for azimuthal
anisotropy measurements as used in the PHENIX experiment.
Section III A describes the event-plane method using the BBCs
and ZDC-SMDs detectors, and Sec. III B describes the two-
particle cumulant method.

A. Event-plane method

The event-plane method [28] uses the azimuthal anisotropy
signal to estimate the angle of the reaction plane. The
estimated reaction plane is called the “event plane” and is
determined for each harmonic of the Fourier expansion of the
azimuthal distribution. The event flow vector �Qn = (Qx,Qy)
and azimuth of the event plane �n for the nth harmonic of the
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azimuthal anisotropy can be expressed as

Qx ≡ | �Qn| cos (n�n) =
M∑
i

wi cos (nφi), (2)

Qy ≡ | �Qn| sin (n�n) =
M∑
i

wi sin (nφi), (3)

�n = 1

n
tan−1

(
Qy

Qx

)
, (4)

where M denotes the number of particles used to determine the
event plane, φi is the azimuthal angle of each particle, and wi

is the weight chosen to optimize the event-plane resolution.
Once the event plane is determined, the elliptic flow v2 can
be extracted by correlating the azimuthal angle of emitted
particles φ with the event plane, i.e.,

v2 = vobs
2

Res{�n} = 〈cos (2[φ − �n])〉
〈cos (2[�n − �RP])〉 , (5)

where φ is the azimuthal angle of tracks in the laboratory
frame, �n is the nth-order event plane, and the brackets denote
an average over all charged tracks and events. The denominator
Res {�n} is the event-plane resolution that corrects for the
difference between the estimated event plane �n and true
reaction plane �RP.

In this paper, the second-harmonic event planes were
independently determined with two BBCs located at the
forward (BBC South, referred to as BBCS) and backward
(BBC North, referred to as BBCN) pseudorapidities |η| =
3.1–3.9 [19]. The difference between the two independent
event planes was used to estimate the event-plane resolution.
The planes were also combined to determine the event plane
for the full event. A large pseudorapidity gap between the
charged particles detected in the central arms and the event
plane at the BBCs reduces the effect of possible nonflow
contributions, especially those from dijets [29]. The measured
v2 of hadrons in the central arms with respect to the combined
second-harmonic BBC event plane will be denoted throughout
this paper as v2{BBC}.

Two first-harmonic event planes were also determined using
spectator neutrons at the two shower maximum detectors
(ZDC-SMDs) that are sandwiched between the first and second
modules of the ZDCs. Forward (ZDCS) and backward (ZDCN)
SMDs which cover pseudorapidity |η| > 6.5 were used. The
measured v2 of hadrons in the central arms determined with
respect to the first-harmonic ZDC-SMD event plane is denoted
as v2{ZDC-SMD}.

The pseudorapidity gap between the hadrons measured in
the central arms and the ZDC-SMDs is larger than that for
the BBCs, which could cause a further reduction of nonflow
contributions on v2{ZDC-SMD}. Since the ZDC-SMD mea-
sures spectator neutrons, the ZDC-SMD event plane should
be insensitive to fluctuations in the participant event plane.
Hence fluctuations in v2{ZDC-SMD} should be suppressed
up to fluctuations in the spectator positions.

For completeness, two further event planes are defined: (1) a
combined event plane defined by the weighted average of event
planes at the forward and backward pseudorapidities for both

BBCs and ZDC-SMDs, and (2) an event plane found using
tracks in the central arm. The event plane at the central arms
(CNT) is only used to estimate the resolution of BBC and ZDC-
SMD event planes by using a three-subevent combination of
the ZDC-SMD, BBC, and CNT.

1. Event-plane determination

To determine an event plane, the contribution at each
azimuthal angle needs to be appropriately weighted depending
on the detector used. For the BBC, we chose the weights to
be the number of particles detected in each phototube, while
for the ZDC-SMD, the weights were based on the energy
deposited in each of the SMD strips. For the CNT event plane,
the weight was taken to be proportional to pT up to 2 GeV/c
and constant for pT > 2 GeV/c. For the CNT event plane,
we also adopted a unit weight (wi = 1) and found that the
resulting CNT event-plane resolution extracted by comparing
the CNT event plane with the BBC and ZDC-SMD planes
was nearly identical when using the pT -dependent or unit
weights.

Corrections were performed to remove possible biases from
the finite acceptance of the BBC and ZDC-SMD. In this
analysis, we applied two corrections called the recentering
and shift methods [28]. In the recentering method, event flow
vectors are shifted and normalized by using the mean 〈Q〉 and
width σ of flow vectors, i.e.,

Q′
x = Qx − 〈Qx〉

σx

, Q′
y = Qy − 〈Qy〉

σy

. (6)

This correction reduces the dependence of the event-plane
resolution on the laboratory angle. Most acceptance effects
were removed by the application of the recentering method.
However, remaining small corrections were applied after
recentering using the shift method [28], in which the reaction
plane is shifted by ��n defined by

n��n(�n) =
kmax∑
k=1

2

k
[−〈sin (kn�n)〉 cos (kn�n)

+〈cos (kn�n)〉 sin (kn�n)], (7)

where kmax = 8 in this analysis. The shift ensures that dN/d�n

is isotropic. When kmax was reduced to kmax = 4, the difference
in the extracted v2 was negligible, and thus we include no
systematic uncertainty due to the choice of kmax in our v2

results.
Independent corrections were applied to each centrality

selection in 5% increments and in 20 cm steps in the z vertex
to optimize the event-plane resolution. The corrections were
also done for each experimental run (the duration of a run
is typically 1–3 h) to minimize the possible time-dependent
response of detectors.

Figure 3 shows event-plane distributions for a subsample
of the entire data set. After all corrections are applied, the
event-plane distributions are isotropic.

2. Event-plane resolution

The event-plane resolution for v2 was evaluated by both the
two-subevent and three-subevent methods. In the two-subevent
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method, the event-plane resolution [28] is expressed as

〈cos (kn[�n − �RP])〉
=

√
π

2
√

2
χne

−χ2
n /4

[
I(k−1)/2

(
χ2

n

4

)
+ I(k+1)/2

(
χ2

n

4

)]
, (8)

where χn = vn

√
2M,M is the number of particles used to

determine the event plane �n, Ik is the modified Bessel func-
tion of the first kind, and k = 1 for the second-harmonic BBC
event plane. For the ZDC-SMD event plane, the resolution is
estimated with either k = 1 or 2 in Eq. (8). We will discuss the
difference between these estimates in Sec. IV A.

To determine the event-plane resolution, we need to deter-
mine χn. Since the North and South BBCs have approximately
the same η coverage, the event-plane resolution of each
subdetector is expected to be the same. The same is true for the
North and South ZDC-SMDs. Thus, the subevent resolution
for South and North event planes can be expressed as〈

cos
(
2
[
�S(N)

n − �RP
])〉 =

√〈
cos

(
2
[
�S

n − �N
n

])〉
, (9)

where �S(N)
n denotes the event plane determined by the South

(North) BBC or ZDC-SMD. Once the subevent resolution is
obtained from Eq. (9), one can calculate χ sub

n using Eq. (8). The
χn for the full event can then be estimated by χn = √

2χ sub
n .

This is then substituted into Eq. (8) to give the full-event
resolution. Since the multiplicity of the full event is twice as
large as that of the subevent, χn is proportional to

√
M .

In the three-subevent method, the resolution of each
subevent is calculated by adding a reference event plane �C

n

in Eq. (9):

Res{�A
l } =

√〈
cos

(
2
[
�A

l − �B
m

])〉√〈
cos

(
2
[
�C

n − �A
l

])〉
〈
cos

(
2
[
�B

m − �C
n

])〉 ,
(10)

where l, m, n are the harmonics of the event plane for
subevents A, B, and C, respectively. The multiplicity of each
subevent is not necessarily the same in Eq. (10).

The resolution of each subdetector for the BBC and ZDC-
SMD can be evaluated with the three-subevent method. For
the BBC event plane, the reference event plane is chosen to
be the ZDC-SMD event plane and vice versa. We found that
the agreement of the event-plane resolutions for BBCS and
BBCN is much better than 1%, while the ZDCS and ZDCN
resolutions agree within 2%.

Figure 4 shows the full-event resolution as a function
of centrality. The resolution of ZDC-SMD is much smaller
than that of BBC because the resolution of the first-harmonic
event plane is proportional to (χ1)2. The dashed lines are the
resolutions obtained from the three-subevent method with
the CNT event plane as the reference plane. For example,
the BBC event-plane resolution is estimated by substitut-
ing �A

l → �BBC
2 , �B

m → �CNT
2 , and �C

n → �ZDC−SMD
1 in

Eq. (10). By including the CNT event plane, the BBC
resolution increases by about 3% over that of the two-subevent
method. For the ZDC-SMD, we observe the opposite effect,
namely, the resolution decreases by about 8%. In Sec. VI,
the resulting v2{BBC} and v2{ZDC-SMD}, corrected by the
resolution obtained using the ZDC-BBC-CNT combination,
will be compared against those with the resolution determined
from South-North subevents. Table II summarizes the event-
plane resolutions.

3. Correlation of event planes

Figure 5 shows the correlation of two different event planes
as a function of centrality. The first-harmonic event-plane
correlation for South-North detector combinations is negative
both for the ZDC-SMDs and the BBCs over all centrality bins,
as shown in Fig. 5(a). This is because v1 is an odd function of η.
The magnitude of the ZDC-SMD correlation is about a factor
of 2 larger than that of the BBCs for midcentral collisions. This
indicates that the magnitude of v1 and the subevent multiplicity

TABLE II. Event-plane resolutions for centrality 0–60% at√
sNN = 200 GeV. S-N denotes the resolutions estimated from

South and North correlation of BBC and ZDC-SMD using
Eqs. (8) and (9), and resolutions for ZDC-BBC-CNT are estimated
from Eq. (10). The errors are statistical only.

Centrality S-N ZDC-BBC-CNT

Res{�BBC
2 }

0–10% 0.2637 ± 0.0003 0.272 ± 0.003
10–20% 0.3809 ± 0.0002 0.394 ± 0.001
20–30% 0.3990 ± 0.0002 0.4106 ± 0.0008
30–40% 0.3634 ± 0.0002 0.3759 ± 0.0007
40–50% 0.2943 ± 0.0003 0.3067 ± 0.0007
50–60% 0.2106 ± 0.0004 0.2240 ± 0.0009

Res{�ZDC−SMD
1 }

0–10% 0.02 ± 0.01 0.0223 ± 0.0003
10–20% 0.059 ± 0.003 0.0574 ± 0.0002
20–30% 0.087 ± 0.002 0.0818 ± 0.0002
30–40% 0.100 ± 0.002 0.0928 ± 0.0002
40–50% 0.102 ± 0.002 0.0920 ± 0.0002
50–60% 0.100 ± 0.002 0.0798 ± 0.0003
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FIG. 4. (Color online) Full-event resolutions for the ZDC-SMD
and BBC from the two-subevent method, Eq. (8), as a function
of centrality in Au + Au at

√
sNN = 200 GeV. The dashed lines

represent resolutions from the three-subevent method with the CNT
event plane as a reference. Statistical errors are smaller than the
symbols.

at higher pseudorapidities are larger than those at the BBC
location, since the magnitude of the correlation is proportional
to v2

1M . Figure 5(b) shows the correlation of the first-harmonic
event planes between BBC and ZDC-SMD. The same-side η

correlation is negative, while the opposite-side η correlation is
positive, which shows that the particles detected at the BBCs
(dominantly charged pions emitted from participant nucleons)
have the opposite sign of v1 compared to the spectator neutrons
detected at the ZDCs-SMDs.

The correlation of the mixed-harmonic event planes pro-
vides the sign of v2, since the correlation is given by the
expression [28]

〈
cos

(
2
[
�ZDC−SMD

1 − �BBC
2

])〉
≈ 2

π

(
Res

{
�ZDC−SMD

1

})2
Res

{
�BBC

2

}
= ±2

√
2

2

π

〈
cos

(
�ZDCS

1 − �ZDCN
1

)〉
×

√〈
cos

(
2
[
�BBCS

2 − �BBCN
2

])〉
. (11)

Three assumptions were made to obtain Eq. (11): (1) the BBC
and ZDC-SMD are statistically independent, (2) the weak
flow limit (χn  1) is applicable [28], and (3) the subevent
multiplicity M is equal in the North-South direction for the
same detector type. Thus the sign of the correlation of the
mixed-harmonic event planes in Eq. (11) is determined by
the term Res{�BBC

2 }, which in turn determines the sign of v2

measured at the BBC.
Figure 6 shows the mixed-harmonic correlation of the ZDC-

SMD and BBC event planes as a function of centrality. The
approximations in Eq. (11) provide a good description of the
magnitude of the measured correlation as shown by the dashed
line. The correlation is positive over all centrality bins. This
result indicates that the sign of v2 at the BBC is positive.
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FIG. 5. (Color online) (a) Correlation of first-harmonic event
planes between forward and backward ZDC-SMDs and BBCs as
a function of centrality. (b) Correlation of first-harmonic event planes
between ZDC-SMDs and BBCs as a function of centrality, for
correlations of opposite- and same-side η subevents. Statistical errors
are smaller than the symbols.

B. Cumulant method

In this section, we present the application of the cumulant
method for azimuthal anisotropy measurements in PHENIX.
This method uses cumulants of multiparticle correlations
[44,45] to extract the azimuthal anisotropy. The cumulant
method has been successfully applied in several heavy-ion
experiments utilizing detectors with full azimuthal coverage
(NA49, STAR) [46,47]. Here, we describe the first application

centrality (%)

〉])
B

B
C

2
Ψ

 −
 

Z
D

C
−

S
M

D

1
Ψ

co
s(

2[
〈

0

0.01

0.02

0.03

0.04

0 20 40 60

FIG. 6. (Color online) Correlation between the first-harmonic
ZDC-SMD and the second-harmonic BBC event planes as a function
of centrality. The dashed line shows the result obtained using
Eq. (11). Statistical errors are smaller than the data symbols.
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of the method for a detector with only partial azimuthal cover-
age. The cumulant method does not require the measurement
of the reaction plane, instead the cumulants of multiparticle
azimuthal correlations are related to the flow harmonics vn,
where n is the harmonic being evaluated. The cumulants can
be constructed in increasing order according to the number of
particles that are correlated with each other. Since PHENIX
has partial azimuthal coverage, reliable extraction of azimuthal
anisotropy requires the choice of a fixed number of particles
from each event to avoid additional numerical errors [44].

Particles in an event are selected over a fixed (pT ,η) range
where there is sufficient multiplicity. From this set, particles
(called integral particles hereafter) are selected to determine
the integrated flow, which is flow measured over a large (pT ,η)
bin. This is done by excluding particles within small (pT ,η)
bins from all available particles to avoid autocorrelations. The
particles within a small (pT ,η) window (called differential
particles hereafter) are used to determine the differential flow.
For each event, a fixed number M of particles, chosen at
random among the integral particles in the event, are used to
reconstruct the integrated flow through the generating function
G2(z) defined by

G2(z) =
M∏

j=1

[
1 + wj

M
(z∗e2iφj + ze−2iφj )

]
, (12)

where wj is the weight, chosen to be equal to 1 in our
analysis, φj is the azimuth of the detected particles, and M is
the multiplicity chosen for the integrated flow reconstruction.
G2(z) is a real-valued function of the complex variable z. The
average of G2(z) over events is then expanded in a power
series to generate multiparticle azimuthal correlations. The
generating function of the cumulants, defined by

C2(z) ≡ M(〈G2(z)〉1/M − 1), (13)

generates cumulants of azimuthal correlations to all orders,
the lowest being the second order, as detailed in Sec. II B of
Ref. [44]. The formulas used to compute the cumulants from
which the v2 is computed are given in Appendix B of Ref. [44].
In the case of a perfect acceptance, the relations between the
anisotropy parameter v2 and the lowest order cumulants are

v2{2}2 = c2{2}, (14)

v2{4}4 = −c2{4}, (15)

for the integrated anisotropy. Here v2{2} and v2{4} are the
second- and fourth-order v2, respectively; whereas, c2{2} and
c2{4} are the second- and fourth-order cumulants. Because the
typical multiplicity of charged hadrons in PHENIX, which
is ≈40 for midcentral collisions, did not allow a reliable
calculation of v2{4}, we report here only the v2{2} results.

The remaining differential particles in the same event are
selected in different (pT , η) bins, and the differential cumulants
are calculated from the generating function

D2/2(z) ≡ 〈e2iψG2(z)〉
〈G2(z)〉 , (16)

where 〈G(z)〉 denotes an average over all events, and ψ is
the azimuth of each differential particle. D2/2 denotes the

second-order differential cumulant computed with respect to
the second-order integral cumulant.

The differential v2/2{2}(pT ,η), the second-order differential
v2 with respect to the second-order integrated v2, is calculated
from the relation

v2/2{2}(pT ,η) = d2/2{2}(pT ,η)

v2{2} , (17)

where d2/2{2}(pT ,η) is the second-order differential cumulant.
These relations have to be modified through acceptance
corrections, which are detailed below.

1. Acceptance/efficiency corrections

The central arms detectors in PHENIX have only partial
azimuthal coverage, and the implementation of the cumulant
method requires an additional acceptance correction. To
correct for the influence of the detector acceptance on the
raw anisotropy values, we apply a correction factor using
the prescription described in Ref. [44]. The acceptance and
efficiency of the detector is characterized by a function
A(φ,pT ,η), which is expressed in terms of the Fourier series
as

A(φ,pT ,η) =
+∞∑

p=−∞
ap(pT ,η)eipφ. (18)

The Fourier coefficients ap(pT ,η) for the detector acceptance
were extracted from the fit of the respective azimuthal distri-
butions of integral and differential particles. The coefficients
resulting from such fits were then used to calculate the
correction factor for the raw values of the v2 following the
procedure detailed in Appendix C of Ref. [44].

Figure 7 shows a typical azimuthal angular distribution of
differential particles detected in the PHENIX central arms and
the corresponding Fourier fit used to correct for acceptance
inhomogeneities. The Fourier fit reproduces well the overall
features of the acceptance profile. This produces typical
correction factors, which are in the range 1.1–1.2 for the
differential flow and depend very little on centrality and pT ,
as shown in Fig. 8.
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FIG. 7. Azimuthal angular distribution and corresponding
Fourier fit for centrality 20–40% and pT = 1.2–1.4 GeV/c.
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ential v2{2} as a function of (a) pT for centrality 10–20% and
(b) centrality for pT range 0.4–0.5 GeV/c in Au + Au collisions
at

√
sNN = 200 GeV.

2. Simulations

While Fig. 7 shows that the uneven detector acceptance is
reproduced by the Fourier fit, a better test of the cumulant
method is to use Monte Carlo simulations, as in Ref. [44].
For these tests, events were generated with particles having
a distribution of the form 1 + 2v1 cos φ + 2v2 cos 2φ, with
known integrated and differential azimuthal anisotropies. The
anisotropy was introduced into the events by way of a
Fourier weighted selection of the azimuthal angles followed
by a random event rotation designed to simulate the random
orientation of the reaction plane. The multiplicity of these
events was chosen to reflect the typical multiplicity measured
with the PHENIX detector, and the φ angles were chosen from
a filter that is representative of the PHENIX acceptance. We
extracted Fourier components from these simulated results and
applied these to extract corrected elliptic flow values.

Figure 9 shows selected results from these simulations.
Corrected differential anisotropy values are compared for
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FIG. 9. (Color online) Comparison of input and extracted dif-
ferential v2 values for a fixed integrated v2 of 8%. The dotted line
indicates the expectation if input and reconstructed values are the
same.

various input differential v2 values, with the integrated v2 kept
fixed. The dotted line shows the trend expected if the extracted
v2 is identical to the input value used to generate the events.
The good agreement between the input and extracted v2 attests
to the reliability of the analysis method within the acceptance
of the PHENIX central arms.

IV. SYSTEMATIC UNCERTAINTIES

In this section, we present the systematic uncertainties
on the v2 from the event-plane method (Sec. IV A) and the
two-particle cumulant method (Sec. IV B). Table III lists
the different sources of systematic errors for each method.
The errors in Table III are categorized by type:

(i) point-to-point error uncorrelated between pT bins,
(ii) pT correlated, all points move in the same direction but

not by the same factor,
(iii) an overall normalization error in which all points move

by the same factor independent of pT .

TABLE III. Systematic uncertainties given in percent on the v2{ZDC-SMD},
v2{BBC}, and v2{2} measurements. The ranges correspond to different systematic errors
for different centrality bins.

Error source Percentage error Type

v2{BBC} v2{ZDC-SMD}

Background contribution <5% in pT < 4 GeV/c B
5–30% in pT > 4 GeV/c B

Event-plane calibration 1–5% C
Event-plane determination 1–4% 1–16% C
Acceptance effect 1% 1–25% C
on event planes

v2{2}
Fixed multiplicity 5% B
Integrated pT range 3–8% B
Background correction 6–10% B
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A. Event-plane method

1. Background contributions

To study the influence of background on our results, we
varied one of the track selections while keeping other cuts
fixed and investigated the effect on v2 in the following two
cases: (i) the PC3 and EMCAL matching cuts, ±1.5σ and
±2.5σ matching cuts, and (ii) E > 0.15pT and E > 0.25pT .
For both conditions, we found that the difference of the v2

is 1–2% for pT < 4 GeV/c, and 5–20% for pT > 4 GeV/c
depending on pT and centrality.

The effect of the RICH veto cut has also been studied. Since
the contribution of charged π increases without the RICH
veto cut, the p/π ratio decreases at high pT . Thus, the v2 for
charged hadrons could be modified due to the difference of
v2 between protons and π in the range 4 < pT < 8 GeV/c.
We found that v2 is 10–20% different without the RICH veto
cut for pT > 4–5 GeV/c, where the charged π starts firing the
RICH.

One of the remaining sources of background contribution
comes from the random tracks that are accidentally associated
with the tracks in PC3. These random tracks have been
estimated by swapping the z coordinate of the PC3 hits and
then by associating those hits with the real tracks. Figure 10
shows the comparison of the radial PC3 matching distribution
between the real and random tracks for 6 < pT < 8 GeV/c.
The signal-to-background ratio S/B is evaluated in the σPC3 <

2 window and is ∼52 for 6 < pT < 8 GeV/c in centrality
0–60%.

The ratio of real and random tracks with and without the
E/pT > 0.2 cut is shown as a function of pT for centrality
0–60% in Fig. 11. The E/pT > 0.2 cut reduces the random
tracks and improves the S/B ratio by a factor of ≈10–24 for
pT > 4 GeV/c. Since random tracks are not expected to be
correlated with the event plane, we assume that their v2 = 0
and evaluate the systematic uncertainty on v2 to be less than
2% for pT > 4 GeV/c, increasing to 5% for pT < 0.5 GeV/c.

There is a finite residual background contribution even after
the E/pT > 0.2 has been applied, as observed in Fig. 10. The
residual backgrounds have been estimated by fitting the σPC3
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FIG. 10. (Color online) Radial PC3 matching distribution for real
(open circles) and random (solid lines) tracks for 6 < pT < 8 GeV/c
in centrality 0–60%.
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FIG. 11. (Color online) Ratio of real S to random B tracks as a
function of pT in centrality 0–60%. Solid and open circles show the
S/B ratio with and without E/pT > 0.2, respectively.

with a double Gaussian while requiring that the signal and
residual background σPC3 distribution have the same mean.
For the highest pT bin, we found that the signal-to-background
ratio is ∼5 for σPC3 < 2. The systematic error on v2 is evaluated
by comparing the measured v2 with that of the signal

vS
2 =

(
1 + B

S

)
v2 − B

S
vB

2 , (19)

where vS
2 , vB

2 and v2 are, respectively, v2 of signal, background
estimated for σPC3 > 3, and measured within the 2σ matching
window. The systematic uncertainties are less than 5% for
pT < 4 GeV/c, and ∼5–10% for higher pT . All the above
systematic errors are added in quadrature, and the overall
systematic error from the background contribution is estimated
to vary from <5% for pT < 4 GeV/c to ∼30% for higher pT .

2. Event-plane calibrations

The procedures used in the determination and calibration
of event planes are the dominant sources of systematic errors
on v2 and are discussed in the following sections.

Different calibration procedures of the BBC event plane
were extensively studied for previous Au + Au data sets [19].
We followed the same procedure to study the systematic
errors on the BBC and ZDC-SMD event planes. Systematic
uncertainties from the shift methods on v2{BBC} are ∼1–5%
depending on the centrality. The systematic errors on the
v2{ZDC-SMD} are 1–2% larger than those on v2{BBC} for
centrality 10–30% and 50–60%, although those are still less
than 5%.

3. Event-plane determination

Figure 12 shows the comparison of 〈v2〉 for different
subdetectors with respect to the BBC and ZDC-SMD event
planes as a function of centrality. Systematic errors are
estimated by taking the maximum difference of the v2 from
the South and North event planes to that from the combined
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FIG. 12. (Color online) Comparison of 〈v2〉 averaged over 0.2 <

pT < 8 GeV/c as a function of centrality for the (a) BBC and
(b) ZDC-SMD event planes from South and North subdetectors and
from combined South-North (S-N) event planes. Results from South
and North event planes are shifted in the x direction to improve
visibility. Only statistical errors are shown and they are smaller than
the symbols.

South-North event plane scaled by 2/
√

12 for each centrality.
Systematic errors range from 1–4% for the BBC, and 1–16%
for the ZDC-SMD event planes depending on the centrality
bins.

4. Effect of nonuniform acceptance on v2

In this subsection, we discuss the effect of nonuniform
acceptance on the measured v2. In practice, the imperfect
azimuthal acceptance of the BBC or ZDC-SMD or the
central arms could induce an azimuthal-dependent event-plane
resolution and/or smear the magnitude of v2. To study the
possible effect of nonuniform acceptance, the measured v2 is
decomposed into X and Y components [48]:

vX
2 =

√
2

a+
4

〈
cos (2φ) cos

(
2�A

n

)〉
Res

{
�A

n ; X
} ,

(20)

vY
2 =

√
2

a−
4

〈
sin (2φ) sin

(
2�A

n

)〉
Res

{
�A

n ; Y
} ,

where φ denotes the azimuthal angle of hadrons measured in
the central arms and a±

4 = 1 ± 〈cos (4φ)〉 are the acceptance
correction factors of the measured v2 in the central arms.
The coefficient a±

4 should be unity in the case of perfect
azimuthal acceptance. Res{�A

n ; X} and Res{�A
n ; Y} denote the

event-plane resolution for vX
2 and vY

2 , respectively, and are

expressed as

Res
{
�A

l ; X
} =

√〈
cos

(
2�A

l

)
cos

(
2�B

m

))〉
×

√〈
cos

(
2�C

n

)
cos

(
2�A

l

)〉
〈
cos

(
2�B

m

)
cos

(
2�C

n

)〉 ,
(21)

Res
{
�A

l ; Y
} =

√〈
sin

(
2�A

l

)
sin

(
2�B

m

))〉
×

√〈
sin

(
2�C

n

)
sin

(
2�A

l

)〉
〈
sin

(
2�B

m

)
sin

(
2�C

n

)〉 ,

where l, m, n are the harmonics of event planes for subevents
A, B, and C, respectively. Another acceptance effect from the
difference between Res{�A

n ; X} and Res{�A
n ; Y} is discussed

below.
Figure 13 shows the acceptance correction factor a±

4 as a
function of pT in the central arms for centrality 0–60%. The
pT dependence is parametrized by

a±
4 (pT ) = 1 ∓

(
p0e

−p1pT + p2

1 + e(pT −p3)/p4
+ p5

)
, (22)

where pn(n = 0, 1, . . . , 5) are free parameters. From
the fit, we get p0 = 0.131, p1 = 1.203, p2 = 0.029, p3 =
0.640, p4 = 0.096, and p5 = −0.097. There is no centrality
dependence of the acceptance corrections in the measured
centrality range, and these same correction factors are applied
for all centrality bins.

Figure 14 shows the raw v2{BBC} as a function of pT in
the 20–60% centrality bin. vY

2 is systematically higher than vX
2

for pT > 1 GeV/c as shown in Fig. 14(a). Figure 14(b) shows
that vX

2 and vY
2 agree with each other after dividing vobs

2 by
a±

4 , the remaining difference between them being accounted
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FIG. 13. (Color online) Acceptance correction factors a±
4 in the

central arms as a function of pT for centrality 0–60%. Correction
factors become unity for a perfect azimuthal acceptance. Statistical
errors are smaller than the symbols.
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but with the acceptance correction.

for as a systematic error. For the ZDC-SMD event plane, we
observed a similar trend for vX

2 and vY
2 .

A possible nonuniform acceptance of the BBC and ZDC-
SMD could lead to the difference between Res{�n; X} and
Res{�n; Y}. If the azimuthal coverage of both detectors
is perfect, Res{�n; X} and Res{�n; Y} should be identical.
Therefore, the effect of the acceptance of the detector on
the event-plane resolution can be assessed by comparing
Res{�n; X} and Res{�n; Y}.

Figure 15 shows Res{�n; X} and Res{�n; Y} of the BBC
and ZDC-SMD as a function of centrality. The resolutions
are calculated by using Eq. (21) with the ZDC-SMD, BBC,
and CNT event planes. Res{�n; X} was comparable to
Res{�n; Y} for both the BBC and ZDC-SMD event planes.
They also agreed, within statistical errors, with the expected
resolution, namely, the full-event resolution scaled by 1/

√
2.

We also evaluated Res{�n; X} and Res{�n; Y} of BBC and
ZDC-SMD for the two-subevent method. Res{�BBC

2 ; X} was
consistent with Res{�BBC

2 ; Y}. However, for the ZDC-SMD
event plane, Res{�ZDC−SMD

1 ; Y} (Res{�ZDC−SMD
1 ; X}) was

systematically higher (lower) by about 30% than the expected
resolution when the resolutions were calculated with k = 1
in Eq. (8). The difference between Res{�ZDC−SMD

1 ; X} and
Res{�ZDC−SMD

1 ; Y} for the two-subevent method is attributed
to the nonuniform acceptance between horizontal (x) and
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FIG. 15. (Color online) Comparison of Res{�n; X} and
Res{�n; Y} with Res{�n} for the (a) BBC event plane (n = 2) and
(b) ZDC-SMD event plane (n = 1) as a function of centrality. The
resolutions are calculated by using Eq. (21) with the ZDC-SMD,
BBC, and CNT event planes. Res{�n} is divided by

√
2 in order

to compare Res{�n; X} and Res{�n; Y}. Only statistical errors are
shown and are smaller than symbols.

vertical (y) directions of the ZDC-SMD. Those resolutions of
the ZDC-SMD were consistent with each other using k = 2.
For k = 2, the nonuniform acceptance in the azimuthal direc-
tions cancels out, since Res{�ZDC−SMD

1 ; X, Y} contains both
〈cos (�)〉 and 〈sin (�)〉 terms. Thus, Res{�ZDC−SMD

1 ; X, Y}
should be the same and consistent with that from the expected
resolution.

The comparison of vX
2 and vY

2 with v2 with respect to the
BBC and ZDC-SMD event planes is shown in Fig. 16. The
maximum difference of vX

2 and vY
2 relative to v2{BBC} is

about 2% for the centrality range 20–60% and is independent
of centrality. Systematic uncertainties are evaluated by scaling
the maximum difference by 2/

√
12. The same comparison is

also made for v2{ZDC-SMD} as shown in the bottom panel in
Fig. 16. The systematic errors range from 1–25% and strongly
depend on the centrality, as well as on the corrections by the
different event-plane resolutions. vX

2 and vY
2 are ∼10–25%

different from v2{ZDC-SMD} in the 0–20% centrality bin
because of the very low resolution. This systematic uncer-
tainty is denoted as “Acceptance effect on event planes” in
Table III.

B. Cumulant method

The potential sources of systematic errors on the cumulant
measurements are detailed below.
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FIG. 16. (Color online) Comparison of vX
2 and vY

2 with the total
v2 for the (a) BBC and (b) ZDC-SMD event planes as a function of
pT for the centrality bin 20–60%. Res{�n; X} and Res{�n; Y} are
calculated by the combination of the ZDC-SMD, BBC, and CNT
event planes. Acceptance corrections are included into vX

2 and vY
2 .

Error bars denote statistical errors.

1. Fixed multiplicity cut

Following Ref. [44], a fixed multiplicity is used to re-
construct the integrated flow to avoid introducing additional
errors arising from a fluctuating multiplicity. In our analysis,
the systematic errors were estimated by varying the fixed
multiplicity cut used for the reconstruction of the integrated
flow and studying its effect on the differential flow values.

Figure 17(a) shows the variation of v2 with pT for
integral multiplicity cuts equal to 60%, 70%, and 80% of
the mean multiplicity for the centrality bin 10–20%, which
corresponds to 17, 20, and 22 particles, respectively. The ratio
of the differential v2 values, shown in Fig. 17(b), is used to
estimate the systematic error on our measurements, which is
∼5%.

2. pT range for integrated flow

To assess the influence of the pT range used to estimate
the integrated flow on the differential flow, we chose different
pT ranges over which the integral particles were selected.
Differential v2 results were obtained for three pT ranges: 0.25–
2.0, 0.25–1.5, and 0.3–1.5 GeV/c. The systematic error from
this source is estimated to be 3–8% depending on centrality
and pT .

2v

0

0.05

0.1

0.15

0.2

10 − 20 %

(a)

 (GeV/c)
T

p

 2
R

at
io

 o
f v

0.9

1

6

1.1 (b)

0 2 4

FIG. 17. (Color online) (a) v2{2} as a function of pT for centrality
10–20% in Au + Au collisions at

√
sNN = 200 GeV for different

fixed multiplicity cuts, corresponding to 60% (filled triangles), 70%
(open circles), and 80% (open crosses) of the mean multiplicity.
(b) Ratio of v2(pT ) for the two lowest multiplicity cuts to v2(pT ) for
80% of the mean multiplicity.

3. Background contribution

The procedures followed for studying the background
contribution to v2{2} were the same as for the event-plane
method. After background subtraction, the systematic error
is calculated by determining the difference between the
v2 obtained from using 2σ and 3σ association cuts. We
determined that the overall systematic error due to these
differences is 6–10% depending on pT and centrality.

V. RESULTS

A. pT dependence of v2

The pT dependence of v2 has been instrumental in revealing
the hydrodynamic properties of the matter formed at RHIC
[19,21]. In this context, it is important to compare the
pT dependence of v2 from different methods to establish
the robustness of our v2 measurements. This comparison is
displayed in Fig. 18, which shows the differential charged
hadron v2 as a function of pT from the event-plane and
cumulant methods for different centrality bins in the range
0–60% in Au + Au at

√
sNN = 200 GeV. v2{2} increases up

to pT ≈ 3 GeV/c and saturates at 0.1–0.25, depending on
centrality, for higher pT . On the other hand, v2{BBC} and
v2{ZDC-SMD} reach their maximum value at pT ≈ 3 GeV/c,
and decrease for higher pT .

The differences between v2{BBC} and v2{ZDC-SMD} are
independent of pT within systematic errors in the measured
centrality range. v2{ZDC-SMD} is consistent with v2{BBC}
within systematic errors in the 0–40% centrality range,
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FIG. 18. (Color online) Charged hadron v2(pT ) in Au + Au collisions at
√

sNN = 200 GeV from the two-particle cumulant method (filled
squares), the BBC event plane (filled triangles), and the ZDC-SMD event plane (filled circles) for the indicated centralities. Error bars denote
statistical errors. The type B systematic uncertainties are represented by the open boxes for the v2{BBC} and v2{ZDC-SMD}, and by the
solid lines for the v2{2}. The gray bands and blue boxes represent the type C systematic uncertainties on the v2{BBC} and v2{ZDC-SMD},
respectively.

but it is ∼10–20% smaller than v2{BBC} in the 40–60%
centrality range. These results could indicate that the influence
of nonflow effects on v2{BBC} is small and within the
systematic errors, because nonflow effects are not expected to
influence v2{ZDC-SMD}. The difference between v2{BBC}
and v2{ZDC-SMD} in peripheral collisions could be attributed
to nonflow contributions that might be proportionally larger in
more peripheral collisions.

The cumulant and event-plane v2 agree well within sys-
tematic uncertainties in the centrality range 0–40%. In more
peripheral collisions, there may be some differences devel-
oping above pT 	 4 GeV/c. Correlations between particles
from jets affect the cumulant results, but have less influence
on v2{BBC}, as explained in Ref. [29], where it was shown
that the smaller the rapidity gap between the leading particle

from a jet and the event plane, the greater the v2 of the leading
particle of the jet.

To illustrate more clearly the differences between the
different methods, Fig. 19 shows the ratio of v2{ZDC-SMD}
and v2{2} to v2{BBC}. The results from the three methods
are comparable in magnitude within systematic errors, except
for the central and peripheral bins where the largest deviations
occur. In addition, v2{2} and v2{ZDC-SMD} show different
behaviors at pT > 3 GeV/c, with v2{2} being larger, and
v2{ZDC-SMD}, smaller than v2{BBC}.

B. Centrality dependence of v2

Figure 20 shows the Npart dependence of v2 from different
methods for charged hadrons in the range 1.0 < pT <
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FIG. 19. (Color online) Ratio
of v2 to v2{BBC} as a function of
pT for six centrality bins over the
range 0–60% in Au + Au colli-
sions at

√
sNN = 200 GeV. Data

symbols are the same as in the
Fig. 18. Error bars denote statisti-
cal errors. The solid red lines rep-
resent the type B systematic errors
on the v2{2}. The blue and yellow
bands represent type C systematic
uncrtainties on v2{ZDC-SMD}
and v2{2}.
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FIG. 20. (Color online) Comparison of charged hadron v2 at
1 < pT < 1.2 GeV/c as a function of Npart for v2{BBC}, v2{ZDC-
SMD}, and v2{2} in Au + Au at

√
sNN = 200 GeV. The error

bars represent statistical errors. The open boxes represent type B
systematic uncertainties on v2{BBC} and v2{ZDC-SMD}. Type B
systematic uncertainties on v2{2} are represented by solid red lines.
The gray and blue bands represent type C systematic errors on
v2{BBC} and v2{ZDC-SMD}, respectively. v2{2} values are shifted
in the x axis to improve the plot.

1.2 GeV/c. v2 is observed to increase with decreasing
Npart and then decrease slightly for Npart <∼ 75. Note that v2

values obtained with the different methods agree well within
systematic errors for all centralities. This is pT dependent, as
shown in Fig. 18.

C. Pseudorapidity dependence of v2

Figure 21 compares the pseudorapidity dependence of the
v2 of charged hadrons within the η range (±0.35) of the
PHENIX central arms for different pT selections. It can be

η
−0.4 −0.2 0 0.2 0.4

2v

0

0.1

0.2

0.3
 = 200 GeVNNsAu+Au 

Centrality = 20 − 40% 

{BBC}2v
{ZDC−SMD}2v
{2}2v

FIG. 21. (Color online) Anisotropy parameter v2 as a function
of pseudorapidity within the PHENIX central arms using event
planes from the BBC and ZDC-SMD, and from the two-particle
cumulant method for centrality 20–40%. The results are shown for
three pT bins, which are from top to bottom: 2.0–3.0, 1.2–1.4 and
0.6–0.8 GeV/c. Only statistical errors are shown.

observed that v2 is constant over the η coverage of the PHENIX
detector, and the constancy does not depend on pT . This is not
the case when the v2 is measured far from midrapidity, where
the PHOBOS and STAR Collaborations observe a drop in v2

for |η| > 1.0 [49,50].

VI. DISCUSSION

A. Effect of CNT event-plane resolution

Figure 22 shows the comparison of v2{ZDC-SMD} and
v2{BBC} as a function of pT corrected either by the resolution
from South-North correlations from the same detectors or
by the resolution from ZDC-SMD-CNT correlations in the
20–60% centrality bin. Figures 22(a) and 22(b) compare the
v2 obtained by using two different corrections from the South-
North and ZDC-BBC-CNT subevents for the BBC and ZDC-
SMD event planes. The v2 from the South-North subevent
is consistent with that from the ZDC-BBC-CNT subevent,
within systematic uncertainties. The small difference between
South-North and ZDC-BBC-CNT subevents is attributed to
the difference between the event-plane resolution, as shown in
Fig. 4. Figures 22(c) and 22(d) compare v2{ZDC-SMD} with
v2{BBC} for the South-North and ZDC-BBC-CNT subevents.
The data points in Figs. 22(c) and 22(d) are the same as in
Figs. 22(a) and 22(b). Figure 22(c) shows that v2{ZDC-SMD}
is about 10% smaller than v2{BBC} for the South-North
subevent. The ratio of v2{ZDC-SMD} to v2{BBC} is found
to be independent of pT except for 6 < pT < 8 GeV/c. If
jets are the dominant source of nonflow, one expects its
contribution to v2 to become larger at higher pT . The constant
ratio suggests that the nonflow contribution from jets is small,
and v2 fluctuations may affect v2{BBC} below pT ≈ 6 GeV/c,
since the effect of fluctuations is expected to be indepen-
dent of pT . v2{ZDC-SMD} agrees with v2{BBC} within
systematic uncertainties for the ZDC-BBC-CNT subevent, as
shown in Fig. 22(d). The event-plane resolution from the
ZDC-BBC-CNT subevents includes the effect of nonflow
contributions and v2 fluctuations, since the CNT and BBC
event planes are sensitive to both effects, though nonflow
effects especially from jets could be negligible in the BBC
event plane, as discussed earlier. The consistency between v2

from the ZDC-SMD and BBC event planes may suggest that
v2{ZDC-SMD} becomes sensitive to v2 fluctuations when the
BBC and CNT event planes are included in the estimation of
resolution.

B. Comparison with other experiments

It is instructive to compare measurements made by different
experiments at RHIC. Figure 23 shows a comparison of the
pT dependence of charged hadron v2 in the 20–60% centrality
range between PHENIX and STAR experiments [51]. The
relative systematic errors on the STAR v2{2} and v2{4}
measurements range up to 10% for pT < 1 GeV/c, with the
lowest pT bin having the largest error ∼10%, while they are of
the order of 1% above 1 GeV/c [51]. The v2{2} from PHENIX
is lower than that from STAR, but they are comparable within
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FIG. 22. (Color online) (a) Comparison of the
v2{ZDC-SMD} obtained from the S-N and ZDC-BBC-
CNT subevents as a function of pT in the 20–60%
centrality range. (b) Same comparison as (a), but for
the v2{BBC}. (c) Comparison of v2 between BBC and
ZDC-SMD event planes from the S-N subevent as a
function of pT in centrality 20–60%. (d) Same com-
parison as (c), but from the ZDC-BBC-CNT subevent.
Error bars denote statistical errors. Open boxes and
shaded bands describe the quadratic sum of type B and C
systematic uncertainties from the S-N and ZDC-BBC-
CNT subevents, respectively.

systematic uncertainties, as shown in Fig. 23(a). Figure 23(b)
compares v2{BBC} and v2{ZDC-SMD} with v2{4}, obtained
from four-particle cumulants, as measured in STAR. For
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FIG. 23. (Color online) (a) Comparison of charged hadron v2{2}
between PHENIX and STAR experiments as a function of pT in
centrality 20–60%. Solid lines represent the quadratic sum of type
B and C systematic errors on the PHENIX v2{2}. (b) Comparison
of charged hadron v2 from four-particle cumulant v2{4} at STAR
with the PHENIX v2{BBC} and v2{ZDC-SMD} as a function of pT

in centrality 20–60%. Open boxes and shaded bands represent the
quadratic sum of type B and C systematic errors on the v2{BBC} and
v2{ZDC-SMD}, respectively. STAR results are taken from Ref. [51].
Systematic errors on the STAR v2 are not plotted, see text for more
details.

pT > 2 GeV/c, the STAR v2{4} is systematically smaller than
the PHENIX event-plane v2, while v2{ZDC-SMD} is lower
than v2{BBC}. However, the three sets of measurements are
consistent within systematic errors. The order of v2, that is,
v2{BBC} > v2{ZDC-SMD} > v2{4}, could be explained
by the effect of flow fluctuations [33,52] if other nonflow
contributions are small.

Figure 24 compares our charged hadron v2 from the BBC
and ZDC-SMD event planes to v2 from a modified event-plane
method [49], labeled v2{EP2}, from the STAR experiment for
three centrality bins in the range 10–40%. Particles within
|�η| < 0.5 around the highest pT particle were excluded for
the determination of the modified event plane in order to reduce
some of the nonflow effects at high pT . We find that v2{BBC}
agrees well with v2{EP2} over the measured pT range, whereas
v2{ZDC-SMD} is generally slightly smaller than v2{EP2}.

VII. SUMMARY

In summary, we have presented PHENIX elliptic flow
measurements for unidentified charged hadrons from the event
plane and the two-particle cumulant methods as a function
of pT and centrality at midrapidity (|η| < 0.35) in Au + Au
collisions at

√
sNN = 200 GeV. The first-harmonic ZDC-SMD

event plane is used to measure v2 and is compared with v2 from
the second-harmonic BBC event plane in order to understand
the possible nonflow contributions as well as the effect of v2

fluctuations on v2{BBC}.
The comparison between v2 from two-particle cumulant

and event-plane methods shows that they agree within sys-
tematic errors. However, nonflow effects from jet correlations
begin to contribute to the two-particle cumulant v2, especially
for peripheral collisions and at high pT .

In contrast, nonflow effects on v2{BBC} are very small.
The measured v2{BBC} values decrease by about 3% when
the central arm event plane is included in the estimate of
the BBC reaction plane resolution. This could be due to a
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FIG. 24. (Color online) Comparison of the PHENIX v2{BBC}
and v2{ZDC-SMD} with the STAR v2 from the modified event-
plane method for charged hadrons [49] as a function of pT in three
centralities. Open boxes and shaded bands represent the quadratic sum
of type B and C systematic errors on v2{BBC} and v2{ZDC-SMD},
respectively.

partial compensation of the nonflow effects on the measured
v2, though the results of v2{BBC} with and without the CNT
event-plane resolution are consistent within systematic errors.
The strongest evidence that nonflow effects on v2{BBC} are
small comes from the observation that v2{ZDC-SMD} is
comparable to v2{BBC} within systematic uncertainties in
the 0–40% centrality range, and is only ∼5–10% smaller
than v2{BBC} for the 40–60% centrality bin. The magnitude
of this difference could indicate the level at which nonflow
effects such as jets or the ridge could impact the measured
flow. However, the PHOBOS Collaboration has observed the
ridge to be strongest in central collisions [31] where we
observe that v2{ZDC-SMD} is comparable with v2{BBC}.
For collisions that are more peripheral than 40% centrality,
PHOBOS observes no ridge [31], so it is unlikely that our
observation that v2{ZDC-SMD} is ∼5–10% smaller than
v2{BBC} for the 40–60% centrality bin is caused by the
ridge. Moreover, the difference between v2{ZDC-SMD} and
v2{BBC} is independent of pT in the measured centrality
range.

Because of the large pseudorapidity gap between the
event plane and the particles detected in the central arms
spectrometer, and the first-harmonic event plane from directed
flow by spectator neutrons, v2{ZDC-SMD} is considered

to provide an unbiased measure of the elliptic flow. Within
systematic uncertainties, the measured v2{ZDC-SMD} from
PHENIX is consistent with v2 from the four-particle cumulant
method measured by the STAR experiment in the 20–60%
centrality bin, and it is also consistent with the STAR v2 from
a modified event-plane method in 10–40% centrality bins.
These comparisons (1) further demonstrate the validity of the
v2{ZDC-SMD}, because both STAR results aim to minimize
the nonflow effects, (2) reinforce the robustness of the BBC
event-plane method at RHIC, and (3) confirm previous studies
of the influence of jets on the measured v2 for different
rapidity gaps. Hence, v2{BBC} can be used to infer constraints
on the hydrodynamic behavior of heavy-ion collisions at
RHIC.
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APPENDIX: DATA TABLES OF v2

Tables IV–X show numerical data in the same units as
plotted in the figures: pT (GeV/c), v2, type A statistical error
σstat, type B systematic error σB

syst and type C systematic error
σC

syst.
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TABLE IV. v2{2} as a function of pT in centralities 0–10%, 10–20%, 20–30%, 30–40%, 40–50%, and 50–60%.

Centrality
v1{}

pT

(GeV/c)
v2 σstat σB

syst σC
syst Centrality

v2{}
pT

(GeV/c)
v2 σstat σB

syst σC
syst

0.247 0.00859 0.00014 0.00001 0.00000 0.250 0.00898 0.00021 0.00001 0.00000
0.347 0.01406 0.00019 0.00004 0.00000 0.349 0.04323 0.00030 0.00026 0.00000
0.450 0.01882 0.00023 0.00007 0.00000 0.448 0.06214 0.00036 0.00053 0.00000
0.547 0.02140 0.00027 0.00009 0.00000 0.548 0.07193 0.00042 0.00071 0.00000
0.649 0.02395 0.00031 0.00011 0.00000 0.648 0.08243 0.00048 0.00093 0.00000
0.748 0.02718 0.00036 0.00014 0.00000 0.748 0.09401 0.00055 0.00121 0.00000
0.847 0.03087 0.00041 0.00018 0.00000 0.848 0.10533 0.00063 0.00153 0.00000
0.949 0.03605 0.00047 0.00024 0.00000 0.948 0.11678 0.00071 0.00187 0.00000
1.090 0.03950 0.00041 0.00029 0.00000 1.092 0.12972 0.00063 0.00231 0.00000

0–10% 1.291 0.04734 0.00053 0.00042 0.00000 30–40% 1.291 0.15059 0.00081 0.00312 0.00000
v2{2} 1.490 0.05633 0.00070 0.00059 0.00000 v2{2} 1.489 0.16955 0.00107 0.00395 0.00000

1.689 0.06542 0.00095 0.00080 0.00000 1.689 0.18422 0.00147 0.00467 0.00000
1.890 0.07148 0.00128 0.00096 0.00000 1.891 0.19625 0.00198 0.00529 0.00000
2.194 0.08352 0.00128 0.00130 0.00000 2.197 0.21718 0.00196 0.00648 0.00000
2.698 0.09362 0.00249 0.00164 0.00000 2.702 0.22835 0.00369 0.00717 0.00000
3.329 0.08866 0.00421 0.00147 0.00000 3.338 0.22623 0.00556 0.00704 0.00000
4.365 0.08997 0.01134 0.00151 0.00000 4.360 0.19059 0.01496 0.00499 0.00000
5.376 0.07933 0.02365 0.00118 0.00000 5.379 0.16931 0.03256 0.00394 0.00000
6.695 0.08701 0.02720 0.00142 0.00000 6.628 0.16346 0.05010 0.00367 0.00000

0.248 0.01089 0.00013 0.00002 0.00000 0.250 0.00625 0.00032 0.00001 0.00000
0.348 0.02714 0.00018 0.00011 0.00000 0.349 0.04611 0.00044 0.00028 0.00000
0.449 0.03914 0.00023 0.00023 0.00000 0.448 0.06387 0.00054 0.00054 0.00000
0.547 0.04592 0.00027 0.00032 0.00000 0.548 0.07455 0.00062 0.00073 0.00000
0.649 0.05281 0.00030 0.00042 0.00000 0.648 0.08575 0.00072 0.00097 0.00000
0.748 0.05977 0.00035 0.00054 0.00000 0.748 0.09774 0.00082 0.00126 0.00000
0.848 0.06637 0.00040 0.00066 0.00000 0.848 0.11126 0.00094 0.00163 0.00000
0.948 0.07459 0.00045 0.00083 0.00000 0.948 0.11974 0.00108 0.00189 0.00000
1.092 0.08249 0.00040 0.00102 0.00000 1.092 0.13745 0.00095 0.00249 0.00000

10–20% 1.291 0.09506 0.00051 0.00136 0.00000 40–50% 1.291 0.15672 0.00123 0.00324 0.00000
v2{2} 1.490 0.10997 0.00067 0.00181 0.00000 v2{2} 1.489 0.17633 0.00166 0.00410 0.00000

1.689 0.12394 0.00090 0.00230 0.00000 1.689 0.19315 0.00229 0.00492 0.00000
1.891 0.13378 0.00121 0.00268 0.00000 1.891 0.20965 0.00309 0.00580 0.00000
2.196 0.14881 0.00121 0.00332 0.00000 2.199 0.21909 0.00304 0.00633 0.00000
2.699 0.16781 0.00232 0.00422 0.00000 2.701 0.23572 0.00567 0.00733 0.00000
3.328 0.16669 0.00382 0.00417 0.00000 3.344 0.24331 0.00808 0.00781 0.00000
4.357 0.13468 0.01047 0.00272 0.00000 4.346 0.26575 0.02124 0.00932 0.00000
5.371 0.14951 0.02244 0.00335 0.00000 5.414 0.24613 0.03288 0.00799 0.00000
6.587 0.11931 0.02641 0.00214 0.00000 6.566 0.17786 0.05097 0.00417 0.00000

0.249 0.01127 0.00015 0.00002 0.00000 0.251 0.01201 0.00052 0.00002 0.00000
0.349 0.03713 0.00022 0.00019 0.00000 0.349 0.03575 0.00056 0.00016 0.00000
0.448 0.05370 0.00028 0.00040 0.00000 0.448 0.05111 0.00063 0.00033 0.00000
0.548 0.06252 0.00032 0.00054 0.00000 0.548 0.06256 0.00071 0.00050 0.00000
0.648 0.07147 0.00036 0.00070 0.00000 0.648 0.07591 0.00080 0.00073 0.00000
0.748 0.08144 0.00041 0.00091 0.00000 0.748 0.08903 0.00091 0.00101 0.00000
0.848 0.09118 0.00047 0.00114 0.00000 0.848 0.09965 0.00103 0.00126 0.00000
0.948 0.10071 0.00053 0.00139 0.00000 0.948 0.11124 0.00118 0.00157 0.00000
1.092 0.11227 0.00047 0.00173 0.00000 1.091 0.12340 0.00103 0.00193 0.00000

20–30% 1.291 0.12982 0.00060 0.00232 0.00000 50–60% 1.290 0.14241 0.00133 0.00257 0.00000
v2{2} 1.489 0.14786 0.00079 0.00301 0.00000 v2{2} 1.489 0.16236 0.00178 0.00334 0.00000

1.689 0.16113 0.00107 0.00357 0.00000 1.689 0.17737 0.00248 0.00399 0.00000
1.891 0.17515 0.00145 0.00422 0.00000 1.890 0.19295 0.00337 0.00472 0.00000
2.196 0.19364 0.00143 0.00515 0.00000 2.198 0.21282 0.00330 0.00575 0.00000
2.699 0.20931 0.00271 0.00602 0.00000 2.700 0.22201 0.00623 0.00625 0.00000
3.333 0.20299 0.00430 0.00567 0.00000 3.348 0.21980 0.00917 0.00613 0.00000
4.356 0.19729 0.01175 0.00535 0.00000 4.373 0.24935 0.02292 0.00789 0.00000
5.383 0.18635 0.02567 0.00477 0.00000 5.452 0.36285 0.05515 0.01671 0.00000
6.611 0.15079 0.04839 0.00313 0.00000 6.734 0.40554 0.08167 0.02087 0.00000
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TABLE V. v2{2} as a function of pT in centrality 20–60%.

Centrality
v2{}

pT

(GeV/c)
v2 σstat σB

syst σC
syst pT

(GeV/c)
v2 σstat σB

syst σC
syst

0.251 0.00778 0.00011 0.00001 0.00000 1.489 0.14884 0.00058 0.00292 0.00000
0.349 0.03793 0.00016 0.00019 0.00000 1.689 0.16226 0.00080 0.00347 0.00000
0.448 0.05476 0.00020 0.00040 0.00000 1.890 0.17456 0.00108 0.00402 0.00000
0.548 0.06374 0.00023 0.00054 0.00000 2.198 0.19027 0.00106 0.00478 0.00000

20–60% 0.648 0.07303 0.00026 0.00070 0.00000 2.700 0.20415 0.00201 0.00550 0.00000
v2{2} 0.748 0.08283 0.00030 0.00091 0.00000 3.348 0.21363 0.00304 0.00602 0.00000

0.848 0.09301 0.00034 0.00114 0.00000 4.373 0.19568 0.00653 0.00505 0.00000
0.948 0.10247 0.00039 0.00139 0.00000 5.452 0.23823 0.01494 0.00749 0.00000
1.091 0.11444 0.00034 0.00173 0.00000 6.734 0.18915 0.02297 0.00472 0.00000
1.290 0.13201 0.00044 0.00230 0.00000

TABLE VI. v2{BBC} and v2{ZDC-SMD} from S-N and ZDC-BBC-CNT subevents as a function of pT in centrality
20–60%.

Centrality v2{} pT S-N subevents ZDC-BBC-CNT subevents
(GeV/c)

v2 σstat σB
syst σC

syst v2 σstat σB
syst σC

syst

0.247 0.02569 0.00009 0.00049 0.00001 0.02486 0.00009 0.00045 0.00001
0.348 0.04271 0.00009 0.00016 0.00003 0.04133 0.00010 0.00015 0.00003
0.448 0.05587 0.00010 0.00014 0.00006 0.05407 0.00012 0.00013 0.00005
0.548 0.06846 0.00011 0.00015 0.00009 0.06625 0.00013 0.00014 0.00008
0.648 0.08009 0.00013 0.00015 0.00012 0.07751 0.00015 0.00014 0.00011
0.748 0.09123 0.00014 0.00016 0.00015 0.08828 0.00017 0.00015 0.00014
0.848 0.10124 0.00016 0.00019 0.00019 0.09798 0.00019 0.00018 0.00018
0.948 0.11159 0.00018 0.00017 0.00023 0.10799 0.00021 0.00016 0.00021

20–60% 1.092 0.12439 0.00016 0.00018 0.00029 0.12038 0.00020 0.00017 0.00027
v2{BBC} 1.292 0.14170 0.00020 0.00019 0.00037 0.13713 0.00025 0.00018 0.00035

1.492 0.15770 0.00027 0.00027 0.00046 0.15261 0.00031 0.00025 0.00043
1.692 0.17244 0.00037 0.00027 0.00055 0.16688 0.00040 0.00026 0.00051
1.892 0.18481 0.00050 0.00030 0.00063 0.17885 0.00052 0.00028 0.00059
2.200 0.19684 0.00049 0.00029 0.00071 0.19049 0.00052 0.00027 0.00067
2.703 0.20803 0.00092 0.00025 0.00080 0.20132 0.00092 0.00023 0.00075
3.343 0.20569 0.00141 0.00039 0.00078 0.19905 0.00138 0.00037 0.00073
4.381 0.17942 0.00371 0.00066 0.00059 0.17363 0.00360 0.00062 0.00056
5.410 0.14862 0.00877 0.00098 0.00041 0.14382 0.00849 0.00092 0.00038
6.852 0.16262 0.01770 0.00328 0.00049 0.15738 0.01713 0.00308 0.00046

0.247 0.02532 0.00025 0.00047 0.00004 0.02661 0.00035 0.00052 0.00002
0.348 0.04002 0.00029 0.00014 0.00010 0.04188 0.00037 0.00015 0.00004
0.448 0.05165 0.00032 0.00012 0.00017 0.05395 0.00041 0.00013 0.00007
0.548 0.06296 0.00036 0.00013 0.00025 0.06567 0.00046 0.00014 0.00010
0.648 0.07433 0.00041 0.00013 0.00035 0.07746 0.00051 0.00014 0.00014
0.748 0.08377 0.00046 0.00013 0.00044 0.08730 0.00057 0.00015 0.00017
0.848 0.09429 0.00052 0.00017 0.00056 0.09827 0.00065 0.00018 0.00022
0.948 0.10365 0.00059 0.00015 0.00067 0.10808 0.00074 0.00016 0.00027

20–60% 1.092 0.11617 0.00053 0.00016 0.00085 0.12065 0.00063 0.00017 0.00033
v2{ZDC-SMD} 1.292 0.13006 0.00066 0.00016 0.00106 0.13535 0.00081 0.00018 0.00042

1.492 0.14367 0.00086 0.00023 0.00129 0.14994 0.00109 0.00024 0.00052
1.692 0.15763 0.00115 0.00023 0.00156 0.16504 0.00150 0.00025 0.00062
1.892 0.17281 0.00151 0.00026 0.00187 0.18136 0.00203 0.00029 0.00075
2.200 0.18031 0.00149 0.00024 0.00204 0.18912 0.00200 0.00026 0.00082
2.703 0.18983 0.00263 0.00021 0.00226 0.19998 0.00375 0.00023 0.00092
3.343 0.18147 0.00393 0.00030 0.00206 0.19147 0.00576 0.00034 0.00084
4.381 0.16102 0.01018 0.00053 0.00162 0.17005 0.01517 0.00059 0.00066
5.410 0.14043 0.02402 0.00088 0.00124 0.14833 0.03585 0.00098 0.00050
6.852 0.12310 0.04849 0.00188 0.00095 0.13003 0.07240 0.00210 0.00039
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TABLE VII. v2{BBC} from S-N and ZDC-BBC-CNT subevents as a function of pT in centrality 0–10%, 10–20%,
and 20–30%.

Centrality v2{} pT S-N subevents ZDC-BBC-CNT subevents
(GeV/c)

v2 σstat σB
syst σC

syst v2 σstat σB
syst σC

syst

0.247 0.01025 0.00012 0.00008 0.00001 0.00966 0.00016 0.00007 0.00000
0.348 0.01868 0.00014 0.00003 0.00002 0.01762 0.00025 0.00003 0.00002
0.448 0.02300 0.00016 0.00005 0.00003 0.02169 0.00030 0.00005 0.00002
0.548 0.02741 0.00018 0.00007 0.00004 0.02586 0.00035 0.00006 0.00003
0.648 0.03174 0.00020 0.00007 0.00005 0.02993 0.00041 0.00006 0.00005
0.748 0.03570 0.00023 0.00007 0.00006 0.03367 0.00046 0.00006 0.00006
0.848 0.03990 0.00026 0.00007 0.00008 0.03763 0.00051 0.00006 0.00007
0.948 0.04428 0.00029 0.00008 0.00010 0.04176 0.00057 0.00007 0.00009
1.092 0.04941 0.00025 0.00008 0.00012 0.04660 0.00061 0.00007 0.00011

0–10% 1.292 0.05631 0.00032 0.00008 0.00016 0.05310 0.00070 0.00007 0.00014
v2{BBC} 1.492 0.06349 0.00042 0.00008 0.00020 0.05988 0.00082 0.00007 0.00018

1.692 0.07065 0.00058 0.00012 0.00025 0.06663 0.00096 0.00010 0.00022
1.892 0.07859 0.00078 0.00011 0.00031 0.07412 0.00115 0.00010 0.00028
2.200 0.08557 0.00078 0.00009 0.00037 0.08070 0.00121 0.00008 0.00033
2.703 0.09598 0.00151 0.00015 0.00046 0.09052 0.00179 0.00014 0.00041
3.343 0.09806 0.00245 0.00031 0.00049 0.09249 0.00257 0.00028 0.00043
4.381 0.08795 0.00699 0.00089 0.00039 0.08295 0.00667 0.00079 0.00035

0.247 0.01804 0.00010 0.00008 0.00000 0.01754 0.00011 0.00007 0.00000
0.348 0.03095 0.00011 0.00008 0.00001 0.03008 0.00015 0.00008 0.00001
0.448 0.03927 0.00012 0.00012 0.00002 0.03816 0.00018 0.00011 0.00002
0.548 0.04714 0.00014 0.00018 0.00003 0.04582 0.00020 0.00017 0.00003
0.648 0.05480 0.00015 0.00016 0.00004 0.05326 0.00023 0.00015 0.00004
0.748 0.06236 0.00017 0.00016 0.00006 0.06060 0.00026 0.00015 0.00005
0.848 0.06895 0.00019 0.00016 0.00007 0.06701 0.00029 0.00015 0.00006
0.948 0.07647 0.00022 0.00017 0.00008 0.07432 0.00033 0.00016 0.00008
1.092 0.08498 0.00019 0.00018 0.00010 0.08259 0.00033 0.00017 0.00010

10–20% 1.292 0.09731 0.00024 0.00018 0.00014 0.09457 0.00040 0.00017 0.00013
v2{BBC} 1.492 0.10883 0.00032 0.00022 0.00017 0.10576 0.00047 0.00021 0.00016

1.692 0.12204 0.00044 0.00021 0.00021 0.11860 0.00058 0.00020 0.00020
1.892 0.13129 0.00059 0.00029 0.00025 0.12760 0.00072 0.00027 0.00023
2.200 0.14375 0.00058 0.00021 0.00030 0.13970 0.00074 0.00020 0.00028
2.703 0.15569 0.00112 0.00023 0.00035 0.15130 0.00120 0.00022 0.00033
3.343 0.15885 0.00177 0.00033 0.00037 0.15437 0.00180 0.00031 0.00034
4.381 0.13970 0.00491 0.00056 0.00028 0.13577 0.00480 0.00053 0.00027
5.410 0.12763 0.01194 0.00101 0.00024 0.12403 0.01161 0.00095 0.00022
6.852 0.10820 0.02401 0.00193 0.00017 0.10515 0.02334 0.00183 0.00016

0.247 0.02367 0.00011 0.00032 0.00001 0.02303 0.00012 0.00030 0.00001
0.348 0.03981 0.00012 0.00014 0.00002 0.03874 0.00015 0.00014 0.00002
0.448 0.05138 0.00014 0.00016 0.00004 0.04999 0.00017 0.00015 0.00004
0.548 0.06250 0.00015 0.00019 0.00006 0.06081 0.00020 0.00018 0.00005
0.648 0.07276 0.00017 0.00020 0.00008 0.07080 0.00023 0.00019 0.00007
0.748 0.08298 0.00019 0.00018 0.00010 0.08075 0.00026 0.00017 0.00010
0.848 0.09184 0.00022 0.00020 0.00012 0.08937 0.00029 0.00019 0.00012
0.948 0.10139 0.00024 0.00020 0.00015 0.09866 0.00032 0.00019 0.00014
1.092 0.11279 0.00021 0.00022 0.00019 0.10976 0.00032 0.00021 0.00018

20–30% 1.292 0.12862 0.00027 0.00023 0.00024 0.12516 0.00038 0.00022 0.00023
v2{BBC} 1.492 0.14459 0.00036 0.00029 0.00031 0.14070 0.00046 0.00027 0.00029

1.692 0.15864 0.00049 0.00030 0.00037 0.15437 0.00058 0.00029 0.00035
1.892 0.17169 0.00066 0.00032 0.00043 0.16707 0.00074 0.00030 0.00041
2.200 0.18437 0.00065 0.00032 0.00050 0.17941 0.00075 0.00030 0.00047
2.703 0.19554 0.00123 0.00042 0.00056 0.19028 0.00127 0.00039 0.00053
3.343 0.19585 0.00192 0.00048 0.00056 0.19058 0.00192 0.00046 0.00053
4.381 0.18189 0.00521 0.00088 0.00049 0.17700 0.00509 0.00083 0.00046
5.410 0.14502 0.01244 0.00138 0.00031 0.14112 0.01211 0.00131 0.00029
6.852 0.15856 0.02490 0.00286 0.00037 0.15430 0.02423 0.00271 0.00035
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TABLE VIII. v2{BBC} from S-N and ZDC-BBC-CNT subevents as a function of pT in centrality 30–40%, 40–50%,
and 50–60%.

Centrality v2{} pT S-N subevents ZDC-BBC-CNT subevents
(GeV/c)

v2 σstat σB
syst σC

syst v2 σstat σB
syst σC

syst

0.247 0.02733 0.00015 0.00064 0.00001 0.02643 0.00016 0.00059 0.00001
0.348 0.04523 0.00016 0.00017 0.00004 0.04375 0.00018 0.00016 0.00003
0.448 0.05935 0.00018 0.00017 0.00006 0.05740 0.00021 0.00016 0.00006
0.548 0.07263 0.00020 0.00016 0.00010 0.07024 0.00024 0.00015 0.00009
0.648 0.08502 0.00023 0.00015 0.00013 0.08223 0.00028 0.00014 0.00012
0.748 0.09651 0.00025 0.00020 0.00017 0.09334 0.00031 0.00018 0.00016
0.848 0.10742 0.00029 0.00019 0.00021 0.10390 0.00035 0.00018 0.00020
0.948 0.11793 0.00033 0.00018 0.00025 0.11406 0.00039 0.00017 0.00024
1.092 0.13156 0.00028 0.00022 0.00032 0.12724 0.00038 0.00020 0.00030

30–40% 1.292 0.15004 0.00036 0.00019 0.00041 0.14512 0.00046 0.00018 0.00038
v2{BBC} 1.492 0.16604 0.00048 0.00030 0.00050 0.16059 0.00057 0.00028 0.00047

1.692 0.18107 0.00066 0.00029 0.00060 0.17513 0.00073 0.00027 0.00056
1.892 0.19290 0.00089 0.00034 0.00068 0.18657 0.00094 0.00032 0.00063
2.200 0.20640 0.00088 0.00035 0.00078 0.19962 0.00094 0.00032 0.00073
2.703 0.21859 0.00164 0.00042 0.00087 0.21142 0.00164 0.00040 0.00081
3.343 0.21843 0.00252 0.00037 0.00087 0.21127 0.00247 0.00034 0.00081
4.381 0.18342 0.00662 0.00101 0.00061 0.17740 0.00641 0.00095 0.00057
5.410 0.15970 0.01568 0.00197 0.00046 0.15446 0.01517 0.00184 0.00043
6.852 0.18703 0.03171 0.00640 0.00064 0.18090 0.03067 0.00599 0.00060

0.247 0.02840 0.00024 0.00071 0.00002 0.02735 0.00024 0.00066 0.00002
0.348 0.04699 0.00025 0.00018 0.00005 0.04524 0.00027 0.00017 0.00005
0.448 0.06236 0.00028 0.00015 0.00009 0.06005 0.00031 0.00014 0.00009
0.548 0.07757 0.00031 0.00015 0.00014 0.07469 0.00035 0.00014 0.00013
0.648 0.09141 0.00035 0.00015 0.00020 0.08802 0.00040 0.00014 0.00018
0.748 0.10354 0.00039 0.00016 0.00025 0.09969 0.00045 0.00015 0.00024
0.848 0.11530 0.00044 0.00019 0.00032 0.11102 0.00051 0.00017 0.00029
0.948 0.12668 0.00050 0.00016 0.00038 0.12198 0.00057 0.00015 0.00035
1.092 0.14106 0.00044 0.00015 0.00047 0.13583 0.00054 0.00014 0.00044

40–50% 1.292 0.15967 0.00056 0.00019 0.00061 0.15374 0.00066 0.00017 0.00056
v2{BBC} 1.492 0.17584 0.00075 0.00025 0.00074 0.16932 0.00083 0.00023 0.00068

1.692 0.19082 0.00104 0.00031 0.00087 0.18373 0.00110 0.00029 0.00080
1.892 0.20216 0.00141 0.00031 0.00097 0.19466 0.00144 0.00029 0.00090
2.200 0.21274 0.00138 0.00031 0.00108 0.20485 0.00142 0.00029 0.00100
2.703 0.22348 0.00256 0.00039 0.00119 0.21518 0.00252 0.00036 0.00110
3.343 0.22044 0.00387 0.00067 0.00116 0.21226 0.00376 0.00063 0.00107
4.381 0.18665 0.00994 0.00094 0.00083 0.17973 0.00958 0.00087 0.00077
5.410 0.16716 0.02325 0.00178 0.00067 0.16095 0.02239 0.00165 0.00062
6.852 0.15951 0.04732 0.00616 0.00060 0.15359 0.04556 0.00571 0.00056

0.247 0.02767 0.00043 0.00056 0.00003 0.02604 0.00042 0.00050 0.00003
0.348 0.04569 0.00046 0.00019 0.00008 0.04300 0.00046 0.00017 0.00007
0.448 0.06193 0.00050 0.00018 0.00014 0.05828 0.00052 0.00016 0.00013
0.548 0.07654 0.00056 0.00014 0.00022 0.07203 0.00060 0.00013 0.00019
0.648 0.08963 0.00064 0.00013 0.00030 0.08435 0.00068 0.00012 0.00027
0.748 0.10358 0.00072 0.00014 0.00040 0.09747 0.00077 0.00012 0.00036
0.848 0.11362 0.00082 0.00020 0.00048 0.10692 0.00087 0.00018 0.00043
0.948 0.12637 0.00093 0.00011 0.00060 0.11892 0.00099 0.00010 0.00053
1.092 0.14117 0.00082 0.00014 0.00075 0.13284 0.00091 0.00012 0.00066

50–60% 1.292 0.15953 0.00105 0.00020 0.00095 0.15013 0.00114 0.00017 0.00085
v2{BBC} 1.492 0.17233 0.00141 0.00028 0.00111 0.16217 0.00146 0.00024 0.00099

1.692 0.18714 0.00196 0.00029 0.00131 0.17611 0.00196 0.00026 0.00116
1.892 0.19757 0.00266 0.00054 0.00146 0.18592 0.00260 0.00047 0.00130
2.200 0.20146 0.00260 0.00054 0.00152 0.18959 0.00255 0.00048 0.00135
2.703 0.21521 0.00480 0.00066 0.00174 0.20252 0.00458 0.00059 0.00154
3.343 0.19757 0.00712 0.00083 0.00146 0.18593 0.00674 0.00074 0.00130
4.381 0.16368 0.01791 0.00363 0.00100 0.15403 0.01686 0.00321 0.00089
5.410 0.11745 0.04124 0.00292 0.00052 0.11053 0.03881 0.00259 0.00046
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TABLE IX. v2{ZDC-SMD} from S-N and ZDC-BBC-CNT subevents as a function of pT in centralities 0–10%,
10–20%, and 20–30%.

Centrality v2{} pT S-N subevents ZDC-BBC-CNT subevents
(GeV/c)

v2 σstat σB
syst σC

syst v2 σstat σB
syst σC

syst

0.247 0.01342 0.00114 0.00013 0.00005 0.01723 0.00158 0.00022 0.00004
0.348 0.01488 0.00131 0.00002 0.00007 0.01929 0.00183 0.00003 0.00005
0.448 0.01231 0.00133 0.00002 0.00005 0.01688 0.00205 0.00003 0.00004
0.548 0.02085 0.00170 0.00004 0.00013 0.02643 0.00230 0.00006 0.00010
0.648 0.01557 0.00166 0.00002 0.00007 0.02132 0.00256 0.00003 0.00006
0.748 0.02236 0.00203 0.00003 0.00015 0.02928 0.00289 0.00005 0.00012
0.848 0.02656 0.00233 0.00003 0.00021 0.03444 0.00326 0.00005 0.00017
0.948 0.03014 0.00265 0.00004 0.00027 0.03909 0.00371 0.00006 0.00021
1.092 0.04275 0.00268 0.00006 0.00055 0.04922 0.00319 0.00008 0.00034

0–10% 1.292 0.03826 0.00304 0.00004 0.00044 0.04801 0.00405 0.00006 0.00032
v2{ZDC-SMD} 1.492 0.03859 0.00367 0.00003 0.00045 0.05124 0.00534 0.00005 0.00037

1.692 0.04492 0.00476 0.00005 0.00061 0.06137 0.00730 0.00009 0.00053
1.892 0.06318 0.00654 0.00007 0.00120 0.08583 0.00992 0.00014 0.00103
2.200 0.06910 0.00672 0.00006 0.00143 0.09233 0.00989 0.00011 0.00119
2.703 0.07798 0.01123 0.00010 0.00182 0.11270 0.01925 0.00021 0.00178
3.343 0.07481 0.01667 0.00018 0.00168 0.11230 0.03125 0.00041 0.00177

0.247 0.02194 0.00061 0.00011 0.00006 0.02145 0.00067 0.00011 0.00003
0.348 0.02987 0.00070 0.00008 0.00011 0.02924 0.00074 0.00008 0.00005
0.448 0.03696 0.00078 0.00010 0.00017 0.03621 0.00083 0.00010 0.00008
0.548 0.04342 0.00088 0.00015 0.00023 0.04255 0.00092 0.00014 0.00011
0.648 0.05052 0.00098 0.00013 0.00031 0.04951 0.00103 0.00013 0.00016
0.748 0.05556 0.00110 0.00013 0.00037 0.05445 0.00115 0.00012 0.00019
0.848 0.06572 0.00125 0.00014 0.00052 0.06442 0.00130 0.00014 0.00026
0.948 0.07064 0.00141 0.00014 0.00060 0.06923 0.00148 0.00014 0.00030
1.092 0.07773 0.00122 0.00015 0.00073 0.07626 0.00126 0.00014 0.00037

10–20% 1.292 0.09169 0.00155 0.00016 0.00102 0.08993 0.00162 0.00015 0.00051
v2{ZDC-SMD} 1.492 0.10236 0.00204 0.00019 0.00127 0.10031 0.00214 0.00019 0.00064

1.692 0.11847 0.00275 0.00020 0.00170 0.11598 0.00293 0.00019 0.00085
1.892 0.13255 0.00365 0.00029 0.00212 0.12960 0.00397 0.00028 0.00107
2.200 0.13748 0.00363 0.00020 0.00229 0.13446 0.00393 0.00019 0.00115
2.703 0.15166 0.00640 0.00022 0.00278 0.14772 0.00754 0.00021 0.00139
3.343 0.14679 0.00945 0.00028 0.00261 0.14255 0.01196 0.00026 0.00129
4.381 0.14874 0.02444 0.00064 0.00268 0.14410 0.03301 0.00060 0.00132
5.410 0.02580 0.05846 0.00004 0.00008 0.02498 0.08004 0.00004 0.00004

0.247 0.02479 0.00045 0.00035 0.00005 0.02523 0.00056 0.00037 0.00002
0.348 0.03843 0.00052 0.00013 0.00011 0.03893 0.00061 0.00014 0.00005
0.448 0.04673 0.00058 0.00013 0.00017 0.04726 0.00067 0.00013 0.00008
0.548 0.05726 0.00065 0.00016 0.00025 0.05785 0.00075 0.00016 0.00012
0.648 0.06796 0.00073 0.00017 0.00036 0.06860 0.00084 0.00018 0.00016
0.748 0.07649 0.00082 0.00015 0.00045 0.07721 0.00094 0.00016 0.00021
0.848 0.08664 0.00093 0.00018 0.00058 0.08745 0.00106 0.00018 0.00027
0.948 0.09430 0.00105 0.00018 0.00069 0.09523 0.00120 0.00018 0.00032
1.092 0.10554 0.00093 0.00019 0.00086 0.10622 0.00103 0.00020 0.00040

20–30% 1.292 0.12012 0.00118 0.00020 0.00112 0.12107 0.00132 0.00020 0.00051
v2{ZDC-SMD} 1.492 0.13329 0.00153 0.00025 0.00138 0.13466 0.00176 0.00025 0.00064

1.692 0.14589 0.00202 0.00026 0.00165 0.14785 0.00242 0.00026 0.00077
1.892 0.16194 0.00265 0.00028 0.00204 0.16454 0.00327 0.00029 0.00095
2.200 0.17353 0.00265 0.00028 0.00234 0.17613 0.00322 0.00029 0.00109
2.703 0.18631 0.00458 0.00038 0.00269 0.19024 0.00610 0.00039 0.00127
3.343 0.18180 0.00683 0.00042 0.00257 0.18612 0.00952 0.00044 0.00121
4.381 0.17827 0.01783 0.00084 0.00247 0.18283 0.02570 0.00088 0.00117
5.410 0.16731 0.04246 0.00184 0.00217 0.17163 0.06153 0.00194 0.00103
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TABLE X. v2{ZDC-SMD} from S-N and ZDC-BBC-CNT subevents as a function of pT in centralities 30–40%, 40–50%, and 50–60%.

Centrality v2{} pT S-N subevents ZDC-BBC-CNT subevents
(GeV/c)

v2 σstat σB
syst σC

syst v2 σstat σB
syst σC

syst

0.247 0.02694 0.00045 0.00062 0.00004 0.02819 0.00061 0.00068 0.00002
0.348 0.04133 0.00050 0.00014 0.00010 0.04305 0.00065 0.00015 0.00004
0.448 0.05500 0.00057 0.00015 0.00018 0.05713 0.00071 0.00016 0.00007
0.548 0.06605 0.00064 0.00013 0.00026 0.06852 0.00079 0.00014 0.00010
0.648 0.07744 0.00073 0.00013 0.00035 0.08028 0.00089 0.00014 0.00013
0.748 0.08648 0.00082 0.00016 0.00044 0.08966 0.00099 0.00017 0.00016
0.848 0.09719 0.00092 0.00016 0.00055 0.10077 0.00112 0.00017 0.00021
0.948 0.10647 0.00104 0.00014 0.00066 0.11046 0.00128 0.00016 0.00025
1.092 0.12033 0.00093 0.00018 0.00085 0.12430 0.00110 0.00020 0.00031

30–40% 1.292 0.13425 0.00117 0.00015 0.00106 0.13898 0.00141 0.00017 0.00039
v2{ZDC-SMD} 1.492 0.15041 0.00152 0.00025 0.00133 0.15615 0.00188 0.00027 0.00050

1.692 0.16789 0.00203 0.00025 0.00165 0.17486 0.00260 0.00027 0.00062
1.892 0.18310 0.00266 0.00031 0.00196 0.19124 0.00353 0.00033 0.00074
2.200 0.18792 0.00263 0.00029 0.00207 0.19616 0.00346 0.00031 0.00078
2.703 0.19298 0.00458 0.00033 0.00218 0.20250 0.00649 0.00036 0.00083
3.343 0.19902 0.00685 0.00031 0.00232 0.20918 0.00995 0.00034 0.00089
4.381 0.15951 0.01765 0.00077 0.00149 0.16787 0.02619 0.00085 0.00057
5.410 0.03318 0.04176 0.00008 0.00006 0.03492 0.06213 0.00009 0.00002

0.247 0.02601 0.00054 0.00060 0.00004 0.02771 0.00077 0.00068 0.00001
0.348 0.04210 0.00060 0.00014 0.00010 0.04474 0.00081 0.00016 0.00003
0.448 0.05541 0.00067 0.00012 0.00017 0.05880 0.00089 0.00013 0.00005
0.548 0.06853 0.00076 0.00012 0.00026 0.07264 0.00099 0.00013 0.00008
0.648 0.08077 0.00086 0.00011 0.00036 0.08558 0.00111 0.00013 0.00012
0.748 0.09316 0.00097 0.00013 0.00048 0.09868 0.00125 0.00015 0.00015
0.848 0.10257 0.00110 0.00015 0.00059 0.10868 0.00141 0.00017 0.00019
0.948 0.11494 0.00125 0.00013 0.00074 0.12181 0.00161 0.00015 0.00023
1.092 0.12842 0.00112 0.00012 0.00092 0.13572 0.00139 0.00014 0.00029

40–50% 1.292 0.14455 0.00141 0.00015 0.00116 0.15299 0.00179 0.00017 0.00037
v2{ZDC-SMD} 1.492 0.15539 0.00183 0.00020 0.00134 0.16483 0.00240 0.00022 0.00043

1.692 0.16641 0.00245 0.00023 0.00154 0.17691 0.00333 0.00027 0.00049
1.892 0.18706 0.00325 0.00027 0.00195 0.19913 0.00453 0.00030 0.00063
2.200 0.19007 0.00319 0.00025 0.00201 0.20228 0.00443 0.00028 0.00065
2.703 0.19675 0.00563 0.00030 0.00215 0.20991 0.00824 0.00034 0.00069
3.343 0.17518 0.00833 0.00043 0.00171 0.18706 0.01244 0.00049 0.00055
4.381 0.15207 0.02120 0.00062 0.00129 0.16245 0.03198 0.00071 0.00042
5.410 0.23778 0.04958 0.00360 0.00315 0.25402 0.07485 0.00410 0.00102

0.247 0.02164 0.00071 0.00034 0.00004 0.02529 0.00114 0.00047 0.00002
0.348 0.03766 0.00077 0.00013 0.00011 0.04384 0.00120 0.00017 0.00007
0.448 0.05159 0.00087 0.00013 0.00021 0.05986 0.00132 0.00017 0.00013
0.548 0.06277 0.00098 0.00010 0.00031 0.07273 0.00148 0.00013 0.00020
0.648 0.07471 0.00111 0.00009 0.00044 0.08647 0.00166 0.00012 0.00028
0.748 0.08320 0.00125 0.00009 0.00054 0.09633 0.00188 0.00012 0.00035
0.848 0.09675 0.00143 0.00015 0.00074 0.11196 0.00214 0.00020 0.00047
0.948 0.10720 0.00163 0.00008 0.00090 0.12413 0.00244 0.00011 0.00058
1.092 0.11901 0.00146 0.00010 0.00111 0.13707 0.00212 0.00013 0.00070

50–60% 1.292 0.12717 0.00184 0.00013 0.00127 0.14709 0.00274 0.00017 0.00081
v2{ZDC-SMD} 1.492 0.14188 0.00243 0.00019 0.00158 0.16469 0.00370 0.00025 0.00101

1.692 0.15811 0.00331 0.00021 0.00196 0.18411 0.00516 0.00028 0.00127
1.892 0.15997 0.00439 0.00035 0.00201 0.18679 0.00701 0.00048 0.00131
2.200 0.16724 0.00431 0.00037 0.00220 0.19518 0.00684 0.00051 0.00142
2.703 0.18027 0.00776 0.00047 0.00255 0.21100 0.01265 0.00064 0.00166
3.343 0.13888 0.01139 0.00041 0.00152 0.16274 0.01878 0.00056 0.00099
4.381 0.12204 0.02867 0.00202 0.00117 0.14306 0.04745 0.00277 0.00077
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M. McCumber,54 P. L. McGaughey,33 N. Means,54 B. Meredith,22 Y. Miake,58 P. Mikeš,8,23 K. Miki,58 T. E. Miller,59
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16ELTE, Eötvös Loránd University, H - 1117 Budapest, Pázmány P. s. 1/A, Hungary
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The momentum distribution of electrons from semileptonic decays of charm and bottom quarks for

midrapidity jyj< 0:35 in pþ p collisions at
ffiffiffi
s

p ¼ 200 GeV is measured by the PHENIX experiment at

the Relativistic Heavy Ion Collider over the transverse momentum range 2< pT < 7 GeV=c. The ratio of

the yield of electrons from bottom to that from charm is presented. The ratio is determined using partial

D= �D ! e�K�X (K unidentified) reconstruction. It is found that the yield of electrons from bottom

becomes significant above 4 GeV=c in pT . A fixed-order-plus-next-to-leading-log perturbative quantum

chromodynamics calculation agrees with the data within the theoretical and experimental uncertainties.

The extracted total bottom production cross section at this energy is �b �b ¼ 3:2þ1:2
�1:1ðstatÞþ1:4

�1:3ðsystÞ�b.

DOI: 10.1103/PhysRevLett.103.082002 PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 25.75.Dw

Measurements of heavy flavor production (charm and
bottom) in pþ p collisions present stringent tests for
perturbative quantum chromodynamics (pQCD) calcula-
tions. For instance, while bottom production at the
Tevatron is well described by next-to-leading order
(NLO) pQCD [1], the cross section for charm production
at high pT , though compatible within the theoretical un-
certainties, is higher than the preferred theoretical value by
�50% [2]. Measurement of heavy flavor in pþ p colli-
sions also provides an important baseline for study of the
medium created in relativistic heavy-ion collisions. The
PHENIX experiment at the Relativistic Heavy Ion Collider
(RHIC) has measured single electrons from the semilep-
tonic decay of heavy flavor at midrapidity in pþ p and
Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV [3,4]. Strong sup-

pression of the single electron yield at high pT , which
includes contributions from both charm and bottom de-
cays, was observed in central Auþ Au collisions [4]. This
effect is conventionally attributed to energy loss by the
parent parton in the medium [5]; one also expects the
energy loss suffered by bottom quarks to be significantly
less than that suffered by charm quarks due to the differ-
ence in their masses [6,7]. Clearly, for both pQCD com-
parisons and the heavy-ion reference, one wants to dis-
entangle the yields of charm and bottom at RHIC energies.

In this Letter, we present the yield ratio of single elec-
trons from bottom to those from heavy flavor at midrapid-
ity in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV, using partial
D= �D ! e�K�X (K unidentified) reconstruction. The
data were collected with the PHENIX detector [8] in the
2005 and 2006 RHIC runs using its two central arm spec-

trometers. Each spectrometer covers j�j< 0:35 in pseu-
dorapidity and �� ¼ �=2 in azimuth. The arms include
drift chambers (DC) and pad chambers (PC1,2,3) for
charged particle tracking, a ring imaging Čerenkov detec-
tor (RICH) and an electromagnetic calorimeter (EMCal)
for electron identification and triggering. Beam-beam
counters (BBCs), covering pseudorapidity 3:1< j�j<
3:9, measure the position of the collision vertex along the
beam (zvtx) and provide the interaction trigger. In the 2005
run, helium bags were placed in the space between the
beam pipe and DC to reduce photon conversions. The bags
were removed in 2006.
Two data sets are used for the analysis: (i) a minimum

bias (MB) data set recorded with the BBC trigger, and
(ii) an electron enriched sample, recorded with a level-1
‘‘ERT’’ trigger requiring a combination of EMCal and
RICH information in coincidence with the BBC trigger.
The BBC trigger cross section is 23:0� 2:2 mb [9]. The
BBC trigger selects �53% of inelastic pþ p collisions
and ð79� 2Þ% of hard scattering events, such as those with
high-pT particles at midrapidity. The latter efficiency is
approximately pT and particle independent, which was
verified by the observed ratio of high-pT pion and eta
yields with and without the BBC trigger, and confirmed
with a Monte Carlo simulation [9,10]. After selection of
good runs and a vertex cut of jzvtxj< 25 cm, an integrated
luminosity (

R
Ldt) in the ERT data of 1:77 pb�1 in the

2005 run and 4:22 pb�1 in the 2006 run are used for this
analysis.
Charged particle tracks are reconstructed using the

DC and PC1. The momentum resolution is �1% at
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pT � 1 GeV=c, and the momentum scale is calibrated
within 1%. Electron identification (eID) is performed using
the RICH and EMCal. The purity of the electron sample is
better than 99% for 1 <pT < 5 GeV=c [3]. Our previous
measurement [3] determined the spectrum of the single
electrons from heavy flavor in the 2005 run. Inclusive
electron spectra from the 2005 run and the 2006 run are
consistent within 5% after taking into account a contribu-
tion from the increased photon conversion due to the
absence of the helium bags.

The spectrum of the single electrons from heavy flavor is
determined using the ‘‘cocktail method’’ [3,4]. The elec-
tron spectrum from all known sources except semileptonic
decay of heavy flavor is calculated using a Monte Carlo
simulation and subtracted from the inclusive spectrum in
the cocktail method. The dominant source of background is
the �0 Dalitz decay. The cocktail also includes contribu-
tions from quarkonium (J=c , �) and the Drell-Yan pro-
cess, which were neglected in our previous measurements
[3,4]. These contributions are negligible (smaller than 1%
in background) for pT < 1 GeV=c, but become significant
at high pT (above 10% for pT > 2:5 GeV=c) [11]. The
signal to background ratio increases with increasing pT ,
approaching unity for pT � 3 GeV=c [3].

The systematic uncertainties of the inclusive electron
spectrum includes the uncertainty in luminosity (9.6%),
geometrical acceptance (3%), eID efficiency (2%), and
the ERT trigger efficiency (4% at pT > 2 GeV=c). The
uncertainty in the cocktail method is pT dependent (3%
at pT � 2 GeV=c, increasing to 9% at 9 GeV=c).

The ratio of (b ! e) to ½ðc ! eÞ þ ðb ! eÞ� is extracted
from the correlation between the heavy flavor electrons and
associated hadrons [12,13]. The extraction is based on
partial reconstruction of the D= �D ! e�K�X decay. The
invariant mass of unlike charge-sign electron-hadron pairs

reveals a correlated signal below the D meson mass of
�1:9 GeV=c2, because of the charge correlation in the D
decays. Pairs are formed between a trigger electron (2:0<
pT < 7:0 GeV=c) and an oppositely charged hadron
(0:4< pT < 5:0 GeV=c). The hadron pT is required to
be less than 5 GeV=c, because pions also emit Čerenkov
photons in the RICH above 5 GeV=c. The acceptances of
positive and negative charged particles are forced to be
identical by a geometrical acceptance cut. Since the mo-
mentum range of good charged kaon identification is lim-
ited, K identification is not performed but the mass of all
reconstructed hadrons is set to be that of the K. Most eþe�
pairs are then removed by an electron veto cut for the
hadrons. The reconstructed mass of eþe� pairs has a clear
peak at low mass. The remaining background eþe� pairs
are removed by requiring Mee > 80 MeV=c2, where the
pair mass is calculated assuming both particles in the pair
are electrons.
Depending on the origin of the trigger electrons, the

inclusive reconstructed electron-hadron pairs are
(i) unlike-sign pairs from charm, (ii) unlike-sign pairs
from bottom, (iii) combinatorial background where the
electron is a background electron and (iv) background
from unlike-sign hadron-hadron pairs due to hadron con-
tamination in the electrons. The main background source is
the combinatorial background (iii) and almost all back-
ground electrons are from eþe� pair creation. Like-sign
electron-hadron pairs are used to subtract this background.
Since electrons from eþe� pair creation and hadrons do
not contribute to charge correlated signals, subtraction
using like-sign pairs cancels out completely the combina-
torial background where the trigger electron is from eþe�
pair creation (iii). Only the negligibly small (<1%) con-
tribution from K0

e3 decay is not canceled out by the sub-

traction in the background (iii). The contribution from
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FIG. 1 (color online). Comparison of data to a PYTHIA and EVTGEN [14,15] simulation of the invariant mass distributions in PHENIX
acceptance for the reconstructed signal in the 2006 run. The electron pT range is 3:0–4:0 GeV=c (a) and 4:0–5:0 GeV=c (b). The
ratios, ðb ! eÞ=½ðc ! eÞ þ ðb ! eÞ�, in solid lines are 0.26 (a) and 0.63 (b). Error bars (boxes) indicate statistical (systematic)
uncertainties.
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hadron contamination (iv) is also less than a 1% effect due
to the excellent electron identification. After the subtrac-
tion, the reconstructed pairs include a contribution from
bottom (ii) due to not identifying K. The contribution from
bottom (ii) is much smaller than that from charm (i) due to
the bottom decay modes and kinematics. The reconstructed
pairs also contain a signal from partial reconstruction of
heavy flavor hadrons and a contribution from a combina-
tion of heavy flavor electrons and hadrons from jet frag-
mentation. The ratio of the yield of unlike-sign pairs to that
of like-sign pairs is about 1.1 for invariant masses (MeK)
below 1:9 GeV=c2.

The fraction of bottom contribution to the electrons from
heavy flavor is obtained as follows:

b ! e

ðc ! eÞ þ ðb ! eÞ ¼ �c � �data
�c � �b

; (1)

where �data is the tagging efficiency in real data and �cðbÞ is
the tagging efficiency for charm (bottom) production.
These are defined as

�data �
Npair

NeðHFÞ
¼ Nc!tag þ Nb!tag

ðc ! eÞ þ ðb ! eÞ ; (2)

�c �
Nc!tag

c ! e
; �b �

Nb!tag

b ! e
; (3)

where NeðHFÞ is the number of measured heavy flavor

electrons. Npair is the number of background subtracted

unlike-sign electron-hadron pairs for invariant mass within
0:4<MeK < 1:9 GeV=c2, which corresponds to the mass
range of charmed hadrons. Here, NcðbÞ!tag is the number of

reconstructed signals within 0:4<MeK < 1:9 GeV=c2 for
charm (bottom) production.

Figure 1 shows theMeK distribution of the reconstructed
signals, which is normalized by the yield of heavy flavor
electrons (NeðHFÞ) in the range 3<pT < 4 GeV=c [panel

(a)] and 4< pT < 5 GeV=c [panel (b)]. The tagging effi-
ciency in real data, �data, is determined by the integration of
the MeK distribution in Fig. 1 from MeK ¼ 0:4 to
1:9 GeV=c2 as a function of electron pT .
The tagging efficiencies for charm and bottom produc-

tion, �c and �b, are calculated with the combination of
PYTHIA and EVTGEN [14,15]. PYTHIA is used to simulate

charm and bottom production in pþ p collisions at
ffiffiffi
s

p ¼
200 GeV and is tuned to reproduce heavy flavor hadron
ratios: Dþ=D0 ¼ 0:45� 0:10, Ds=D0 ¼ 0:25� 0:10,
�c=D

0 ¼ 0:10� 0:05, Bþ=B0 ¼ 0:50, Bs=B0 ¼ 0:40�
0:20, and Bbaryon=B

0 ¼ 0:20� 0:15 [11,16–19]. The

Monte Carlo simulation EVTGEN, which is suited for de-
cays of D and B hadrons, is used to simulate the semi-
leptonic decays. The dashed (dotted) lines in Fig. 1 show
the MeK distributions of the reconstructed signal for the
simulated charm (bottom) production for an electron
3<pT < 4 GeV=c (panel a) and 4<pT < 5 GeV=c
[panel (b)]. Some fluctuations in the simulated curves in
Fig. 1 come from the limited statistics in the simulation,
but the statistical uncertainties in the simulation are negli-
gible compared to that of the data. �cðbÞ is determined in the

same way as �data from the MeK distribution for charm
(bottom) production. Since about 85% of the extracted
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FONLL prediction.
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signal comes from partial reconstruction of heavy flavor
hadrons, the tagging efficiency is determined largely by
decay kinematics and �cðbÞ can be determined with good

precision. The dot-dash lines in Fig. 1 show the contribu-
tion from the combination of an electron from charm and
hadrons from jet fragmentation for charm production. The
solid line in Fig. 1 shows the sum of the MeK distributions
for charm and bottom in the simulation with the ratio, ðb !
eÞ=½ðc ! eÞ þ ðb ! eÞ�, obtained with Eq. (1).

Systematic uncertainties are categorized into two parts
related to (i) �data in the real data analysis and (ii) �c and
�b in the simulation study. The dominant uncertainty in
�data is the uncertainty in the number of heavy flavor
electrons (�10%). Uncertainty in �data also includes a
background subtraction uncertainty (1%–10%, pT depen-
dent). Category (2) includes the uncertainties in geometri-
cal acceptance (3%) and the event generator (�8% for
charm and �9% for bottom). The event generator uncer-
tainty is based on uncertainties, which are known in the
production ratios of heavy flavor hadrons (Dþ=D0,Ds=D

0,
etc.), known in the branching ratios [16–19], estimated in
the momentum distribution of heavy flavor hadrons and
estimated in the PYTHIA parameters.

Figure 2 shows the resulting bottom fraction, ðb !
eÞ=½ðc ! eÞ þ ðb ! eÞ� as a function of electron pT com-
pared to a fixed-order-plus-next-to-leading-log perturba-
tive QCD calculation (FONLL) [20]. In this figure, the
points show the measured ðb ! eÞ=½ðc ! eÞ þ ðb ! eÞ�.
For the bins with electron pT ranges 2<pT < 3 and 5<
pT < 7 GeV=c, 90% C.L. and mean values are shown. The
solid line shows the central value of the FONLL prediction
and the dotted lines show its uncertainty.

In Fig. 3, the single electron spectra for charm and
bottom are measured from the ratio, ðb ! eÞ=½ðc ! eÞ þ
ðb ! eÞ�, and the spectrum of the electrons from heavy
flavor decays. The top panel shows the resulting single
electron spectra from charm (triangles) and bottom
(squares) compared to the FONLL predictions [20]. The
measured spectrum of single electrons (circles) is also
shown for reference. The middle (bottom) panel shows
the ratio of the measured cross sections to the FONLL
calculation for charm (bottom) production. The shaded
area shows the uncertainty in the FONLL prediction. The
larger mass makes this uncertainty smaller in the case of
bottom quarks. These calculations agree with the data for
bottom production within the large theoretical and experi-
mental uncertainty. The same is true for charm within the
theoretical uncertainty with a ratio of data/FONLL of �2.
A similar tendency was obtained at the Tevatron [1,2].

The electron spectrum from bottom shown in Fig. 3
is integrated from pT ¼ 3 to 5 GeV=c and gives
4:8þ1:8

�1:6ðstatÞþ1:9
�1:8ðsystÞ nb. This spectrum is then extrapo-

lated to pT ¼ 0 using the shape predicted by pQCD.
PYTHIA with varying intrinsic kT (1:5< kT < 10 GeV=c)
and FONLL with varying factorization (�F) and renor-

malization (�R) scales (0:5<�F;R=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 þ p2

T

q
< 2) are

used to evaluate the systematic uncertainty (12%) to
this extrapolation. The extrapolation results in a bot-
tom cross section at midrapidity of d�b �b=dy jy¼0¼
0:92þ0:34

�0:31ðstatÞþ0:39
�0:36ðsystÞ�b, using a b ! e total branching

ratio of 10� 1%, calculated using the heavy flavor hadron
ratios described above. Using HVQMNR [21] with CTEQ5M

[22] parton distribution functions (PDF’s) to integrate over
rapidity, the total bottom cross section is determined to be
�b �b ¼ 3:2þ1:2�1:1ðstatÞþ1:4�1:3ðsystÞ�b. Various PDF’s and bot-

tom mass values are used to evaluate the systematic un-
certainty (8%) of the rapidity extrapolation. This result is
consistent with our result from the dielectron spectrum,
which gave �b �b ¼ 3:9� 2:5ðstatÞþ3

�2ðsystÞ�b [23].

FONLL predicts �b �b ¼ 1:87þ0:99
�0:67�b, in agreement with

both these experimental results.
The fraction of bottom in heavy flavor electrons is found

to be larger than 0.33 with 90% confidence level at pT >
5 GeV=c. Furthermore, the assumption of no bottom sup-
pression directly leads to a lower limit on the nuclear
modification factor of single electrons, RAA, of greater
than 0.33 with the same confidence level. However, accord-
ing to our measurements, RAA is �0:25� 0:05ðstatÞ �
0:05ðsystÞ at 5<pT < 6 GeV=c [4] in the 0–10% central
Auþ Au collisions. At the same time the current level of
uncertainty in the measurement precludes us from placing
significant limits on the possible energy loss of bottom
quarks.
In conclusion, the ratio of the yield of electrons from

bottom to that from charm has been measured in pþ p
collisions at

ffiffiffi
s

p ¼ 200 GeV. The ratio provides the first
measurement of the spectrum of electrons from bottom at
RHIC. FONLL calculations [20] agree with this result,
which provides an important baseline for the study of
heavy quark production in the hot and dense matter created
in Auþ Au collisions.
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Measurements of the azimuthal anisotropy of high-pT neutral pion (π0) production in Au+Au
collisions at

√
s

NN
= 200 GeV by the PHENIX experiment are presented. The data included in this

paper were collected during the 2004 RHIC running period and represent approximately an order
of magnitude increase in the number of analyzed events relative to previously published results.
Azimuthal angle distributions of π0s detected in the PHENIX electromagnetic calorimeters are
measured relative to the reaction plane determined event-by-event using the forward and backward
beam-beam counters. Amplitudes of the second Fourier component (v2) of the angular distributions
are presented as a function of π0 transverse momentum (pT) for different bins in collision centrality.
Measured reaction plane dependent π0 yields are used to determine the azimuthal dependence of
the π0 suppression as a function of pT, RAA(∆φ, pT). A jet-quenching motivated geometric analysis
is presented that attempts to simultaneously describe the centrality dependence and reaction plane
angle dependence of the π0 suppression in terms of the path lengths of hypothetical parent partons



3

in the medium. This set of results allows for a detailed examination of the influence of geometry in
the collision region, and of the interplay between collective flow and jet-quenching effects along the
azimuthal axis.

PACS numbers: 21.65.Qr,25.75.-q,25.75.Dw

I. INTRODUCTION

Over the past few years, experiments at the Relativis-
tic Heavy Ion Collider (RHIC) have established that a
dense partonic medium is formed in Au + Au collisions
at

√
sNN=200 GeV [1, 2, 3, 4]. This medium thermalizes

very quickly [1, 5, 6, 7, 8, 9, 10, 11], is extremely opaque
to the passage of high-pT particles [12, 13], and the strong
coupling of matter in the medium produces a system for
which the ratio of shear viscosity to entropy (η/s) ap-
proaches zero [14, 15, 16, 17, 18]. Much of the current
focus is on the extraction of key transport and thermo-
dynamic characteristics of the matter produced in these
collisions. Measurements of high-pT parton propagation
in the medium as well as medium-induced modification
of the fragmentation parton spectrum and its products
provide a critical tool for probing medium properties.

One of the most striking early results from RHIC
was the observation of strongly suppressed production
of high-pT particles in central Au+Au events compared
to appropriately scaled p + p collisions [12, 13]. High-
pT partons are formed from hard scattering between the
initial colliding partons, and these partons fragment into
two or more jets of hadrons. When propagating through
a dense volume of deconfined matter, these high-pT par-
tons are expected to scatter from color charges in the
medium, losing energy through a combination of gluon
bremsstrahlung radiation and collisional energy transfer
to partons in the medium. These radiated gluons even-
tually fragment into hadrons at lower pT, resulting in a
depletion of the observed yields of hadrons at higher pT.

A useful way to quantify the suppression of high-pT

hadrons is the nuclear modification factor (RAA) where
the p+ p cross section is scaled by the thickness function
〈TAA〉 of the two Au nuclei

RAA(pT) =
(1/N evt

AA)d2Nπ0

AA/dpTdy

〈TAA〉 × d2σπ0

pp /dpTdy
.

PHENIX has measured a π0 RAA close to unity in both
peripheral Au + Au collisions and A. u collisions [19, 20],
consistent with the expectation that these collisions
would not produce an extended, dense medium. As the
collisions become more central, RAA decreases to about
0.2, indicating a stronger parton energy loss. Further-
more, the measured π0 RAA is nearly constant as a func-
tion of pT, for pT

>∼ 5 GeV/c up to the highest currently
accessibly pT, 20 GeVc [19].

∗Deceased
†PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu

These data can be well reproduced by models that cal-
culate the energy lost by the hard scattered partons as
they traverse the dense medium. The amount of energy-
loss depends on the density of the medium [21], so mea-
surements of high-pT hadron suppression provide con-
straints on the transport coefficient

〈

q̂2
〉

, a measure of

mean transverse momentum squared
〈

k2
T

〉

transferred by
the medium to a high-energy parton. However, multiple
models with different physical assumptions can reproduce
the measured RAA(pT) [22, 23]. The different models
vary widely in how they include the crucial interference
terms between multiple-scattering centers as well as the
interplay between inelastic, elastic and flavor-changing
processes during the parton’s passage.

To discriminate between these models we need to in-
crease our experimental control of the path length, since
the amount of energy lost by a high-pT parton strongly
increases with the distance traveled through the medium.
A quadratic dependence on the path length is predicted
for a static medium if the dominant energy-loss mecha-
nism is the bremsstrahlung radiation of gluons surviving
the destructive interference caused by multiple scatter-
ing [22, 23]. For an expanding plasma the quadratic in-
crease should be moderated to a linear dependence [24].

The centrality dependence of RAA(pT) offers a probe
of the path-length dependence of partonic energy loss.
However, we can better test the path-length dependence
by studying the azimuthal variation of the high-pT sup-
pression at a fixed centrality. Since the collision zone
has a nearly elliptical shape in the transverse plane due
to the non-central overlap of the colliding Au nuclei, par-
tons that travel along the short axis of the nuclear overlap
region lose less energy and should therefore be less sup-
pressed. The key observable is then the two-dimensional
modification factor RAA(∆φ, pT), where ∆φ is the an-
gle of emission with respect to the event plane. The
azimuthal dependence of the spectra can be also param-
eterized by a Fourier expansion, where up to second order
dN
d∆φ

= N0[1+2v2 cos(2∆φ)], with v2 being called elliptic

flow coefficient. While both quantities characterize az-
imuthal asymmetries, historically and conceptually they
have different roots. The notion of elliptic flow is pri-
marily tied to lower pT phenomena (“soft physics”), the
domain where particle production is proportional to the
number of participating nucleons (Npart), and positive
v2 arises from the boost to the mean pT in the direction
where the pressure gradient is highest (along the reac-
tion plane). Conversely, RAA(pT) and RAA(∆φ, pT) are
commonly used to describe high pT behavior (hard scat-
tering, which scales with the number of binary collisions
Ncoll). When RAA deviates from unity at high pT, it be-
comes a valuable probe of the loss of energy/momentum

mailto:jacak@skipper.physics.sunysb.edu
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in a particular direction. However, there is no clear sepa-
ration between soft and hard regions, and both RAA and
v2 are well-defined in the entire momentum range, so in
this sense v2 is sensitive to differential energy loss at high
pT.

PHENIX has measured high-pT v2 for π0 particles from
Au+Au collisions [25]. The energy-loss models that re-
produce RAA(pT) diverge in their predictions of the az-
imuthal anisotropy at high pT. They generally under-
predict the observed azimuthal variation of RAA(∆φ), or
equivalently, are unable to describe the pT dependence
of v2 over the full range of pT where one would naively
expect them to be applicable [26, 27, 28]. These mod-
els include the hydrodynamical evolution of the medium,
and therefore the high-pT probe loses energy in a medium
that is becoming spatially isotropic with time. Several
early papers noticed that the measured v2 values were
larger than what one would expect from a completely
opaque almond-shape collision zone [29, 30]. Other early
energy-loss calculations came close to reproducing the
measured RAA(∆φ) [31, 32], but in these the plasma ex-
pansion was not taken into account, which resulted in
unrealistically strong azimuthal anisotropy. Another cal-
culation [33] has reproduced RAA(∆φ), but in this model
the Au nuclei were parameterized as hard-spheres instead
of using a more realistic Woods-Saxon density profile,
and this mechanism artificially increases the azimuthal
dependence of the energy density.

One potential resolution of the problem with energy
loss calculations not reproducing the measured azimuthal
dependence of yields is a recent calculation that al-
lowed the high-pT parton to resonantly scatter with the
medium [34] (and references therein), increasing the en-
ergy lost by a parton at plasma densities that correspond
to temperatures near the critical temperature. This pro-
duces a sharper dependence of the energy-loss on the
spatial variation of the medium’s energy density and
hence the model is able to simultaneously reproduce both
RAA(pT) and RAA(∆φ). A critical check will be to exam-
ine whether the same parameters work for the full range
of collision centralities.

In order to discriminate among all the models that at-
tempt to reproduce RAA(∆φ, pT), the experimental chal-
lenge is to extend the range and increase the precision of
observations which can be used to test different energy-
loss models. In this paper we extend the range of pub-
lished data on RAA(∆φ) [25] by a) reaching higher pT,
and thereby moving to a pT region that is completely
dominated by the fragmentation of hard partons and
reducing the possible contribution of particles from re-
combination [35], b) using finer bins in centrality, thus
achieving less averaging of the path length, and c) reduc-
ing the statistical and systematic uncertainties to further
constrain models. We present in this article measure-
ments using data collected during the 2004 RHIC run-
ning period. These data represent a high-statistics sam-
ple of Au + Au collisions (approximately 50 times that
of the 2002 RHIC running period) and therefore extend

our ability to measure RAA(∆φ) and v2 to much higher
pT with better precision.

II. EXPERIMENTAL DETAILS

The data presented in this paper were taken by the
PHENIX experiment [36] in 2004 (RHIC Run-4), and
represent the analysis of 821M minimum bias Au+Au
collisions at

√
sNN = 200 GeV. The detectors involved

in this analysis are the beam-beam counters [37] (BBC;
triggering, centrality and reaction plane determination),
the zero-degree calorimeter [38] (ZDC, centrality deter-
mination) and the electromagnetic calorimeter [39] (EM-
Cal, π0 measurement).

The BBCs are two groups of 64 hexagonal quartz
Čerenkov radiator counters with photomultiplier readout
surrounding the beampipe 144 cm up- and downstream
(“North” and “South”) from the center of the nominal
collision diamond, covering the 3 < |η| < 3.9 pseudora-
pidity range and the full azimuth. Coincidence of signals
in at least two photomultiplier tubes in both BBCs served
as a minimum bias trigger and according to simulations
it captured 92% of all inelastic collisions. The size of the
total signal in the BBCs increases monotonically with col-
lision centrality at this

√
sNN . The collision vertex z was

calculated from the difference between the fastest timing
signals in the North and South BBCs, respectively, with
σ < 2.0 cm resolution. Only events with |z| < 30 cm
were analyzed.

The ZDCs are small tungsten/scintillator hadron
calorimeters with quartz fiber lightguides and photomul-
tiplier readout, located between the beampipes at 18 m
North and South from the collision point. They measure
non-interacting “spectator” neutrons in a cone of about
2 mrad, and their signal is double-valued as a function
of centrality (it is low in very central and very peripheral
collisions but large at mid-centrality). The correlation of
ZDC vs BBC signals resolves this ambiguity and allows
a precise measurement of the true centrality for all but
the most peripheral collisions.

The reaction plane (spanned by the beam direction and
the impact vector of the colliding nuclei) is determined
event-by-event from the azimuthal charge distribution in
the BBCs, after taking into account small nonuniformi-
ties (in the response of individual radiators, PMTs, elec-
tronics, etc.), using the assumption that over a large
number of events the φ distribution of per-event reac-
tion planes should be uniform. Due to the large rapidity
gap between the central arm (|η| < 0.35) where π0s are
measured, and the BBCs where the reaction plane is es-
tablished, we assume that the reaction plane is unbiased
and free from auto-correlations. However, the relatively
coarse granularity of BBCs affects the resolution. Note
that in this analysis precise knowledge of the reaction
plane resolution, which depends strongly on centrality,
is crucial. This will be discussed in detail in the next
Section.
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Neutral pions are measured by reconstructing their de-
cay photons (π0 → γγ) in the EMCal. The EMCal
consists of 8 sectors at midrapidity (|η| < 0.35), cov-
ering a total of 2 × 90◦ in azimuth. Six sectors are
lead/scintillator (PbSc) sampling calorimeter with pho-
tomultiplier readout and 5.5 × 5.5 cm2 granularity, two
sectors are lead/glass (PbGl) Čerenkov counters with
4 × 4 cm2 granularity and photomultiplier readout. The
two detectors are 18X0 and 16X0 radiation lengths deep,
respectively, both ensuring essentially full containment
of electromagnetic showers in the relevant energy range.
The in situ energy resolution is well reproduced by sim-
ulation both in PbSc and PbGl: the π0 peak positions
and the widths both agree with the data to better than
1 MeV over the entire momentum range. Therefore, the
error on the energy (and momentum) scale is less than
1%. Timing resolution σt is ∼ 450 ps and ∼ 650 ps
for the PbSc and PbGl, respectively, allowing the rejec-
tion of neutrons and antineutrons up to a few GeV/c
transverse momentum, which would otherwise be a ma-
jor source of neutral showers up to a few GeV energy.
At sufficiently high transverse momenta, decay photons
from a nearly symmetric (Eγ1

≈ Eγ2
) decay may produce

showers in the calorimeter that start to merge into one
reconstructed cluster. In the PbSc this effect is first vis-
ible around pT ∼ 10 GeV/c, at the upper end of the pT

region considered in this paper. Due to its higher gran-
ularity and smaller Molière-radius the PbGl is immune
to this “merging” problem up to pT ∼15 GeV/c. The
hadronic response, timing properties and other sources of
systematic errors are very different for the two calorime-
ter types. Therefore, when extracting the φ-integrated
RAA, which serves as absolute normalization, the PbSc
and PbGl were analyzed separately and the results com-
bined to decrease the total systematic uncertainty.

III. DATA ANALYSIS

A. Centrality

As mentioned, the minimum-bias trigger in the Run-4
PHENIX configuration is supplied by the BBCs, and the
correlation of the charge deposited in the BBCs with en-
ergy deposited in the ZDCs provided a determination of
the centrality of the collision. The elliptic flow measure-
ment presented in this paper is measured in seven bins
of the centrality range 0-92%, with lowest correspond-
ing to the most central: 0-5%, 5-10%, 10-20%, 20-30%,
30-40%, 40-50%, and 50-60%. In addition, the combined
ranges 0-20%, 20-40%, 40-60%, and minimum bias bins
are included. For the yields with respect to the reaction
plane, the centralities presented are 0-10%, 10-20%, 20-
30%, 30-40%, 40-50%, 50-60%. Finally, the RAA versus
nuclear path length result excludes the most central bin
due to its smaller intrinsic ellipticity (the average path
length is insensitive to ∆φ).
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FIG. 1: Reaction plane resolution correction as a function of
centrality.

B. Reaction plane determination

The technique used to determine the reaction plane
on an event-by-event basis is the same used in previous
PHENIX analyses [14, 40, 41]. The quartz radiators of
each counter are arranged in approximately concentric
circles around the beam axis. The light collected in the
photo-multiplier tubes (PMTs) allows for an estimate of
the number of charged particles passing through the de-
tector.

The number of charged particles at a given PMT po-
sition, Ni, is weighted in a manner to reduce the bias of
the inner rings and used to measure the orientation of
the reaction plane from the formula

tan(2Ψ) =

∑

i wiNi sin(2φi) − 〈∑i wiNi sin(2φi)〉
∑

i wiNi cos(2φi) − 〈∑i wiNi cos(2φi)〉
,

(1)
where φi is the nominal azimuth of the radiator. Subtrac-
tion of the average centroid removes biases due to various
detector effects. A final flattening technique is used to
remove the residual non-uniformities in the distribution
of angles.

To estimate the resolution of the reaction plane mea-
surement, we use the sub-event technique [42]. The ap-
proach consists of dividing the event up into two sub-
events roughly equal in size. The two individual BBCs
provide a natural sub-event division, so we analyze the
distribution of event-by-event differences between the re-
action plane angles measured in the north and south
counters, ∆Ψ = ΨN − ΨS . In the presence of pure flow,
this distribution takes the form [42]:
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dN

d∆Ψ
=

e−χ2

2

{

2

π
(1 + χ2) + z [I0(z) + L0(z)] + χ2 [I1(z) + L1(z)]

}

. (2)

where z = χ2 cos (2∆Ψ) and the functions In and Ln are the modified Bessel functions of the first kind and modified

Struve functions, respectively. The parameter χ describes the dispersion of the flow ~Q vector and thus determines
the correction required for the reaction plane resolution. Since ∆Ψ represents the whole-event difference distribution
and we are dealing with sub-events with roughly half the multiplicity of the event, we replace χ → χ/

√
2 in Eq. 2

and fit this function to the measured ∆Ψ distribution to extract χ. The resulting value is then used to evaluate the
resolution of the event-plane of nth order [42]:

〈cosn (Ψ − ΨRP )〉 =

√
π

2
χe−

χ
2

2

[

In−1

2

(

χ2

2

)

+ In+1

2

(

χ2

2

)]

(3)

where the true reaction plane orientation is denoted
by ΨRP and the observed orientation by Ψ. Figure 1
shows the resolution correction obtained using the above-
described procedure as a function of centrality. Both 5%
and 10% wide bins are shown for comparison.

Eq. 2 is derived under the assumption that the az-
imuthal distributions are free of non-flow effects. Due to
the large rapidity gap between the BBCs and the cen-
tral arm region, it is expected that particles observed in
the BBCs have no correlation with those measured in
the central arm detectors. pythia [43] studies have been
used to confirm that jets observed in the central arm have
negligible effect on the reaction plane measurement from
the BBCs[44].

C. Neutral pion measurement

Measurement of neutral pions has played a critical role
in the study of high-pT phenomena at RHIC, and espe-
cially by PHENIX [12, 19, 25]. The two-particle decay
channel π0 → γ + γ provides a clean signal of identified
hadrons out to the highest pT regions.

EMCal showers are found by clustering contiguous
towers with energy above a threshold energy (10 MeV)
and requiring at least 50 MeV in the tower with highest
energy deposit. The impact position is calculated from
the positions of the participating towers weighted by the
logarithm of deposited energy. The energy of the cluster
is corrected for non-perpendicular incidence – the angle
being derived by assuming a straight path between the
actual vertex and the calculated impact point – as well
as nonlinearities [25]. In high-multiplicity events such as
central Au + Au collisions, there is an increasing proba-
bility for clusters to overlap (one tower accumulates en-
ergy from more than one particle), which can distort an
energy measurement from a simple sum over contiguous
towers. To mitigate this effect, the EMCal clustering al-
gorithm also provides a quantity called ecore, which is de-
termined by extrapolating the “core” energy represented
by the central four or five towers in the cluster, assum-

ing an electromagnetic shower profile. The energy- and
impact angle- dependent shower profile is a model devel-
oped from and checked against beam test data. In this
way, ecore provides a more realistic measurement of the
shower energy, less prone to contributions from acciden-
tal overlaps (particles hitting close enough they deposit
energy in the same towers) than a simple energy sum of
participating towers would be. We use this ecore for the
energy of reconstructed clusters in this analysis.

The invariant mass of a photon pair γi, γj as measured
in the EMCal is calculated from the energy of the clusters
and their measured position:

mγiγj
=

√

(P 2
γi

+ P 2
γj

) =
√

2EiEj cos(1 − θij) (4)

where θij is the opening angle between the two photons
and mγiγj

is equal to the π0 mass for photons from the

decay of the same π0. Since the photons from the π0 are
not tagged, such pairs have to be formed from each pho-
ton pair in the event where the pair momentum falls in a
particular pT bin, and some of these pairs might acciden-
tally reproduce the π0 mass as well (combinatorial back-
ground), particularly at lower pT and higher centralities
(multiplicities). Since π0s cannot be uniquely identified,
raw π0 yields are extracted statistically, by subtracting
the combinatorial background from the invariant mass
distribution.

A well-known technique to reduce the combinatorial
background is to place a cut on the energy asymmetry of
the pair, as defined by:

α =
|E1 − E2|
E1 + E2

= β| cos θ∗|. (5)

Because the angular distribution dσ/d cos θ∗ of the pairs
in the rest frame of the π0 is uniform, the asymme-
try distribution should be flat. However, due to the
steeply falling photon spectrum, fake (non-correlated)
pairs which still give the proper π0 mass are strongly
peaked towards α = 1. A pair of clusters in the EMCal
is considered a neutral pion candidate only if the pair’s
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asymmetry is less than 0.8. In addition, the two pho-
tons are required to be separated by at least 8 cm for the
combination to be considered as a π0 candidate.

There remains a non-trivial background contribution
which passes these cuts: pairs of photons from different
π0s, or, more generally, from pairs of uncorrelated clus-
ters which pass the photon identification cuts and acci-
dentally give an invariant mass near the true π0 mass.
This remaining combinatorial background is estimated
and subtracted using the event mixing method. The
procedure involves forming pairs from different events,
which will by definition be uncorrelated. Each photon
candidate is combined with all the photon candidates in
previous events stored in memory. In order to replicate
the background from uncorrelated pairs within the same
event as closely as possible in the mixed events, mixing is
performed within bins of centrality, vertex z position, and
reaction plane orientation. Since all events analyzed are
minimum-bias, no special steps are needed to avoid the
distortions of the mixed-event background by the trig-
ger requirement. All cuts applied to the combinations of
same event pairs are also applied to mixed-event pairs.
The number of events buffered determines the statistics
of the event-mixed distributions, chosen as a tradeoff be-
tween desired statistical accuracy and computational re-
sources. The data presented in this article are mixed
with five previous events (in each centrality, vertex, and
reaction plane bin).

For a given pT bin, the mixed-event mass distribu-
tion is normalized to the same-event distribution in a
region away from the π0 mass peak. The normalization
region is 0.25–0.45 GeV/c2 for pT < 6.0 GeV/c and 0.21–
0.45 GeV/c2 otherwise. Fig. 2 shows an example of this
subtraction process for two pT ranges in two centrality
bins.

The scaled background distribution is then subtracted
from the same-event pair distribution. The subtracted
result thus represents a sample of real π0s. The peak is fit
to a Gaussian to determine its width and mean position.
The raw yield of π0s is determined by integrating the
counts in a window of ±2σ around the mean. The width
and mean are recorded and parameterized as a function
of pT and centrality based upon this φ-integrated, large
sample. The positions and widths from this parameteri-
zation are then used when we extract the (much smaller)
raw yields in bins of angle ∆φ with respect to the reaction
plane. The maximum variation of the yields (multiplici-
ties) with ∆φ is only about a factor of 2, and therefore the
means and widths are not expected to change substan-
tially. Furthermore, the statistics are much poorer in the
∆φ bins, which would make individual π0 fits unreliable.

There is a residual background in the invariant mass
distributions even after the mixed-event distribution has
been removed, especially at lower pT (below ∼ 2 GeV/c).
This is due to correlations that event mixing cannot re-
produce, like the “sub-event structure” due to the pres-
ence of jets or multiple, close-by showers from an annihi-
lating anti-neutron, or imperfections of the reconstruc-

tion algorithm, such as cluster merging, cluster split-
ting, and a host of other contributions. Much of the
residual background is excluded by starting the fit at
0.09 GeV/c. What is left is accounted for by includ-
ing a first-order polynomial in the fits to the (already
background-subtracted) invariant mass distribution, and
subtracting its integral from the raw π0 yield (see Fig. 2).
In the more central events, the peak deviates slightly
from gaussian on the high mass side, due to overlapping
clusters. The use of ecore mitigates this effect, and the
systematic uncertainty on yield extraction arising from
the remaining asymmetry has been estimated to be 3-
4% [19].

D. Elliptic flow measurement

To obtain the azimuthal angle dependence of π0 pro-
duction, we measure raw π0 yields in a given pT bin
as a function of the π0 angle with respect to the re-
action plane orientation in six equally-spaced bins of
∆φ = φ(π0) − ΨRP covering the range 0 < ∆φ < π/2.
The π0 yields are measured in each ∆φ bin using the
same procedure described in III C for the reaction-plane
inclusive measurement except that the mass fits are not
performed in each ∆φ bin. Instead, the peak integration
window is set ±2σ around the mean where the width and
mean are taken from the inclusive analysis. The result-
ing raw π0 angular distribution dN/d∆φ can then be fit
to determine the strength of the modulation in the yield.
Because the PHENIX BBCs have uniform azimuthal cov-
erage, the π0 measurements have uniform acceptance in
∆φ when averaged over a large event sample, despite
the limited azimuthal acceptance of the PHENIX elec-
tromagnetic calorimeters.

Assuming elliptic flow is the dominant source of ∆φ
variation in the π0 yields, we perform a fit to the angular
distributions of the form

dN

d∆φ
= N0(1 + 2vmeas

2 cos 2∆φ). (6)

We use an analytic linear χ2 fitting procedure that
matches the integral of Eq. 6 over each of the ∆φ bins to
the measured π0 yield within the corresponding bin. In
the definition of the χ2 function we account for non-zero
covariances between the yields in the different ∆φ bins
resulting from the limited acceptance of the calorime-
ters. These covariances have been evaluated separately
for each pT and centrality bin. Examples of the raw
dN/d∆φ distributions and the results of the χ2 fits are
shown in Fig. 3. The resulting vmeas

2 values are then cor-
rected upward to account for reaction plane resolution
using correction factors described in Section III B.
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E. RAA (∆φ) measurement

The nuclear modification factor RAA has played a crit-
ical role in understanding energy loss mechanisms. RAA

is defined as

RAA(pT) =
(1/N evt

AA)d2Nπ0

AA/dpTdy

〈TAA〉 × d2σπ0

pp /dpTdy
(7)

where 〈TAA〉 is the mean Glauber overlap function for
the centrality being analyzed:

〈TAA〉 ≡
∫

TAA(b)db
∫

(1 − e−σinel
pp

TAA(b))db
, (8)

from which the mean number of binary nucleon-nucleon
collisions can be calculated, 〈Ncoll〉 = σinel

pp 〈TAA〉.
For each pT bin, we can calculate the ratio

R(∆φi, pT) =
N(∆φi, pT)

∑6

i=1
N(∆φi, pT)

(9)

where N(∆φi, pT) is the number of π0s observed in the
given (∆φi, pT) bin. Since the BBC is azimuthally sym-
metric the PHENIX acceptance has no ∆φ dependence,
there should be no azimuthal dependence to efficiency
and acceptance corrections. As a result,

RAA(∆φi, pT) = R(∆φi, pT) × RAA(pT). (10)

Thus, we can use measured inclusive RAA(pT) to con-
vert R(∆φi, pT) to RAA(∆φi, pT). Since the detector
efficiency and acceptance corrections are already con-
tained in RAA(pT), there is no need to apply them to
R(∆φi, pT).

Prior to calculating RAA(∆φi, pT) we correct the ra-
tios R(∆φi, pT) for the finite reaction plane resolution
using an approximate unfolding technique. For a pure
flow ∆φ distribution, we can express the influence of the
resolution broadening on the measured ∆φ distribution

Rmeas(∆φi, pT) = Rtrue(∆φi, pT)

[

1 + 2vmeas
2 cos(2∆φ)

1 + 2vcorr
2 cos(2∆φ)

]

,

(11)
where according to the results of Section III B vmeas

2 =
vcorr
2 /〈cos 2(Ψ − ΨRP )〉. Then, if the measured ∆φ dis-

tribution resulted from pure elliptic flow, it could be cor-
rected back to the true distribution by

Rcorr(∆φi, pT) = Rmeas(∆φi, pT)

[

1 + 2vcorr
2 cos(2∆φ)

1 + 2vmeas
2 cos(2∆φ)

]

.

(12)
As shown above, the general features of the measured π0

∆φ distributions are well-described by pure cos (2∆φ)
modulation. However, we wish to preserve in our mea-
surements of the azimuthal dependence of the π0 pro-
duction the full shape of the measured ∆φ distribution,
including possible small non-elliptic contributions. For
this purpose, the correction described in Eq. 12 applied

to the data represents an approximation to a full un-
folding procedure that becomes exact when the distribu-
tion is purely cos (2∆φ) in form. We have checked for
a few cases that a full unfolding procedure applied to
the measured dN/∆φ distributions using singular value
decomposition regulation of the response matrix repro-
duces the correction in Eq. 12. From the corrected ratios,
Rcorr(∆φi, pT), we use Eq. 10 to obtain RAA(∆φi, pT).

IV. RESULTS

A. Elliptic flow coefficient

The results of the v2 measurements using the methods
described in Sec. III D are presented in Fig. 4 as a func-
tion of pT for different centrality bins. The data points in
the figure are plotted at the mean π0 pT in bins of width
∆pT = 0.5 GeV/c for pT < 4 GeV/c and ∆pT = 1 GeV/c
for pT > 4 GeV/c. The error bars shown on the v2 data
points were obtained by multiplying the raw v2 fit errors
(see Section III D) by the same reaction plane resolution
correction factor applied to the v2 values themselves. The
error bars, then, represent uncorrelated statistical errors
on the measured v2 values arising from statistical errors
on the dN/d∆φ data points used in the fits (these er-
rors would be categorized as Type A uncertainties in the
framework described in [45] or pT-uncorrelated). System-
atic errors on the v2 measurements due to the reaction
plane determination procedure and from systematic un-
certainties in the reaction plane resolution correction are
represented in Figs. 4,5 by filled boxes, which for most
data points are similar in size or smaller than the data
points (these uncertainties are classified as Type B [45]
or pT-correlated).

Figure 5 shows v2(pT) for four centrality ranges, ob-
tained by combining data from the centrality bins shown
in Fig. 4. The corrected dN/d∆φ distributions from indi-
vidual centrality bins were summed over a given central-
ity range and then fit to obtain the corrected v2 values
shown in Fig. 5. The reaction plane resolution correc-
tion produces correlated errors in the corrected dN/d∆φ
distributions for each original centrality bin, and these
correlated errors persist in the summed dN/d∆φ distri-
bution. These correlated errors are not included in the
statistical errors for the fit to the combined dN/d∆φ dis-
tribution, but their impact on the final v2 value is es-
timated separately by evaluating the changes in the v2

fit parameter that result from adding to the summed
dN/d∆φ values ±1 σ of the correlated errors. Since this
estimated uncertainty results from the statistical uncer-
tainties on the v2 values for the original centrality bins,
we include the 1σ bounds obtained from this procedure
in the statistical error on the v2 values for the combined
centrality bins. Systematic errors for the combined bins
are plotted similarly to those in Fig. 4.

The results presented here nearly double the pT range
of previous PHENIX π0 v2 measurements from RHIC
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are data presented in this paper, and the open (red) circles are previously published results [40].
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Run-2 [40]. Those measurements are shown for com-
parison purposes in Fig. 5. Good agreement is seen be-
tween the Run-4 measurements presented here and the
Run-2 results except in the 40-60% centrality bin where
the new v2 measurements are systematically higher by
∼ 30%. This difference is attributed to improved reac-
tion plane resolution corrections for the 40-60% central-
ity bin resulting from the combining of corrected dN/∆φ
distributions from smaller centrality bins. This summing
procedure better handles the rapid variation of reaction
plane resolution with centrality in mid-central to periph-
eral collisons. Furthermore, we have cross-checked the
procedure using 5% bins, verifying the combined result
reproduces the data analyzed in wider bins. The previ-
ous Run 2 analysis did not have a sufficiently large data
sample to allow the use of separate 40-50% and 50-60%
bins, and therefore the reaction plane resolution correc-
tion was necessarily less accurate. The measured v2 val-
ues presented in Fig. 4 and Fig. 5 are also consistent with
previously published PHENIX charged pion v2 measure-
ments [14, 40].

The results in Figures 4 and 5 show a rapid increase of
v2 with increasing pT at low pT, a maximum in the range
2 < pT < 3 GeV/c, and then at higher pT a decrease of v2

with increasing pT. An increase in v2 at low pT is well-
established [46, 47, 48] and is understood to result from
the collective elliptic flow of the medium generated by
the initial spatial anisotropy of the collision zone. Hydro-
dynamical models have been successful in quantitatively
describing the pion v2(pT) in the region pT < 1.5 GeV/c.
However, it has also been well-established that the pion
v2(pT) deviates from the hydrodynamic prediction above
1.5 GeV/c, a result that is understood to imply the con-
tribution of hard processes, distortions of the spectrum
due to recombination at freeze-out, and/or effects from
dispersive hadronic evolution after freeze-out. Thus, a
change in the variation of v2 with pT near pT ∼ 2 GeV/c
is not unexpected. If the large v2 values at lower pT

are interpreted as resulting from soft, collective mecha-
nismsm, then a decrease in v2 for pT > 3 GeV/c sug-
gested by the data in Fig. 4 would naturally reflect an
increasing contribution of hard processes with smaller v2.

To statistically test the significance of the decrease of
v2 with pT, we show in Fig. 6 the results of linear fits to
the high-pT v2 values for the 20-30% and 30-40% central-
ities. The panels on the left-hand side of Fig. 6 display
a series of fits beginning at higher pT values, the first fit
starting at the pT near the maximum v2, pT = 2.5 GeV/c.
The right-hand panels show the 1-σ limits of the func-
tions for the three fits in the series, calculated from the
1-σ variation of the two fit parameters (and including the
covariance between them). The results of the fits indicate
that the decrease of v2 with pT at higher pT is statistically
significant, though the data points for pT > 5 GeV/c are
not sufficient by themselves to establish a trend. We
can state, however, that the points for pT > 5 GeV/c
are consistent with the linear decrease obtained includ-
ing the lower pT points. A question we would like to

answer, then, is whether the data show any indications
of devation from a monotonic decrease in v2(pT) indicat-
ing the transition to a quenching-dominated azimuthal
variation.

A complete understanding of v2(pT) over the measured
pT range therefore requires the treatment of the transi-
tion from soft to hard dominated physics. According to
the above discussion, in the pT range where v2 is maxi-
mum, particle production is likely not dominated by hard
processes and the reduction of v2 with increasing pT in-
dicates increasing hard-scattering contributions (or de-
creasing soft contamination). Motivated by this general
argument, we have attempted to describe the results in
Figs. 4 and 5 by a functional form

v2(pT) =

(

(pT/λ)
m

1 + (pT/λ)
m

) (

a +
1

pn
T

)

. (13)

The first term is intended to describe a rapidly rising and
saturating soft v2 resulting from collective motion while
the second term represents a rapidly falling soft/hard
ratio. The additive constant in the second term repre-
sents an asymptotic v2 that could describe a constant or
slowly varying azimuthal-dependent quenching. We show
in Figs. 7-8 the optimum fits to the full set of v2(pT) val-
ues in the different centrality bins and the result of 1σ
variation of the fit parameters taking into account the
complete covariance matrix from the fits.

The fits to the data show that the measured pT de-
pendence of the π0 v2 is qualitatively compatible with
a description of the of low and intermediate pT region
in terms of a collective flow modulation diluted by a
decreasing relative soft contribution with increasing pT.
Assuming this picture, it is then important to determine
at what pT the contamination from the soft production
no longer dominates the measured ∆φ variation of π0

yield. For most of the centrality bins, the fits suggest
that v2 decreases over most of the measured pT range
albeit with a decreasing slope at higher pT. The cen-
tral bins are compatible with v2 continuing to decrease
beyond the measured pT range although the 1σ uncer-
tainty bands also accommodate v2 saturating within the
measured range. The more peripheral bins (30-40% and
40-50%) suggest that the v2 has reached a nearly pT in-
dependent value by ∼ 5 GeV/c. The 50-60% centrality
bin has sufficient fluctuations that little can be inferred
from the pT dependence of v2 in that centrality bin. In
all of the centrality bins, the data are consistent with a
smooth reduction of v2(pT) from a maximum to a non-
zero value at high pT with that value increasing in more
peripheral collisions as would be expected from quench-
ing in an increasingly anisotropic medium. While the
functional form in Eq. 13 can describe the pT variation
of v2 within the range of the current data and within the
statistical fluctuations of the data points, it is possible
that this description will fail at higher pT with improved
statistics. In fact, a statistically significant deviation of
v2(pT) from the form in Eq. 13 might provide the most
direct evidence of the dominance of quenching effects in
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FIG. 6: (Color online) v2 versus pT for 20-30% and 30-40% centralities, with fits of the high-pT data to a first order polynomial.
From right to left, the first panel shows the series of fits, with each fit starting with a successively higher pT. The second, third,
and fourth panels show selected fits with uncertainty bands based on the 1-σ variation of the fit parameters, including their
covariance.

determining v2. B. Nuclear modification factor with respect to the
reaction plane

The nuclear modification factor as a function of ∆φ
for six centrality bins is shown in Figs. 9-14. The closed
circles represent the ∆φ-dependent measurements de-
scribed in this paper while the open circles positioned at
∆φ = π/4 represent the inclusive RAA measurement [19].
In both cases statistical uncertainties (i.e. Type A) are
represented by the error bars. For the inclusive RAA

measurement, the total systematic uncertainties (or Type
C [45]) are shown by the boxes. The upper and lower
1σ ranges of the correlated statistical uncertainties (i.e.
Type B) on the RAA(∆φ) measurements resulting from
the reaction plane resolution correction are shown by the
(blue) solid and (red) dashed lines. For all bins except the
0-10% centrality bin a dotted line is plotted at RAA = 1
for reference. We note that by construction, the average
RAA(∆φ) from the reaction plane dependent measure-
ments must be equal to the inclusive RAA.

The results in the Figs. 9-14 show that the in-plane π0

suppression is generally weaker and varies more rapidly
with pT than the suppression for π0s produced at larger
angles. As the collisions become more peripheral (for
example, 50-60%), the small suppression seen in the in-
clusive RAA almost vanishes for π0s emitted close to the
reaction plane. In a previous analysis [25], it was ob-
served that the in-plane RAA even exceeded unity for
peripheral collisions; these data exhibit no such enhance-
ment. However, the results presented in this article agree
within systematic errors with previously reported data.

The RAA(∆φ) results are combined in Fig. 15 that
shows the pT dependence of the RAA in each of the six
∆φ bins included in this analysis. We use a semi-log scale
so that the reduction of the ∆φ-integrated RAA in more
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FIG. 7: π0 v2 versus pT for centralities 0-5%, 5-10%, 0-10%, 10-20%, 20-30%, 30-40%, 40-50%, and 50-60%. The arrow in the
50-60% panel shows the lower limit of the uncertainty on the data point, which lies outside the bounds of the plot. The solid
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central collisions does not confuse the interpretation of
the results. For clarity, the results from the 20-30%, 30-
40%, 40-50%, and 50-60% centrality bins are shown on
linear plots in Fig. 16.

The RAA(pT) results exhibit a peak near 2 GeV/c,
which becomes more prominent for more central colli-
sions. The peak is strongest in the 0-10% bin where there
is little modulation of the ∆φ distributions at low or high
pT, so the peak cannot be directly attributed to elliptic
flow. The peak in RAA near 2 GeV/c is much weaker
in the more peripheral (40-50% and 50-60%) centrality
bins, particularly for π0s produced at larger ∆φ, and the
primary variation seen in these peripheral bins with in-
creasing ∆φ is a reduction in RAA that is only weakly pT

dependent.

For the intermediate centrality bins (10-20% through
30-40%) the peaking in RAA is seen in all ∆φ bins, but

is much stronger in the in-plane bins. For these inter-
mediate centralities and for pT values above the peak
in RAA (pT

>∼ 3 GeV/c), the RAA for π0s produced at
angles normal to the reaction plane is nearly constant
with pT while the RAA for π0s produced at small angles
from the reaction plane decreases rapidly with increas-
ing pT. The near constancy of the out-of-plane RAA to-
gether with the rapid reduction in in-plane RAA indicates
that in the intermediate centrality bins, the v2 and in-
clusive RAA decrease simultaneously with increasing pT

such that RAA(π/2, pT) = RAA(pT)(1 − 2v2) is approxi-
mately constant. We will argue below that a correlation
between RAA and v2 may naturally result from the un-
derlying physics responsible for the azimuthal variation
of the particle yields. However, we observe that a simul-
taneous reduction in integrated RAA and v2 suggested
by the more central RAA(pT) data would be contrary to
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FIG. 10: π0 RAA versus angle of emission with respect to the reaction plane for 10-20% centrality. Colors/data points as in
Fig. 9.



16

0 0.5 1 1.5
0

0.5

1
 < 7.0

T
6.0 < p

0 0.5 1 1.5

 < 8.0
T

7.0 < p

0 0.5 1 1.5

 < 9.0
T

8.0 < p

0 0.5 1 1.5

 < 10.0
T

9.0 < p
0

0.5

1
 < 3.5

T
3.0 < p  < 4.0

T
3.5 < p  < 5.0

T
4.0 < p  < 6.0

T
5.0 < p

0

0.5

1
 < 1.5

T
1.0 < p  < 2.0

T
1.5 < p  < 2.5

T
2.0 < p  < 3.0

T
2.5 < p

A
A

R

 (rad)φ∆

 = 200 GeV 20-30% CentralityNNsAu+Au 

FIG. 11: π0 RAA versus angle of emission with respect to the reaction plane for 20-30% centrality. Colors/data points as in
Fig. 9.

naive energy loss expectations since smaller RAA would
imply stronger quenching in the medium which would, in
turn, imply larger variation between in-plane and out-of-
plane quenching.

A similar implicit correlation between integrated RAA

and v2 is seen in the centrality dependence of the
RAA(∆φ) results. These are re-plotted in Fig. 17 as a
function of Npart for three ∆φ bins – the bins closest
to and further from the reaction plane and one of the
intermediate bins. For Npart > 100, the out-of-plane
RAA values are nearly independent of centrality while
the in-plane RAA values decrease rapidly with increas-
ing centrality. This result would have a natural geomet-
ric interpretation for π0 production dominated by hard
scattering and jet quenching. The length of the medium
normal to the reaction plane varies only slowly with cen-
trality except in the most peripheral collisions. Then, if
the π0 suppression is determined primarily by the path
length of its parent parton in the medium, the π0 RAA

would be nearly constant. Following the same argument,
the yield for pions in the direction of the reaction plane
would be much less suppressed in non-central collisions
due to the short path lengths of the parent partons in
the medium. However, with increasing centrality and de-
creasing anisotropy of the collision zone, the in-plane par-
ton path lengths would grow to match those in the out-

of-plane direction. Thus, if the π0 suppression depended
primarily on path length, the in-plane RAA would natu-
rally drop to match the out-of-plane values reproducing
the behavior of Fig. 17. In order to better see the dif-
ference between the in- and out-of-plane behaviors, these
data are also plotted on Fig. 18 with a semi-log scale.

One difficulty with this geometric interpretation of the
RAA(∆φ) results given above is that the trend in the data
that it is supposed to explain persists down to low pT,
where the v2 values are too large to be accounted for via
perturbative or formation time based energy loss scenar-
ios [26, 27, 28, 29, 30, 49]. That fact coupled with the
pronounced peaking in RAA(∆φ) near 2 GeV/c suggests
that physics other than hard scattering and jet quenching
must be invoked to explain the π0 yields at intermediate
pT. However, the fact that the out-of-plane yields show
less pronounced peaking near 2 GeV/c, that they vary
little as a function of pT above 3 GeV/c, and that they
vary little with centrality for Npart > 100 could be inter-
preted to imply that the π0 suppression at angles normal
to the reaction plane more directly represents the effects
of quenching of hard quarks and gluons while the yield
of π0s produced more closely aligned with the reaction
plane is enhanced by the collective motion of the system.
That additional enhancement could either be due to soft
hadrons being boosted to larger pT values by the collec-
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FIG. 12: π0 RAA versus angle of emission with respect to the reaction plane for 30-40% centrality. Colors/data points as in
Fig. 9.

tive elliptic flow or could result from weaker quenching for
partons moving in the direction of the flow field [27, 50].
Simultaneous description of the in-plane and out-of-plane
behavior is a sensitive test of energy loss models.

The v2 values presented in Figs. 7-8 also peak near
2 GeV/c, but the locations of the maxima in v2 are shifted
to higher pT than the maxima in RAA(∆φ). This sug-
gests that the two effects may not directly related, but we
observe that the maxima in the RAA(pT) distributions in
Figs. 15-16 shift to larger pT for smaller ∆φ. To better
illustrate the shift of the maxima in RAA(pT) we show in
Fig. 19 the RAA(pT) values for the different ∆φ bins and
indicate the variation of the peak position obtained using
polynomial fits to the first four pT bins. For the 30-40%
centrality bin, the maximum in RAA(pT) for ∆φ < π/12
is shifted by 0.4 GeV/c relative to the 5π/12 < ∆φ < π/2
bin. This shift in the peak RAA(pT) with ∆φ can pro-
duce a v2(pT) that peaks higher in pT than the inclusive
RAA.

The observed shift in the peak of RAA(pT) with ∆φ
illustrates an important property of collective motion of
the medium. The collective motion does not simply su-
perimpose azimuthal variation on the particles produced
at a given pT, it provides a ∆φ dependent shift and/or
broadening in the transverse momentum spectrum of the
produced particles. The resulting distortion will be the

smallest for particles produced at angles normal to the
reaction plane and will be largest for particles produced
in the plane. Any collective shift of soft particles to
higher pT will increase the measured RAA(∆φ, pT) for
small ∆φ relative to large ∆φ values producing a simul-
taneous increase in both the ∆φ-integrated RAA and the
v2. With increasing pT, an expected decrease in the soft
contamination would naturally explain the simultaneous
reduction in v2 and ∆φ-integrated RAA evident in the 10-
20% and 20-30% bins where the separation between the
RAA(pT) curves for different ∆φ bins decreases while the
average RAA also decreases. We will return to investigate
this correlation again below.

The 40-50% and 50-60% centrality bins in Fig. 15 show
little of the peaking near 2 GeV/c, especially in ∆φ bins
not aligned with the reaction plane. Nonetheless the v2

values for the more peripheral bins reach the same large
maximum values, v2 ∼ 0.2, at intermediate pT as the v2

values for more central bins where the peak in RAA(pT)
is more prominent. Thus, while the peaking in RAA(pT)
is less prominent in the more peripheral bins, the relative
difference between the in-plane and out-of-plane π0 yields
in the 40-50% centrality bin is comparable to that in the
20-30% centrality bin. However, it is possible that the
large ∆φ dependence in the more peripheral bins and
the apparent persistence of that variation to high pT in
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FIG. 13: π0 RAA versus angle of emission with respect to the reaction plane for 40-50% centrality. Colors/data points as in
Fig. 9.

the 40-50% centrality bin more directly reflects the larger
spatial anisotropy of the collision zone in more peripheral
collisions. The question of whether the π0 suppression
measurements presented here can be understood on the
basis of geometry and jet quenching will be more fully
explored in the following section.

We have observed above that the pT and centrality
dependence of RAA indicate a correlation between inclu-
sive RAA and v2 such that the out-of-plane π0 yields vary
only slowly with pT or centrality while the in-plane yields
approach the out-of-plane yields with increasing pT or
increasing Npart. Such a correlation between these two
seemingly unrelated quantities merely indicates that the
yields or RAA of π0’s measured in-plane and out-of-plane
more directly reflect the underlying physics responsible
for the azimuthal variation than the ∆φ-integrated yield
or RAA and the amplitude of the ∆φ modulation, v2.
Indeed, we have argued above that at higher pT the cen-
trality dependence of RAA(∆φ) may reflect the geometry
of jet quenching. At intermediate pT, the RAA(pT) re-
sults suggest contamination of the in-plane yields by soft
production and a simultaneous decrease in RAA and v2

with increasing pT as the relative contribution of collec-
tive soft processes to π0 production decreases. To more
directly demonstrate the correlation that forms the ba-
sis of these arguments we show in Fig. 20 a plot of v2

versus the inclusive RAA for centralities from 0 to 60%.
Data are displayed for pT > 2 GeV/c. The intermedi-
ate centrality bins show a correlated increase of v2 and
RAA consistent with the discussion above and a possi-
ble saturation of v2 for larger RAA values. In fact, the
trends for different centrality bins appear to be in general
agreement. However, their exact relationship and estab-
lishing or excluding a causal connection requires further
investigation.

C. Nuclear modification factor dependence on path
length

The centrality of a collision fixes the geometry of the
overlap region between the nuclei, and fixing the angle
of emission of the particles further constrains the path
length through the medium. We can use this feature to
study the dependence of the nuclear modification factor
on the path length traversed by the partons. We investi-
gate the path length dependence by expanding on several
methods previously described in [25]. We start with three
estimators of the path length that are purely geometric,
and one that includes the color density of the medium in
its calculation:

1. We start by modeling the overlap region as an el-
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FIG. 14: π0 RAA versus angle of emission with respect to the reaction plane for 50-60% centrality. Colors/data points as in
Fig. 9.

lipse defined by

x2

b2
+

y2

a2
= 1 (14)

where the minor axis b is oriented in the x direc-
tion and is parallel to the reaction plane. The
axes a and b are fixed by the intersection in the
transverse plane of two hard spheres with R =
6.8 fm. In terms of the spatial eccentricity ǫ =
〈

y2 − x2
〉

/
〈

y2 + x2
〉

(often used with Glauber cal-
culations), we can express the distance from the
origin to the edge of the ellipse at a given angle:

Lǫ(∆φ) =
b
√

1 + ǫ√
1 + ǫ cos 2∆φ

. (15)

Since this length starts at the origin, and does not
take into account color density, the expression pro-
vides a very simple estimator with which we can
evaluate the dependence of the RAA on path length.
We will refer to the hard sphere result as Lǫ,hs.

2. Instead of an ellipse strictly defined by the trans-
verse profile of two hard spheres, we model the colli-
sion region as an effective ellipse whose dimensions
are determined by equating the RMS radius and

eccentricity to the corresponding quantities calcu-
lated from the transverse distribution of partici-
pant density based on standard Glauber calcula-
tions. This length, Lǫ, is evaluated using the same
expression as Eq. 15, with b =

√
x2. Both quan-

tities are determined using the PHENIX Glauber
model [51].

3. For a more realistic approach, we evaluate the dis-
tance along the parton’s path weighted by the par-
ticipant density,

ρLxy =

∫

∞

0

dlρpart(x0 + l cos∆φ, y0 + l sin ∆φ), (16)

where (x0, y0) is the hard-scattering position and
∆φ is the angle of the jet with respect to the x axis.
The jet production point is sampled from a Monte
Carlo using a weighted TAA(x, y) distribution and a
uniform ∆φ distribution. The participant density,
assumed to be proportional to the color density,
is calculated from the Glauber model. The ρpart

density in Eq. 16 is modeled using a 1D Bjorken
expansion,

ρc(τ) ∝
(

τ2/τ2
0

1 + τ2/τ2
0

)

(τ0

τ

)

.
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FIG. 15: (Color online) Semi-log plots of RAA(pT) for each ∆φ bin, in different centrality ranges. The ∆φ bins are represented
as follows: closed (black) circles, 0-15◦; closed (red) squares, 15-30◦; closed (light green) triangles, 30-45◦; closed inverted (blue)
triangles, 45-60◦; open (magenta) circles, 60-75◦; and open (dark green) squares, 75-90◦. The systematic error in the inclusive
RAA is represented by the grey bands. Errors due to the correction factor have been omitted for clarity.

Thus ρLxy roughly represents LPM energy loss [52].
Note that ρc approaches the same 1/τ dependence
as the standard ρ ∝ τ0/τ but differs from by a fac-
tor of 2 at τ = τ0 (additionally this form is regular
at τ = 0).

4. Finally, we modify ρLxy by normalizing it by the
value of the participant density at the center of
the collision region, ρcent = ρpart(0, 0). As a re-
sult, ρLxy/ρcent is an estimator based on geometry
alone, but also accounts for the effect of the den-
sity distribution both on the jet production point
as well as the path from that point to the edge of
the medium.

Figs. 21-24 show the RAA dependence on Lǫ,hs, Lǫ,
ρLxy, and ρLxy/ρcent respectively. The results shown in
this paper cover the pT range pT = 1-10 GeV/c, not only
extending the measurement presented previously but al-
lowing a much finer binning in pT. The statistical errors
in the RAA measurements are represented by error bars
(see Section IVB). The systematic errors shown in these
data are on the RAA values only, and are indicated by
the filled boxes. The major contribution to the system-

atic error in the Lǫ values is the determination of Npart,
and is at the 10-20% level.

Both the Lǫ,hs and Lǫ behavior show an interest-
ing degree of scaling. This result is all the more un-
expected because of the overly simple geometric pic-
ture they represent. Despite the simplistic picture they
present, they both exhibit striking universality: the hard
sphere RAA(Lǫ,hs) scales well in the low pT region (as
high as pT ≈ 4 GeV/c) while RAA(Lǫ) scales well to
higher pT, at least one bin in pT beyond Lǫ,hs (though
one might argue qualitatively this trend continues even
higher when the most peripheral centrality is excluded).
The more precise pT dependence available in this data
set reveals a slight deviation from the universality with
Lǫ that was previously reported [25].

By contrast, we expect the ρLxy estimator to provide
a somewhat more intuitive and concrete picture, as it
represents a more realistic approach to the geometry and
medium. Since we expect radiative energy loss to play a
greater role at high pT, this should be the estimator that
would provide the best scaling. In fact, at the higher
pT range, a universality does emerge, though not until
pT ≈ 6 GeV/c. Below that value, the measured RAA
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FIG. 16: (Color online) RAA(pT) for different ∆φ bins in the 20-30%, 30-40%, 40-50%, and 50-60% centrality ranges. Col-
ors/data points as in Fig. 15.

points lie on parallel, but separate, curves. When ρLxy

is normalized to the central density, data again exhibit
a more universal dependence over a wider pT range than
what is seen with ρLxy alone, as shown in Fig. 24.

When considered together these results offer a rich pic-
ture. At low to moderate pT simple geometry may play a
larger role in determining the final level of RAA than con-
ventionally thought. At higher pT the scaling motivated
by energy loss (ρLxy) describes the data well. We note
that there are three possible (and not necessarily exclu-
sive) interpretations: 1) at low to moderate pT the com-
bined effects of the boost due to expansion and fragmen-
tation are sensitive primarily to the difference in lengths
traveled by the partons, and only weakly dependent on
other parameters 2) we need to restrict the analysis of
the π0 RAA to pT > 5 GeV/c to be in the range where
fragmentation followed by energy loss dominates, or 3)
the assumption that energy loss does not depend linearly
on color density [34] is incorrect and leads a departure
from scaling with ρLxy at low to moderate pT.

V. SUMMARY AND CONCLUSIONS

We have presented measurements for the azimuthal
anisotropy of neutral pions in Au + Au collisions at√

s
NN

= 200 GeV. These measurements include the v2

and RAA(∆φ) of π0s as a function of transverse momen-
tum and centrality. The v2 has been measured from
pT ≈ 1–10 GeV/c in eight centrality bins and four com-
bined centrality bins. The RAA has been measured in
the same pT range in six centrality bins. In addition, the
RAA dependence on effective path length through the
collision region has been presented for five centralities.

The general trend seen in the v2(pT) data is an initial
increase in v2 with increasing pT, peaking of the v2 in the
region of 2 < pT < 3 GeV/c, followed by a decrease in the
v2. We have argued that such a trend implies a transition
from particle production dominated by soft processes to
a pT region dominated by hard processes. In order to
quantify the pT and centrality evolution of v2, we have fit
its pT dependence to an empirical expression that allows
for such a transition. While the statistical precision of the
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FIG. 17: (Color online) π0 RAA(Npart) in reaction-plane bins at fixed pT. The three bins are as follows: closed (black) circles
are RAA(0 < ∆φ < 15◦) (in plane), the closed (red) triangles are the RAA(30 < ∆φ < 45◦), and open (blue) squares are
RAA(85 < ∆φ < 90◦) (out of plane).

high-pT data limits the conclusions we can draw from the
fits, it is clear that the data support the assumption of a
decreased dominance of soft processes transitioning to an
increased dominance of hard process with increasing pT.
The more peripheral bins suggest that a pT-independent
v2 may be reached by pT ∼ 5 GeV/c.

The differential probes represented by RAA(∆φ) pro-
vide a more sophisticated handle on the role of geometry
in the collision region. For example, we see that in mid-
centrality collisions the suppression of pions out-of-plane
is approximately the same as the suppression in more
central collisions. The data suggest that the interplay
between the two main effects, namely collective flow and
jet quenching, may take place not only along the expected
transition in pT from soft to hard physics, but perhaps
also azimuthally, with the quenching effects being domi-
nant along the direction normal to the reaction plane. To
further shed light on the transition from soft to hard pT

regions, we have fit the maxima of mid-central RAA(pT)
in each ∆φ range. Between the in and out of plane direc-
tions, we observe a shift of 0.4 GeV/c in position of the
peak of the spectrum.

In order to further clarify the centrality evolution of the
azimuthal dependence of the π0 suppression, we have pre-
sented the RAA as a function of Npart in fixed pT bins, for
three directions: along the reaction plane, normal to the
reaction plane, and midway between. For Npart

>∼ 100,
the RAA along the normal to the reaction plane is almost
constant, a trend seen in most pT bins. By contrast, the
RAA nearest to the reaction plane drops by almost a fac-
tor of two, converging on the out-of-plane value at the
highest Npart. This important feature may provide the
most compelling argument for geometry as the source of
suppression. Since the path length in the direction nor-
mal to the reaction plane varies slowly with centrality,
we would expect the RAA to be nearly flat. Conversely,
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FIG. 18: (Color online) π0 RAA(Npart) in reaction-plane bins at fixed pT, with log scale on the y axis. Colors/data as in Fig. 17.

the in-plane path length will be sensitive to the degree of
overlap and strongly influence the observed RAA. Thus
it would lead to a small suppression in peripheral colli-
sions while eventually converging on the same value as
seen normal to the plane as the anisotropy vanishes in
more central collisions. This effect is further borne out
in the correlation observed between v2 and the inclusive
RAA. However, we have also argued that contamina-
tion from soft production could produce a similar behav-
ior and we have no independent indication of how far in
pT soft contamination might extend. Nonetheless, under
both interpretations we can conclude that the RAA for
pions produced along the normal to the reaction plane
more directly reflects the physics of quenching. We also
conclude that the correlation between RAA and v2 makes
separate treatment of these quantities disadvantageous.

We have examined RAA as function of the average
path length of the parent parton through the overlap re-
gion in the collision, through the estimators Lǫ,hs, Lǫ,
ρLxy/ρcent, and ρLxy. Each of the first three quantities

represents a progressively more sophisticated estimator
for the distance traveled by the parton, with ρLxy at the
end providing a proxy for LPM energy loss. Compari-
son of the scaling with these three measures of lengths
seems to suggest that the pion suppression at low- to
moderate-pT is mostly dependent upon simply the ge-
ometric length. The estimator that should in principle
be the most realistic one, ρLxy, exhibits good univer-
sality at the highest pT values, suggesting that energy
loss comparisons should be restricted to the pT range
pT > 5 GeV/c. The importance of simple geometry at
low- to moderate-pT is further supported when ρLxy is
normalized by the participant density at the center. This
normalization effectively makes ρLxy a length. These ge-
ometric descriptions offer a description of the suppression
both at low and high pT regions, clearly showing a transi-
tion between the ranges. The features seen in the RAA as
function of path length tie in consistently with the obser-
vations of a transition in the behavior of the measured
v2. These two observables, v2 and RAA(∆φ), analyzed
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FIG. 20: (Color online) π0 v2 vs. inclusive RAA. The points
denote bins in pT as follows: triangles 2 < pT < 2.5 GeV/c,
inverted triangles 2.5 < pT < 3 GeV/c, circles, 3 < pT <
3.5 GeV/c; squares, 3.5 < pT < 4 GeV/c; open triangles,
4.0 < pT < 4.5 GeV/c; diamonds, 4.5 < pT < 5 GeV/c;
crosses, 5 < pT < 6 GeV/c. Centrality bins are indicated
by the colors: light blue, 0-10%; black, 10-20%; red, 20-30%;
green, 30-40%; blue, 40-50%; magenta 50-60%.

together provide a valuable set of probes for understand-
ing the processes governing the suppression of yields in
Au + Au collisions.
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FIG. 23: (Color online) π0 RAA versus ρLxy . The units of ρLxy are participant × fm. Colors/data points as in Fig. 21.
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APPENDIX A: DATA TABLES

TABLE I: π0 v2 for 0–5% and 5–10% centrality. All errors
are absolute.

Centrality 〈pT〉Gev/c v2 Stat Err Syst Err
1.21 0.052 +0.034 -0.034 0.011
1.70 0.035 +0.022 -0.022 0.007
2.20 0.051 +0.020 -0.020 0.010
2.70 0.076 +0.023 -0.023 0.016
3.21 0.039 +0.029 -0.029 0.008
3.71 0.059 +0.039 -0.039 0.012

0–5% 4.37 0.040 +0.042 -0.042 0.008
5.40 0.040 +0.070 -0.070 0.008
6.41 0.052 +0.115 -0.115 0.011
7.43 0.160 +0.206 -0.206 0.033
8.43 0.168 +0.146 -0.146 0.034
9.44 0.132 +0.171 -0.171 0.027
1.21 0.079 +0.020 -0.020 0.010
1.71 0.083 +0.013 -0.013 0.010
2.20 0.106 +0.012 -0.012 0.013
2.70 0.100 +0.014 -0.014 0.012
3.21 0.109 +0.018 -0.018 0.014
3.71 0.075 +0.024 -0.024 0.009

5–10% 4.38 0.091 +0.026 -0.026 0.011
5.40 0.064 +0.041 -0.041 0.008
6.41 0.062 +0.077 -0.077 0.008
7.42 0.054 +0.158 -0.158 0.007
8.43 0.002 +0.097 -0.097 0.0002
9.44 0.118 +0.136 -0.136 0.015
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TABLE II: π0 v2 for other centralities. All errors are absolute.

Centrality 〈pT〉Gev/c v2 Stat Err Syst Err Centrality 〈pT〉Gev/c v2 Stat Err Syst Err
1.20 0.066 +0.018 -0.018 0.012 1.21 0.153 +0.010 -0.010 0.009
1.71 0.061 +0.012 -0.012 0.011 1.71 0.175 +0.008 -0.008 0.010
2.20 0.078 +0.011 -0.011 0.014 2.21 0.204 +0.009 -0.009 0.012
2.70 0.087 +0.013 -0.013 0.016 2.71 0.200 +0.012 -0.012 0.012
3.21 0.079 +0.016 -0.016 0.014 3.21 0.181 +0.016 -0.016 0.011
3.71 0.070 +0.021 -0.021 0.013 3.72 0.187 +0.023 -0.023 0.011

0–10% 4.37 0.067 +0.023 -0.023 0.012 50–60% 4.38 0.141 +0.028 -0.028 0.008
5.40 0.054 +0.037 -0.037 0.010 5.40 0.070 +0.050 -0.050 0.004
6.41 0.066 +0.064 -0.064 0.012 6.41 -0.044 +0.097 -0.097 0.003
7.42 0.112 +0.124 -0.124 0.020 7.42 0.235 +0.168 -0.168 0.014
8.43 0.071 +0.087 -0.087 0.013 8.43 -0.042 +0.234 -0.234 0.002
9.44 0.189 +0.108 -0.108 0.034 9.44 0.520 +0.428 -0.428 0.031
1.20 0.106 +0.010 -0.010 0.008 1.20 0.083 +0.011 -0.011 0.011
1.71 0.131 +0.006 -0.006 0.010 1.71 0.091 +0.007 -0.007 0.012
2.20 0.138 +0.006 -0.006 0.010 2.20 0.104 +0.007 -0.007 0.014
2.70 0.141 +0.007 -0.007 0.010 2.70 0.110 +0.008 -0.008 0.015
3.21 0.145 +0.009 -0.009 0.011 3.21 0.107 +0.010 -0.010 0.015
3.71 0.130 +0.012 -0.012 0.010 3.71 0.097 +0.013 -0.013 0.013

10–20% 4.37 0.114 +0.014 -0.014 0.008 0–20% 4.37 0.088 +0.014 -0.014 0.012
5.40 0.105 +0.024 -0.024 0.008 5.40 0.077 +0.023 -0.023 0.010
6.41 0.043 +0.037 -0.037 0.003 6.41 0.056 +0.039 -0.039 0.007
7.42 0.075 +0.088 -0.088 0.006 7.42 0.096 +0.081 -0.079 0.013
8.43 0.076 +0.059 -0.059 0.006 8.43 0.074 +0.055 -0.054 0.010
9.44 0.151 +0.083 -0.083 0.011 9.44 0.170 +0.074 -0.072 0.023
1.21 0.125 +0.008 -0.008 0.008 1.21 0.133 +0.005 -0.005 0.008
1.71 0.159 +0.005 -0.005 0.010 1.71 0.169 +0.004 -0.004 0.010
2.20 0.183 +0.005 -0.005 0.011 2.20 0.189 +0.004 -0.004 0.011
2.70 0.193 +0.006 -0.006 0.012 2.71 0.197 +0.005 -0.005 0.012
3.21 0.172 +0.008 -0.008 0.010 3.21 0.182 +0.006 -0.006 0.011
3.71 0.175 +0.011 -0.011 0.010 3.71 0.171 +0.008 -0.008 0.010

20–30% 4.38 0.147 +0.012 -0.012 0.009 20–40% 4.38 0.158 +0.009 -0.009 0.009
5.40 0.139 +0.022 -0.022 0.008 5.40 0.132 +0.016 -0.016 0.008
6.41 0.097 +0.037 -0.037 0.006 6.41 0.140 +0.027 -0.027 0.008
7.42 0.074 +0.073 -0.073 0.004 7.42 0.071 +0.055 -0.054 0.004
8.43 0.070 +0.059 -0.059 0.004 8.43 0.088 +0.045 -0.044 0.005
9.44 -0.035 +0.087 -0.087 0.002 9.44 0.062 +0.070 -0.069 0.004
1.21 0.143 +0.007 -0.007 0.008 1.21 0.159 +0.007 -0.007 0.009
1.71 0.181 +0.005 -0.005 0.010 1.71 0.188 +0.005 -0.005 0.010
2.20 0.196 +0.005 -0.005 0.011 2.21 0.208 +0.006 -0.006 0.012
2.71 0.199 +0.007 -0.007 0.011 2.71 0.198 +0.008 -0.008 0.011
3.21 0.194 +0.009 -0.009 0.011 3.21 0.195 +0.010 -0.010 0.011
3.71 0.163 +0.012 -0.012 0.009 3.72 0.185 +0.014 -0.014 0.010

30–40% 4.38 0.172 +0.013 -0.013 0.010 40–60% 4.38 0.155 +0.017 -0.017 0.009
5.40 0.121 +0.024 -0.024 0.007 5.40 0.149 +0.031 -0.030 0.008
6.41 0.200 +0.042 -0.042 0.011 6.41 0.093 +0.056 -0.055 0.005
7.43 0.070 +0.088 -0.088 0.004 7.42 0.152 +0.118 -0.113 0.008
8.43 0.113 +0.071 -0.071 0.006 8.43 0.114 +0.126 -0.124 0.006
9.44 0.199 +0.118 -0.118 0.011 9.44 0.168 +0.266 -0.231 0.009
1.20 0.160 +0.008 -0.008 0.009 1.20 0.106 +0.009 -0.009 0.013
1.71 0.193 +0.006 -0.006 0.010 1.71 0.125 +0.006 -0.006 0.015
2.21 0.208 +0.006 -0.006 0.011 2.20 0.142 +0.006 -0.006 0.017
2.71 0.194 +0.008 -0.008 0.010 2.71 0.146 +0.008 -0.008 0.018
3.21 0.200 +0.011 -0.011 0.011 3.21 0.143 +0.011 -0.011 0.017
3.72 0.182 +0.015 -0.015 0.010 3.71 0.136 +0.015 -0.015 0.016

40–50% 4.38 0.161 +0.018 -0.018 0.009 0–92% 4.38 0.127 +0.017 -0.017 0.015
5.40 0.198 +0.032 -0.032 0.011 5.40 0.108 +0.033 -0.033 0.013
6.41 0.175 +0.055 -0.055 0.009 6.41 0.084 +0.059 -0.059 0.010
7.42 0.106 +0.133 -0.133 0.006 7.42 0.083 +0.136 -0.145 0.009
8.43 0.196 +0.112 -0.112 0.011 8.43 0.113 +0.099 -0.109 0.011
9.44 -0.084 +0.214 -0.214 0.005 9.44 0.149 +0.156 -0.123 0.012
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TABLE III: RAA vs. path length for (upper) 1.0 < pT < 1.5 and (lower) 1.5 < pT < 2.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.90 0.514 0.009 0.005
15-30 3.29 1.93 0.481 0.009 0.003
30–45 3.41 2.00 0.443 0.008 0.001

10–20% 45-60 3.55 2.11 0.400 0.007 0.001
60–75 3.69 2.18 0.358 0.007 0.004
75-90 3.78 2.24 0.337 0.006 0.006
0–15 2.78 1.42 0.565 0.009 0.004
15-30 2.85 1.45 0.533 0.008 0.003
30–45 2.99 1.52 0.477 0.008 0.001

20–30% 45-60 3.19 1.64 0.421 0.007 0.001
60–75 3.39 1.74 0.371 0.006 0.003
75-90 3.52 1.82 0.346 0.006 0.005
0–15 2.43 1.03 0.634 0.009 0.004
15-30 2.50 1.06 0.599 0.009 0.003
30–45 2.66 1.12 0.526 0.008 0.001

30–40% 45-60 2.87 1.24 0.459 0.007 0.001
60–75 3.11 1.33 0.397 0.006 0.004
75-90 3.27 1.42 0.360 0.005 0.005
0–15 2.14 0.70 0.721 0.009 0.005
15-30 2.21 0.73 0.669 0.009 0.004
30–45 2.37 0.78 0.596 0.008 0.002

40–50% 45-60 2.59 0.87 0.505 0.007 0.002
60–75 2.84 0.95 0.424 0.006 0.005
75-90 3.03 1.03 0.379 0.005 0.007
0–15 1.92 0.44 0.798 0.010 0.009
15-30 1.99 0.46 0.751 0.010 0.007
30–45 2.14 0.49 0.665 0.008 0.002

50–60% 45-60 2.36 0.56 0.562 0.007 0.003
60–75 2.61 0.61 0.485 0.006 0.007
75-90 2.81 0.68 0.435 0.006 0.010

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.94 0.570 0.007 0.003
15-30 3.29 1.96 0.539 0.007 0.002
30–45 3.41 2.03 0.486 0.006 0.001

10–20% 45-60 3.55 2.15 0.424 0.009 0.001
60–75 3.69 2.22 0.370 0.005 0.003
75-90 3.78 2.29 0.341 0.005 0.004
0–15 2.78 1.46 0.677 0.008 0.003
15-30 2.85 1.49 0.626 0.008 0.002
30–45 2.99 1.57 0.552 0.007 0.001

20–30% 45-60 3.19 1.70 0.475 0.006 0.001
60–75 3.39 1.80 0.397 0.005 0.002
75-90 3.52 1.89 0.358 0.004 0.003
0–15 2.43 1.06 0.758 0.009 0.003
15-30 2.50 1.09 0.716 0.008 0.002
30–45 2.66 1.16 0.622 0.007 0.001

30–40% 45-60 2.87 1.28 0.512 0.006 0.001
60–75 3.11 1.38 0.420 0.005 0.003
75-90 3.27 1.48 0.370 0.004 0.004
0–15 2.14 0.72 0.865 0.010 0.004
15-30 2.21 0.75 0.802 0.009 0.003
30–45 2.37 0.80 0.691 0.008 0.001

40–50% 45-60 2.59 0.90 0.561 0.006 0.001
60–75 2.84 0.99 0.455 0.005 0.004
75-90 3.03 1.08 0.398 0.005 0.006
0–15 1.92 0.45 0.929 0.010 0.008
15-30 1.99 0.47 0.874 0.010 0.006
30–45 2.14 0.51 0.757 0.009 0.002

50–60% 45-60 2.36 0.58 0.635 0.007 0.002
60–75 2.61 0.64 0.523 0.006 0.007
75-90 2.81 0.71 0.462 0.005 0.009
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TABLE IV: RAA vs. path length for (upper) 2.0 < pT < 2.5 and (lower) 2.5 < pT < 3.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.92 0.562 0.007 0.003
15-30 3.29 1.95 0.534 0.007 0.002
30–45 3.41 2.02 0.470 0.006 0.001

10–20% 45-60 3.55 2.13 0.413 0.006 0.001
60–75 3.69 2.21 0.354 0.005 0.003
75-90 3.78 2.28 0.329 0.004 0.004
0–15 2.78 1.45 0.681 0.008 0.003
15-30 2.85 1.48 0.633 0.008 0.002
30–45 2.99 1.56 0.547 0.007 0.001

20–30% 45-60 3.19 1.69 0.452 0.006 0.001
60–75 3.39 1.79 0.375 0.005 0.003
75-90 3.52 1.88 0.325 0.004 0.004
0–15 2.43 1.05 0.752 0.009 0.003
15-30 2.50 1.08 0.691 0.008 0.002
30–45 2.66 1.15 0.597 0.007 0.001

30–40% 45-60 2.87 1.27 0.490 0.006 0.001
60–75 3.11 1.37 0.392 0.005 0.003
75-90 3.27 1.46 0.339 0.004 0.004
0–15 2.14 0.72 0.869 0.010 0.005
15-30 2.21 0.75 0.813 0.009 0.004
30–45 2.37 0.80 0.691 0.008 0.001

40–50% 45-60 2.59 0.90 0.550 0.006 0.001
60–75 2.84 0.99 0.443 0.005 0.004
75-90 3.03 1.08 0.375 0.004 0.006
0–15 1.92 0.45 0.946 0.011 0.009
15-30 1.99 0.47 0.870 0.010 0.007
30–45 2.14 0.50 0.757 0.009 0.003

50–60% 45-60 2.36 0.57 0.606 0.007 0.003
60–75 2.61 0.63 0.482 0.006 0.007
75-90 2.81 0.70 0.413 0.005 0.010

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.87 0.504 0.007 0.003
15-30 3.29 1.90 0.467 0.007 0.002
30–45 3.41 1.96 0.421 0.006 0.001

10–20% 45-60 3.55 2.07 0.360 0.005 0.001
60–75 3.69 2.14 0.315 0.005 0.003
75-90 3.78 2.20 0.288 0.004 0.004
0–15 2.78 1.42 0.626 0.009 0.003
15-30 2.85 1.45 0.573 0.008 0.002
30–45 2.99 1.52 0.499 0.007 0.001

20–30% 45-60 3.19 1.64 0.409 0.006 0.001
60–75 3.39 1.74 0.326 0.005 0.003
75-90 3.52 1.82 0.287 0.004 0.004
0–15 2.43 1.03 0.713 0.009 0.004
15-30 2.50 1.07 0.654 0.009 0.003
30–45 2.66 1.13 0.550 0.007 0.001

30–40% 45-60 2.87 1.25 0.459 0.006 0.001
60–75 3.11 1.34 0.364 0.005 0.003
75-90 3.27 1.43 0.318 0.004 0.005
0–15 2.14 0.72 0.832 0.011 0.006
15-30 2.21 0.74 0.758 0.010 0.004
30–45 2.37 0.79 0.665 0.009 0.002

40–50% 45-60 2.59 0.89 0.534 0.007 0.002
60–75 2.84 0.98 0.439 0.006 0.005
75-90 3.03 1.07 0.376 0.005 0.007
0–15 1.92 0.45 0.916 0.012 0.011
15-30 1.99 0.47 0.861 0.011 0.008
30–45 2.14 0.50 0.738 0.010 0.003

50–60% 45-60 2.36 0.57 0.594 0.008 0.003
60–75 2.61 0.63 0.480 0.006 0.010
75-90 2.81 0.70 0.409 0.006 0.013
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TABLE V: RAA vs. path length for (upper) 3.0 < pT < 3.5 and (lower) 3.5 < pT < 4.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.80 0.430 0.008 0.003
15-30 3.29 1.82 0.405 0.007 0.003
30–45 3.41 1.88 0.355 0.006 0.001

10–20% 45-60 3.55 1.97 0.307 0.006 0.001
60–75 3.69 2.04 0.266 0.005 0.003
75-90 3.78 2.09 0.243 0.004 0.004
0–15 2.78 1.38 0.534 0.009 0.003
15-30 2.85 1.41 0.497 0.008 0.003
30–45 2.99 1.48 0.431 0.007 0.001

20–30% 45-60 3.19 1.59 0.360 0.006 0.001
60–75 3.39 1.67 0.305 0.005 0.003
75-90 3.52 1.75 0.267 0.005 0.004
0–15 2.43 1.01 0.622 0.010 0.004
15-30 2.50 1.04 0.582 0.009 0.003
30–45 2.66 1.10 0.498 0.008 0.001

30–40% 45-60 2.87 1.21 0.417 0.007 0.001
60–75 3.11 1.30 0.328 0.005 0.004
75-90 3.27 1.38 0.285 0.005 0.006
0–15 2.14 0.71 0.788 0.012 0.007
15-30 2.21 0.74 0.745 0.012 0.006
30–45 2.37 0.79 0.625 0.010 0.002

40–50% 45-60 2.59 0.88 0.514 0.008 0.002
60–75 2.84 0.96 0.407 0.007 0.007
75-90 3.03 1.05 0.355 0.006 0.009
0–15 1.92 0.45 0.880 0.015 0.015
15-30 1.99 0.46 0.814 0.014 0.011
30–45 2.14 0.50 0.720 0.012 0.004

50–60% 45-60 2.36 0.57 0.589 0.010 0.004
60–75 2.61 0.63 0.490 0.008 0.013
75-90 2.81 0.69 0.421 0.007 0.018

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.76 0.390 0.009 0.004
15-30 3.29 1.78 0.364 0.008 0.003
30–45 3.41 1.84 0.329 0.007 0.001

10–20% 45-60 3.55 1.93 0.291 0.007 0.001
60–75 3.69 1.99 0.249 0.006 0.004
75-90 3.78 2.04 0.234 0.005 0.005
0–15 2.78 1.36 0.511 0.011 0.004
15-30 2.85 1.39 0.468 0.010 0.003
30–45 2.99 1.46 0.418 0.009 0.001

20–30% 45-60 3.19 1.57 0.348 0.007 0.001
60–75 3.39 1.65 0.281 0.006 0.004
75-90 3.52 1.72 0.256 0.005 0.006
0–15 2.43 1.01 0.593 0.012 0.006
15-30 2.50 1.04 0.552 0.011 0.004
30–45 2.66 1.10 0.487 0.010 0.002

30–40% 45-60 2.87 1.21 0.418 0.008 0.002
60–75 3.11 1.29 0.341 0.007 0.005
75-90 3.27 1.38 0.311 0.007 0.007
0–15 2.14 0.70 0.738 0.015 0.010
15-30 2.21 0.73 0.676 0.014 0.007
30–45 2.37 0.78 0.588 0.012 0.003

40–50% 45-60 2.59 0.87 0.495 0.010 0.003
60–75 2.84 0.95 0.397 0.008 0.009
75-90 3.03 1.03 0.356 0.008 0.012
0–15 1.92 0.44 0.856 0.019 0.021
15-30 1.99 0.46 0.791 0.017 0.015
30–45 2.14 0.50 0.682 0.015 0.006

50–60% 45-60 2.36 0.56 0.577 0.013 0.006
60–75 2.61 0.62 0.477 0.011 0.018
75-90 2.81 0.68 0.392 0.009 0.023
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TABLE VI: RAA vs. path length for (upper) 4.0 < pT < 5.0 and (lower) 5.0 < pT < 6.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.71 0.336 0.010 0.004
15-30 3.29 1.73 0.319 0.009 0.003
30–45 3.41 1.78 0.292 0.009 0.001

10–20% 45-60 3.55 1.86 0.261 0.008 0.001
60–75 3.69 1.91 0.234 0.007 0.004
75-90 3.78 1.95 0.213 0.006 0.005
0–15 2.78 1.34 0.461 0.012 0.004
15-30 2.85 1.37 0.430 0.012 0.003
30–45 2.99 1.43 0.381 0.010 0.001

20–30% 45-60 3.19 1.54 0.322 0.009 0.001
60–75 3.39 1.61 0.284 0.008 0.004
75-90 3.52 1.68 0.258 0.007 0.006
0–15 2.43 0.99 0.559 0.015 0.006
15-30 2.50 1.02 0.527 0.014 0.005
30–45 2.66 1.08 0.448 0.012 0.002

30–40% 45-60 2.87 1.18 0.379 0.010 0.002
60–75 3.11 1.26 0.322 0.009 0.006
75-90 3.27 1.34 0.279 0.008 0.008
0–15 2.14 0.70 0.697 0.020 0.012
15-30 2.21 0.72 0.658 0.019 0.009
30–45 2.37 0.77 0.583 0.016 0.003

40–50% 45-60 2.59 0.87 0.483 0.014 0.004
60–75 2.84 0.94 0.411 0.012 0.010
75-90 3.03 1.02 0.372 0.011 0.014
0–15 1.92 0.45 0.826 0.026 0.026
15-30 1.99 0.47 0.804 0.025 0.020
30–45 2.14 0.50 0.722 0.022 0.008

50–60% 45-60 2.36 0.57 0.611 0.019 0.008
60–75 2.61 0.63 0.534 0.017 0.022
75-90 2.81 0.70 0.480 0.0155 0.030

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.67 0.301 0.014 0.007
15-30 3.29 1.68 0.294 0.013 0.005
30–45 3.41 1.73 0.267 0.012 0.002

10–20% 45-60 3.55 1.81 0.246 0.011 0.002
60–75 3.69 1.85 0.218 0.010 0.006
75-90 3.78 1.90 0.199 0.009 0.008
0–15 2.78 1.31 0.420 0.018 0.008
15-30 2.85 1.34 0.382 0.017 0.006
30–45 2.99 1.40 0.347 0.015 0.002

20–30% 45-60 3.19 1.50 0.301 0.013 0.002
60–75 3.39 1.56 0.260 0.012 0.007
75-90 3.52 1.63 0.240 0.011 0.010
0–15 2.43 0.98 0.492 0.022 0.011
15-30 2.50 1.01 0.469 0.020 0.008
30–45 2.66 1.06 0.428 0.019 0.003

30–40% 45-60 2.87 1.17 0.370 0.017 0.003
60–75 3.11 1.24 0.315 0.015 0.009
75-90 3.27 1.32 0.318 0.014 0.014
0–15 2.14 0.70 0.750 0.035 0.021
15-30 2.21 0.72 0.708 0.032 0.016
30–45 2.37 0.77 0.557 0.028 0.006

40–50% 45-60 2.59 0.87 0.466 0.023 0.006
60–75 2.84 0.94 0.385 0.019 0.019
75-90 3.03 1.02 0.345 0.017 0.027
0–15 1.92 0.45 0.757 0.039 0.050
15-30 1.99 0.47 0.715 0.040 0.036
30–45 2.14 0.50 0.672 0.038 0.013

50–60% 45-60 2.36 0.57 0.642 0.033 0.014
60–75 2.61 0.63 0.605 0.032 0.038
75-90 2.81 0.69 0.563 0.030 0.051
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TABLE VII: RAA vs. path length for (upper) 6.0 < pT < 7.0 and (lower) 7.0 < pT < 8.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.68 0.281 0.017 0.011
15-30 3.29 1.70 0.278 0.017 0.008
30–45 3.41 1.75 0.261 0.017 0.003

10–20% 45-60 3.55 1.82 0.264 0.018 0.003
60–75 3.69 1.87 0.241 0.015 0.009
75-90 3.78 1.91 0.240 0.015 0.012
0–15 2.78 1.32 0.396 0.026 0.013
15-30 2.85 1.34 0.368 0.023 0.010
30–45 2.99 1.40 0.357 0.023 0.004

20–30% 45-60 3.19 1.50 0.312 0.021 0.004
60–75 3.39 1.57 0.277 0.018 0.011
75-90 3.52 1.64 0.274 0.017 0.016
0–15 2.43 0.98 0.537 0.035 0.018
15-30 2.50 1.00 0.496 0.030 0.013
30–45 2.66 1.06 0.437 0.029 0.005

30–40% 45-60 2.87 1.16 0.376 0.026 0.006
60–75 3.11 1.23 0.261 0.018 0.015
75-90 3.27 1.31 0.249 0.019 0.025
0–15 2.14 0.70 0.734 0.050 0.038
15-30 2.21 0.72 0.625 0.043 0.026
30–45 2.37 0.77 0.546 0.044 0.010

40–50% 45-60 2.59 0.86 0.465 0.036 0.011
60–75 2.84 0.93 0.377 0.029 0.030
75-90 3.03 1.01 0.363 0.027 0.046
0–15 1.92 0.44 0.564 0.051 0.093
15-30 1.99 0.46 0.597 0.059 0.070
30–45 2.14 0.49 0.572 0.054 0.023

50–60% 45-60 2.36 0.56 0.631 0.049 0.024
60–75 2.61 0.62 0.717 0.063 0.072
75-90 2.81 0.68 0.635 0.056 0.085

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.67 0.297 0.032 0.026
15-30 3.29 1.69 0.282 0.037 0.019
30–45 3.41 1.74 0.272 0.034 0.007

10–20% 45-60 3.55 1.82 0.248 0.030 0.007
60–75 3.69 1.86 0.222 0.031 0.020
75-90 3.78 1.91 0.227 0.030 0.030
0–15 2.78 1.29 0.359 0.037 0.025
15-30 2.85 1.31 0.327 0.040 0.018
30–45 2.99 1.37 0.306 0.035 0.007

20–30% 45-60 3.19 1.47 0.308 0.033 0.007
60–75 3.39 1.53 0.270 0.033 0.020
75-90 3.52 1.59 0.261 0.029 0.027
0–15 2.43 0.99 0.458 0.055 0.042
15-30 2.50 1.02 0.482 0.052 0.033
30–45 2.66 1.08 0.429 0.063 0.012

30–40% 45-60 2.87 1.18 0.387 0.044 0.012
60–75 3.11 1.26 0.377 0.057 0.034
75-90 3.27 1.34 0.369 0.045 0.048
0–15 2.14 0.69 0.639 0.086 0.091
15-30 2.21 0.71 0.527 0.079 0.058
30–45 2.37 0.75 0.492 0.062 0.022

40–50% 45-60 2.59 0.84 0.424 0.066 0.022
60–75 2.84 0.91 0.420 0.062 0.069
75-90 3.03 0.99 0.406 0.063 0.099
0–15 1.92 0.45 0.922 0.161 0.149
15-30 1.99 0.46 0.895 0.150 0.118
30–45 2.14 0.50 0.651 0.106 0.039

50–60% 45-60 2.36 0.56 0.598 0.078 0.048
60–75 2.61 0.62 0.424 0.089 0.128
75-90 2.81 0.69 0.351 0.042 0.182
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TABLE VIII: RAA vs. path length for (upper) 8.0 < pT < 9.0 and (lower) 9.0 < pT < 10.0 GeV/c.

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.67 0.296 0.030 0.017
15-30 3.29 1.68 0.280 0.029 0.013
30–45 3.41 1.73 0.255 0.026 0.005

10–20% 45-60 3.55 1.81 0.258 0.026 0.005
60–75 3.69 1.86 0.220 0.023 0.013
75-90 3.78 1.90 0.219 0.022 0.019
0–15 2.78 1.33 0.415 0.043 0.024
15-30 2.85 1.36 0.356 0.038 0.016
30–45 2.99 1.42 0.359 0.038 0.006

20–30% 45-60 3.19 1.52 0.329 0.035 0.006
60–75 3.39 1.59 0.288 0.032 0.017
75-90 3.52 1.66 0.320 0.033 0.027
0–15 2.43 0.98 0.387 0.049 0.026
15-30 2.50 1.01 0.543 0.063 0.029
30–45 2.66 1.07 0.476 0.056 0.010

30–40% 45-60 2.87 1.17 0.396 0.048 0.010
60–75 3.11 1.25 0.318 0.041 0.026
75-90 3.27 1.32 0.308 0.039 0.037
0–15 2.14 0.70 0.724 0.103 0.072
15-30 2.21 0.73 0.658 0.094 0.053
30–45 2.37 0.77 0.614 0.087 0.022

40–50% 45-60 2.59 0.87 0.535 0.076 0.025
60–75 2.84 0.94 0.382 0.058 0.065
75-90 3.03 1.03 0.310 0.048 0.086
0–15 1.92 0.45 0.536 0.118 0.212
15-30 1.99 0.46 0.682 0.121 0.192
30–45 2.14 0.50 0.661 0.130 0.065

50–60% 45-60 2.36 0.56 0.508 0.112 0.047
60–75 2.61 0.62 0.791 0.144 0.193
75-90 2.81 0.69 0.658 0.135 0.215

Centrality ∆φ Lǫ ρLxy RAA Stat Error(abs) Sys Error(abs)
0–15 3.23 1.69 0.397 0.051 0.028
15-30 3.29 1.71 0.327 0.045 0.018
30–45 3.41 1.76 0.223 0.034 0.005

10–20% 45-60 3.55 1.84 0.249 0.035 0.007
60–75 3.69 1.89 0.203 0.030 0.021
75-90 3.78 1.94 0.213 0.030 0.034
0–15 2.78 1.33 0.340 0.054 0.038
15-30 2.85 1.36 0.319 0.051 0.025
30–45 2.99 1.42 0.316 0.052 0.009

20–30% 45-60 3.19 1.53 0.374 0.058 0.010
60–75 3.39 1.60 0.392 0.061 0.027
75-90 3.52 1.67 0.343 0.055 0.032
0–15 2.43 1.02 0.637 0.108 0.059
15-30 2.50 1.05 0.588 0.103 0.044
30–45 2.66 1.11 0.519 0.090 0.018

30–40% 45-60 2.87 1.22 0.491 0.084 0.022
60–75 3.11 1.31 0.331 0.069 0.054
75-90 3.27 1.40 0.274 0.057 0.075
0–15 2.14 0.70 0.428 0.115 0.158
15-30 2.21 0.72 0.612 0.139 0.155
30–45 2.37 0.77 0.316 0.102 0.026

40–50% 45-60 2.59 0.86 0.530 0.133 0.039
60–75 2.84 0.94 0.678 0.162 0.125
75-90 3.03 1.02 0.609 0.143 0.145
0–15 1.92 0.45 1.866 0.486 0.498
15-30 1.99 0.47 1.150 0.310 0.273
30–45 2.14 0.51 0.702 0.282 0.091

50–60% 45-60 2.36 0.58 0.305 0.192 0.077
60–75 2.61 0.64 0.172 0.073 0.369
75-90 2.81 0.71 -0.005 -0.002 -0.812
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Y. Tsuchimoto,13, 37 S.K. Tuli,2 H. Tydesjö,28 N. Tyurin,14 C. Vale,16 H. Valle,49 H.W. van Hecke,26 J. Velkovska,49

R. Vertesi,9 A.A. Vinogradov,22 E. Vznuzdaev,36 M. Wagner,23, 37 X.R. Wang,33 Y. Watanabe,37, 38 J. Wessels,29

S.N. White,3 N. Willis,35 D. Winter,7 C.L. Woody,3 M. Wysocki,6 W. Xie,4, 38 A. Yanovich,14 S. Yokkaichi,37, 38

G.R. Young,34 I. Younus,32 I.E. Yushmanov,22 W.A. Zajc,7 O. Zaudtke,29 C. Zhang,7 J. Zimányi,20, ∗ and L. Zolin17
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Bose-Einstein correlations of charged kaons are used to probe Au+Au collisions at
√

s
NN

= 200
GeV and are compared to charged pion probes, which have a larger hadronic scattering cross section.
Three dimensional Gaussian source radii are extracted, along with a one-dimensional kaon emission
source function. The centrality dependences of the three Gaussian radii are well described by a single

linear function of N
1/3

part
with zero intercept. Imaging analysis shows a deviation from a Gaussian

tail at r >∼ 10 fm, although the bulk emission at lower radius is well-described by a Gaussian. The
presence of a non-Gaussian tail in the kaon source reaffirms that the particle emission region in a
heavy ion collision is extended, and that similar measurements with pions are not solely due to the
decay of long-lived resonances.
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PACS numbers: 25.75.Dw

Experiments at the Relativistic Heavy Ion Collider
(RHIC) at Brookhaven National Laboratory have re-
vealed that collisions of Au ions at

√
s
NN

= 200 GeV
produce a new form of matter which is opaque to jets and
exhibits anisotropic flow consistent with perfect fluid hy-
drodynamics [1, 2]. Studies of the space-time evolution
of the collisions are needed to elucidate the properties of
the hot, dense, and strongly interacting matter, probe the
time scale and degree of thermalization, and investigate
the order of the deconfinement phase transition.

Two-particle interferometry, also known as HBT af-
ter the radio astronomers R. Hanbury Brown and R.Q.
Twiss [3], is a powerful tool for measuring the space-
time extent of particle-emitting sources. In elementary
particle and nuclear physics, enhanced production of like-
sign pions with small relative momenta was discovered
experimentally and explained by the Bose-Einstein sym-
metrization of identical bosons [4]. Correlations are pro-
duced by the combination of quantum mechanical inter-
ference of identical particles and strong and/or electro-
magnetic final state interactions such as Coulomb re-
pulsion for same-sign charged pairs. HBT radii refer
to Gaussian measures of source sizes on the femtometer
scale.

Although the traditional HBT analyses are constrained
by the assumption of a Gaussian distribution of particle
emission, recent detailed measurements of pion emission
sources using an imaging technique show a non-Gaussian
structure for the two-particle source region above ∼20
fm [5], suggesting the possibility that decays of long-lived
resonances or a temporal component of the source con-
tribute to the non-Gaussian tail [6]. While charged pi-
ons are strongly affected by rescattering among hadrons
and decays of hadronic resonances, charged kaons have
smaller rescattering cross sections than charged pions
(σK−N < σπ−N ) and are less affected by resonance de-
cays. Until recently, no full hydrodynamic calculation
has accurately predicted particle spectra and HBT radii
for pions, and none can simultaneously describe the mo-
mentum asymmetry measurements of flow. The measure-
ment of the kaon source describe herein add an important
new constraint to address this “HBT puzzle” [7, 8].

An angle-averaged one-dimensional Gaussian measure-
ment of correlations of neutral kaons by STAR [9] sug-
gests that the transverse mass dependence for neutral
kaons and charged pions falls on one universal curve. In
this paper, 3D Gaussian HBT correlations of like-sign
kaons are presented in three transverse momentum bins
for 0.3 < pT < 1.5 GeV/c and three collision centrality
bins. The resulting HBT radius parameters for kaons are
compared to those of like-sign pion pairs [10]. In addi-
tion we present 1D emission source functions for charged
kaons in relativistic heavy-ion collisions.

This analysis of 2004 data from the PHENIX detec-
tor [11] uses ∼ 600 million minimum bias events, which
are triggered by the coincidence of the Beam-Beam Coun-
ters (BBC) and Zero-Degree Calorimeters (ZDC) with
collision vertex |z| < 30 cm. A Monte Carlo Glauber
model [12] is used to match the observed BBC and ZDC
distributions and to bin the data according to the number
of nucleons participating in the collisions, Npart.

Charged kaons are tracked and identified using the
drift chamber (DC), pad chambers (PC1,PC3) and PbSc
Electromagnetic Calorimeters (EMCal) to cover pseu-
dorapidity |η| < 0.35 and azimuthal angle ∆φ = π/2
(∆φ = π/4) in one (and the other) central arm. A
track model provides a 3-dimensional trajectory and mo-
mentum vector for charged particles based on DC and
PC1 information with a momentum resolution of δp/p ≃
0.7% ⊕ 1.0% × p (GeV/c). Backgrounds are reduced by
requiring 2 σ position match between track projections
and EMCal hits, and 3 σ match for PC3. Kaons are
separated from pions up to pT ∼0.9 GeV/c using timing
information from BBC and EMC. Particles at higher pT

that fall within 2 σ of the ideal mass-squared for kaons
but ≥ 3 σ away from the peak for pions or (anti-)protons
are identified as kaons. The contamination level is ∼4%
from pions, and ∼1% from protons at pT ∼ 1.5 GeV/c.

The correlation function is experimentally measured
as C2(q) = A(q)/B(q) where A(q) is the relative mo-
mentum (q) distribution of actual pairs obtained by all
possible combinations of pairs within the same events
and B(q) is the background pair distribution from mixed
events. Two-track detection inefficiencies for charged
kaons that traverse the DC and EMCal in close proximity
have been carefully studied with Monte-Carlo detector
simulation and the actual pair distribution is corrected
by the MC efficiency factors. After pair selection cuts to
remove track splitting and merging (see [10] for details),
∼15 million positive kaon pairs and 14 million negative
kaon pairs remain.

To measure multi-dimension source sizes, q is decom-
posed into standard “side-out-long” axes [13]: for which
qlong is parallel to the beam axis, qout is parallel to the
transverse momentum of the pair (kT = (p1T + p2T)/2),
and qside is orthogonal to both qlong and qout. This anal-
ysis is performed in the Longitudinally Co-Moving Sys-
tem (LCMS) defined as p1Z = −p2Z. For the treatment
of charged kaons emitted away from the central region
(core), we adopt an effective core-halo Coulomb correc-
tion, proposed by Bowler and Sinyukov [14], in which the
3D Gaussian fit function is given by

C2 = Ccore
2 + Chalo

2 = [λ(1 + G)] FC + [1 − λ] , (1)

where the Coulomb correlation function FC is iteratively
evaluated from the Coulomb wave function of kaon pairs
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FIG. 1: (color online). 3D correlation function of charged
kaon pairs measured for 0.3 < kT < 1.5 GeV/c at 0 − 30%
centrality in Au+Au collisions at

√
s
NN

= 200 GeV. The curve
is a 3D function is a Coulomb uncorrected fit with Eq. 1 and
sliced over the lowest 40 MeV/c in the orthogonal directions.

assuming a spherical Gaussian source. The Gaussian cor-
relation function in the side-out-long decomposition is
determined by

G = exp
(

−R2
sideq

2
side − R2

outq
2
out − R2

longq
2
long

)

. (2)

The systematic error estimate incorporates a contri-
bution from the Coulomb interaction of the source halo
using a prescription developed by Maj and Mrowczyn-
ski [15]. The fitted Rside and Rlong are Gaussian mea-
sures of the spatial lengths of homogeneity, where parti-
cles of similar momenta are emitted [16], in the transverse
and longitudinal directions at freeze-out. Rout contains
a contribution from the duration of the particle emission
in addition to the spatial length [17]. Note that an out-
long cross-term vanishes in the expression for G for our
|η| < 0.35 acceptance at midrapidity [18]. The fitted λ is
empirically defined and includes contributions from mis-
identified particles (1−f)2 along with components of the
source that are not well resolved by the Gaussian fit.

Figure 1 shows the 3D correlation function of charged
kaons without the Coulomb correction measured for
0.3 < kT < 1.5 GeV/c at 0 − 30% centrality in Au+Au
collisions at

√
s
NN

= 200 GeV and the fit with Eq. (1).
Separate fits to the 2K+ and 2K− correlation functions
were performed, yielding consistent results for all kT and
centrality bins.

Panels (a)-(e) in Fig. 2 show the HBT radius param-
eters of charged kaons for 0.3 < kT < 1.5 GeV/c as

functions of N
1/3

part, which is proportional to the trans-
verse radius of the initial collision volume. Similar to
pions, kaon radii are well described by linear functions of

N
1/3

part. Because initial fits yielded slopes that were consis-
tent for all radii and intercepts that were consistent with
zero, the all three radii were fit to a single linear function

with zero intercept: Ri = p1∗N
1/3

part, with p1 = 0.51±0.01
and χ2/ndf = 14.6/8. We note that similar fits to the
pion radii yield non-zero intercepts. Although pions and
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mT measured for 0 − 30% centrality in Au+Au collisions at√
s
NN

= 200 GeV. In panels (b)-(d) the dashed line is a fit

with p1 ∗ N
1/3

part
.

kaons are measured in a similar kT range (0.2 < kT < 2.0
GeV/c for pions), the higher transverse mass (mT =
√

kT
2 + m2) for kaons (〈mT〉 ∼0.89 GeV/c2) than for

pions (〈mT〉 ∼0.47 GeV/c2) leads to smaller radii, as ex-
pected from 〈mT〉 scaling [16, 19, 20, 21].

Panels (f)-(j) in Fig. 2 show the mT dependence of
the radius parameters for kaons in 3 different mT bins at
0− 30% centrality, compared with pions [10]. HBT radii
are quite consistent at the same mT, clearly indicating
that the radii follow mT scaling. The Rout/Rside ratio
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for kaons is ∼1.0-1.2 which is consistent with the value
for pions at low mT. Kaon HBT results from a 2D+1
hybrid, hydrodynamic + UrQMD calculation (open cir-
cles) [22] show slightly larger sidewards radii than the
data, and the outwards and longitudinal components are
too large by a factor of 2-3. A more recent 1D+1 hybrid
calculation [23] for kaons (open squares), which assumes
flat rapidity distribution and axial symmetry, compares
more favorably, matching all radii to within systematic
and statical errors. This calculation incorporates pre-
equilibrium flow and a lattice-inspired equation of state,
which are two features lacking in earlier calculations of
HBT radii. Although promising, these theoretical results
remain to be verified with full 3D+1 calculations that can
also reproduce the elliptic flow.

Recent femtoscopic measurements [5, 6], which use an
imaging technique [24] revealed that the emission source
function of charged pions has a non-Gaussian tail which
cannot be resolved with traditional Gaussian fitting tech-
niques. In the imaging scheme, the correlation function
is expressed by the Koonin-Pratt equation [25, 26]

C2(q) − 1 =

∫

drK(q, r)S(r), (3)

where the kernel K(q, r) is the relative wave function

as |Φ(−)
q (r)|2 − 1 that describes the propagation of pairs

emitted with relative separation r and relative momen-
tum q in the Pair Center-of-Mass System (PCMS). S(r)
is the emission source function of pairs.

The filled squares in Fig. 3 (a) show the 1D kaon corre-
lation as a function of the invariant relative momentum of
the pair (qinv =

√

−(p1 − p2)2/2). The 1D source func-
tion S(r) imaged from C2(qinv) is shown by filled circles
in Fig. 3 (b).

In this analysis, input parameters that govern the
imaging procedure [24] were selected to minimize the χ2

between the data and the restored C2(qinv)(χ
2/ndf ∼ 1),

shown by open circles in Fig. 3 (a). The solid curve
shows the traditional Gaussian source function, obtained
by angle-averaging the 3D HBT radius parameters (λ,
Rside, Rout, Rlong) in the PCMS frame, the same frame
in which the imaging is performed.

The imaged S(r) exhibits a non-Gaussian tail at r >∼ 10
fm. This excess corresponds to the deficit in the qinv

<∼
20 MeV/c region of the angle-averaged Gaussian curve
of Fig. 3 (a), and is also visible in the 3D Gaussian slices
in Fig. 1. The S(r) for pions in the same kT range shows
a similar trend. The deviation from a Gaussian in the
shape of the S(r) indicates that the particle emission re-
gion is extended, and a similar non-Gaussian tail in the
pion source is not solely the result of long lived reso-
nance decays such as the ω, although a less prominent
contribution from the K∗ is likely. The observation of a
more substantial non-Gaussian tail for kaons than for pi-
ons is qualitatively consistent with a hadronic resonance
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FIG. 3: (color online). (a) (filled squares) measured C2(qinv).
(open circles) restored C2(qinv) from imaged S(r), com-
pared with (solid curve) angle-averaged Gaussian C2(qinv) for
charged kaon pairs measured for 0.3 < kT < 0.9 GeV/c at
0 − 30% central Au+Au collisions at

√
s
NN

= 200 GeV. (b)
(filled circle) Imaged kaon S(r) compared with (solid curve)
angle-averaged Gaussian S(r). Error bars are statistical only
and boxes indicate the total systematic errors. (open triangle)
S(r) for charged pion pairs for the same kT region. For the
pion S(r), error bars include both statistical and systematic
errors.

cascade model with a time dependent density for an ex-
panding source, in which the larger mean free path for
kaons leads to an extended emission region [27, 28]. De-
tailed measurements with 3D HBT imaging of kaons, or
1D imaging of more species probing different hadronic
cross sections will determine contributions from other ki-
netic effects to S(r).

In summary, we have measured Bose-Einstein correla-
tion functions of charged kaon pairs in Au+Au collisions
at

√
s
NN

= 200 GeV. The 3D HBT radii Rside and Rlong

are consistent for pions and kaons at the same Npart and
mT. The 1D emission source function for kaons extracted
by imaging shows a non-Gaussian tail at distances greater
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than 10 fm. This tail represents a direct measurement of
the 1D length of homogeneity of the particle emission
source and is not due primarily to resonance decays.
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2646 (1990).
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We report the observation at the Relativistic Heavy Ion Collider of suppression of back-to-back correlations
in the direct photon+jet channel in Au + Au relative to p + p collisions. Two-particle correlations of direct
photon triggers with associated hadrons are obtained by statistical subtraction of the decay photon-hadron (γ -h)
background. The initial momentum of the away-side parton is tightly constrained, because the parton-photon
pair exactly balance in momentum at leading order in perturbative quantum chromodynamics, making such
correlations a powerful probe of the in-medium parton energy loss. The away-side nuclear suppression factor,
IAA, in central Au + Au collisions, is 0.32 ± 0.12stat ± 0.09syst for hadrons of 3 < ph

T < 5 in coincidence with
photons of 5 < p

γ

T < 15 GeV/c. The suppression is comparable to that observed for high-pT single hadrons
and dihadrons. The direct photon associated yields in p + p collisions scale approximately with the momentum
balance, zT ≡ ph

T /p
γ

T , as expected for a measurement of the away-side parton fragmentation function. We
compare to Au + Au collisions for which the momentum balance dependence of the nuclear modification should
be sensitive to the path-length dependence of parton energy loss.

DOI: 10.1103/PhysRevC.80.024908 PACS number(s): 25.75.Dw, 13.85.Qk, 13.20.Fc, 13.20.He

I. INTRODUCTION

Experimental results from RHIC have established the for-
mation of hot and dense matter of a fundamentally new nature
in relativistic heavy-ion collisions at

√
sNN = 200 GeV [1].

Energy loss in this dense nuclear matter by color-charged, hard
(E >∼ 2 GeV) partons, and the jets into which they fragment,
is generally accepted to be the mechanism responsible for the
suppression of the high-pT hadron yields observed in central
A + A collisions [2,3]. In the large multiplicity environment of
heavy-ion collisions, two-particle correlations are often used
to study jet modification and to infer properties of the medium.
For example, high-pT azimuthal dihadron correlations demon-
strate that the degree of dijet away-side suppression depends
on the pT of the “trigger” and “associated” hadrons. At
moderate pT (>∼3 GeV/c), the jet properties measured through
two-particle correlations demonstrate novel features such as
shape modifications that are thought to be a manifestation
of the response of medium to the energy deposited by the
attenuated parton [4].

Dihadron measurements of dijet pairs provide an ambigu-
ous measurement of the energy loss of the away-side parton.
The trigger hadron is a product of parton fragmentation and
therefore it is not possible to determine, event by event,
whether the near-side parton has itself lost energy. Given the
steeply falling jet spectrum, the sample of hard scatterings is
biased toward configurations in which the parton loses little
energy. In particular, it is believed that hadron measurements

*Deceased.
†PHENIX spokesperson: jacak@skipper.physics.sunysb.edu

are subject to a “surface bias” in which the hard scatterings
sampled are likely to occur at the periphery of the overlap
zone [5,6]. The away-side parton then is more likely to
traverse a maximal path-length through the medium. For a
sufficiently opaque medium, the attenuation of the parton may
be nearly total, in which case the sensitivity to the average
path-length is reduced [7]. Back-to-back, high-pT hadron
pairs may originate preferentially from configurations in which
the outgoing parton trajectories are tangential to the surface
of the overlap zone [8]. However, dihadron pairs may also
originate from vertices deep in the collision zone if a parton
has a finite probability to “punch-through” or pass through the
medium without interaction [9]. Calculations of the relative
importance of these two mechanisms depend both on the model
of parton energy loss employed and the density profile of the
medium [6,10,11].

Direct photon-jet pairs offer two major advantages in
studying energy loss as compared to dijets because of the
nature of the photon. First, in contrast to partons, photons do
not carry color charge and hence do not interact strongly when
traversing the medium [12]. The distribution of hard-scattering
vertices sampled by direct photon-triggered correlations is thus
unbiased by the trigger condition. Suppression of the opposite
jet is averaged over all path lengths given by the distribution
of hard-scattering vertices. Second, at the Born level, direct
photon production in p + p and A + A collisions is dominated
by the QCD Compton scattering process, q + g → q + γ ,
and the photon momentum in the center-of-mass frame is
exactly balanced by that of the recoil quark. Higher-order
effects and other complications to this idealized picture, such
as next-to-leading order (NLO) 2 → 3 bremsstrahlung and
other “fragmentation” photons or soft gluon radiation, also do
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need to be considered. Nonetheless, the level of suppression
can then be related directly to the energy loss of a parton of
known initial momentum. In this way, the average path length
of the away-side parton may then be varied in a well-controlled
manner by selecting events of various momentum differences
between the γ -h pair.

For this reason, the γ+jet channel has long been con-
sidered the “golden channel” for studying parton energy
loss [13,14]. Neglecting the above-mentioned complications,
specifically effects like transverse momentum broadening (the
kT effect) and parton-to-photon fragmentation, back-to-back
γ -h correlations in elementary collisions directly measure the
fragmentation function of the recoil jet because z ≡ ph/pjet ≈
ph/pγ . In the standard picture of energy loss, partons are
likely to lose some fraction of their energy in the medium
but are likely to fragment outside the medium. Hence, the
parton energy loss can be considered an effective modification
to the fragmentation function. Such a picture may be tested
using γ -h correlations in nuclear collisions. Complementary
baseline measurements in p + p collisions are used to test
the theoretical description of correlations in vacuum and to
constrain possible contributions from higher-order processes.
Comprehensive reviews of direct photon phenomenology and
data from elementary collisions may be found in Refs. [15–17].

II. DETECTOR DESCRIPTION AND PARTICLE
IDENTIFICATION

The data were taken with the PHENIX detector [18] using
approximately 950 million Au + Au minimum bias events
from the 2004 data set and 471 million photon-triggered events
from the 2005 and 2006 p + p data sets corresponding to
integrated luminosities of 3 (2005) and 10.7 (2006) pb−1. The
beam-beam counters (BBC) [19], which are used to trigger
the minimum bias data, select 92% of the total inelastic cross
section. In Au + Au the BBC and zero-degree calorimeters
(ZDC) were used for offline minimum bias event selection
and centrality determination. In p + p collisions a high-energy
photon trigger, defined by coincidence between the BBC and
a high-energy electromagnetic calorimeter (EMCal) tower hit,
was used. This EMCal based trigger [20] had an efficiency of
>90% for events with photons and π0 with energies in the
range used in the analysis and within the detector’s geometric
acceptance.

The PHENIX central arms, each covering ±0.35 units
of pseudorapidity around midrapidity and 90◦ in azimuth,
contain charged-particle tracking chambers and electromag-
netic calorimeters [21]. The EMCal [22] consists of two
types of detectors, six sectors of lead-scintillator (PbSc)
sampling calorimeters and two of lead-glass (PbGl) Cerenkov
calorimeters measuring EM energy with intrinsic resolution
σE/E = 8.1%/

√
E ⊕ 2.1% and 5.9%/

√
E ⊕ 0.8%, respec-

tively. The fine segmentation of the EMCal (�η × �φ ∼
0.01 × 0.01 for PbSc and ∼0.008 × 0.008 for PbGl) allows
for the reconstruction of π0 and η mesons in the 2γ decay
channel out to pT of 20 GeV/c. The details of direct photon
and π0 - and η-meson detection and reconstruction within
PHENIX have been described previously [12,23,24]. Photon

candidates with very high purity (>98% for energies >5 GeV)
are selected from EMCal clusters with the use of cluster shower
shape and charged particle veto cuts. Two-photon π0 and η

candidates are selected from photon pairs with pair invariant
mass in the appropriate π0 or η mass range. Combinatorial
2γ background is reduced with cuts on energy asymmetry
α12 = |E1 − E2|/(E1 + E2), described in detail below. Some
fraction of π0 with pT starting at ≈13 GeV/c (in the PbSc
detector) will appear as a single merged cluster, but with
anomalous shower shape, and thus are removed from the
analysis. The π0 and η mesons in the pT range from about 4 to
17 GeV/c and photons between 5 and 15 GeV/c are used in this
analysis. For γpT between 13 and 15 GeV/c there is a <2%
contribution of merged π0 cluster contamination; however,
this together with all sources of nonphoton contamination
are found to have a negligible impact on the two-particle
correlation analysis of this report. Direct photons and their
two-particle correlations are obtained by statistical subtraction
of the estimated meson (mainly π0) decay photon contribution
from the inclusive photon and γ -h samples.

Charged hadrons are detected with the PHENIX tracking
system [25] that employs a drift chamber in each arm spanning
a radial distance of 2.0–2.4 m from the beam axis with a
set of pixel pad chambers (PC1) directly behind them. The
momentum resolution was determined to be δp/p = 0.7% ⊕
1.0%p, where p is measured in GeV/c. Secondary tracks from
decays and conversions are suppressed by matching tracks to
hits in a second pad chamber (PC3) at distance of ∼5.0 m.
Track projections to the EMCal plane are used to veto photon
candidates resulting from charged hadrons that shower in the
EMCal.

III. METHOD

A. Two-particle correlations

Two-particle correlations are constructed by measuring
the yield of particle pairs as a function of the measured
azimuthal angle between photon or parent meson triggers and
charged hadron partners. The correlation function, C(�φ) ≡
N

pair
real (�φ)/Npair

mixed(�φ), corrects for the limited acceptance
of γ -h or meson-hadron pairs by dividing the distribution
in real events N

pair
real by the mixed event distribution N

pair
mixed.

The correlation function is decomposed utilizing a two-source
model of pair yields coming from two-particle jet correlations
superimposed on a combinatorial background yield from
an underlying event. The underlying event in Au + Au is
known to have an azimuthal asymmetry of harmonic shape
quantified in the elliptic flow parameter v2 [26,27]. This flow
represents a harmonic modulation of the �φ distribution
of this underlying event such that the flow-subtracted jet
correlation signal is encoded in the jet pair ratio func-
tion, JPR(�φ) ≡ C(�φ) − ξ (1 + 2〈vγ

2 〉〈vh
2 〉 cos 2�φ), using

the notation of Ref. [4], where 〈v2〉 is the average
single-particle v2.

Two methods of determining the background level ξ , known
as zero-yield at minimum (ZYAM) and absolute normalization
(ABS), respectively, were applied to the Au + Au data.
Both methods are described in detail in previous PHENIX
publications [4]; see also Refs. [4,28,29] (ABS) and [30]
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(ZYAM). ZYAM assigns the level of zero jet yield and hence ξ

to the minimum point of the correlation function C(�φ). The
ABS method uses the mean multiplicity of trigger-associated
pairs in mixed events and a correction for finite centrality
resolution to determine ξ . Where ZYAM statistical precision
is reasonable, the direct γ -h extraction of the two methods
agree to within much better than the total uncertainties,
typically within �20%. The ABS method is chosen for the
Au + Au results presented, as this method resulted in a more
precise extraction of direct photon-jet pair yields at high
trigger pT where lack of statistics near �φ = π/2 severely
impairs the ZYAM determination. In the comparatively low
multiplicity p + p collisions, the underlying event originates
from different physical mechanisms than in Au + Au and is
known not to be well described by event mixing. Instead the
correlation functions are normalized by fitting to a double
Gaussian + constant function, corresponding to the ZYAM
method [4].

The results presented here are corrected for the associated
charged hadron efficiency εh such that the quoted yields
correspond to a detector with full azimuthal acceptance and
|η| < 0.35 coverage. No correction is applied for the �η

acceptance of pairs. Final results are presented in terms of
the yield Y of jet pairs per trigger, Y ≡ A× JPR (�φ)/Ntrigger

with the constant A = ∫
N

pair
mixed(�φ)/(2πεh).

The magnitudes of elliptic flow were determined by
measuring the distributions of inclusive photons, neutral pions,
and charged hadrons as a function of the angle relative to
the reaction plane, which was determined with the BBC’s as
described in Ref. [31]. The v2 values measured for this analysis
are consistent with previous PHENIX analyses [26,27,32].

At high-pT (�6 GeV/c) the measured π0v2 values used in
the determination of the decay photon v2 are fit to a constant
function to reduce the effects of large statistical fluctuations.
The pT independence of v2 of π0’s is motivated by recent
preliminary data [33] and by the observed pT independence
of the RAA, because parton energy loss is expected to be the
dominant mechanism for azimuthal asymmetry generation at

high-pT [7]. It is also consistent with the findings of Ref. [32]
that is direct measurement of π0v2 for the same data set and is
being published concurrently with this measurement. Because,
as discussed in that publication, the high-pT functional
behavior for this data set cannot be well constrained, the
level of uncertainty we assign to the constant fit assumption
increases with pT . It is further assumed that the v2 for other
mesons that contribute decay photons (e.g., η) are the same
as that of the π0 at high pT . For the pT range considered
(>∼4.5 GeV/c) this assumption is also well motivated under the
same expectation of v2 being due to jet quenching, because
RAA suppression is already measured to be the same for a
variety of mesons (e.g., η itself [24]). Additionally, other
high-pT v2 data measurements confirm the expectation [34]
for other hadron species.

Table I lists the v2 values for the inclusive and π0 decay
photons for all pT ranges used, either the measurements, or
for the highest pT decay v2 values from the constant fit value.
For the fit values the fit errors are listed as statistical error,
despite the inherent systematic correlation of the fit value
across the pT bins. The reduction of the statistical error for
decay γ v2 due to fit procedure is clear from comparison to
statistical error on the inclusive γ v2, for which no such fit
procedure is used. The assumptions justifying the fit procedure
do not apply to the inclusive photons because of their large
fraction of direct photons. Direct photon v2, if present, is not
expected to be influenced by the same energy loss mechanisms.
The decay photon v2 is derived from the measured π0v2 by the
same pπ0

T → p
decay γ

T mapping procedure applied to the yields,
described below, though the difference between π0 and decay
v2 values are negligible compared to the other uncertainties.
Listed v2 systematic uncertainties come only from reaction
plane resolution propagated into each pT bin [4,31]. This
procedure has a component that depends again on the statistics
in each bin and thus can fluctuate in relative size. The decay
γ values are not corrected for π0 combinatoric background
that is discussed below along with the relevant associated
systematic error for the estimated for the final jet yield results.

TABLE I. v2 values used in the jet function extraction for inclusive and decay photons in Au + Au collisions.

Centrality p
γ

T Inclusive γ Decay γ

v2 Stat. Sys. v2 Stat. Sys.

5–7 0.053 ±0.009 ±0.011 0.084 ±0.009 ±0.004
7–9 0.047 ±0.022 ±0.015 0.069 ±0.018 ±0.003

0–20% 9–12 0.024 ±0.042 ±0.017 0.069 ±0.020 ±0.003
12–15 0.064 ±0.096 ±0.094 0.069 ±0.023 ±0.003

5–7 0.096 ±0.010 ±0.005 0.155 ±0.011 ±0.036
7–9 0.079 ±0.027 ±0.011 0.105 ±0.019 ±0.025

20–40% 9–12 0.025 ±0.050 ±0.049 0.105 ±0.020 ±0.025
12–15 0.287 ±0.128 ±0.104 0.105 ±0.023 ±0.024

5–7 0.143 ±0.023 ±0.035 0.136 ±0.022 ±0.010
7–9 0.146 ±0.064 ±0.026 0.126 ±0.039 ±0.008

40–60% 9–12 0.162 ±0.126 ±0.252 0.126 ±0.042 ±0.008
12–15 −0.603 ±0.308 ±0.191 0.126 ±0.046 ±0.008
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B. Direct γ -hadron correlation subtraction

A direct photon is defined here to be any photon not
from a decay process. Direct photons cannot be identified
in Au + Au with reasonable purity on an event-by-event
basis due to the large background of meson decay in the
pT range of the analysis and the inability to use isolation
cuts in the high multiplicity Au + Au environment. Thus
both direct γ and γ -h pairs must be determined from the
already-mentioned statistical subtraction procedure, which is
therefore consistently used in this report for both the p + p

and Au + Au.
Single direct photons have previously been measured in

PHENIX for Au + Au [12] and p + p [35]. In these analyses,
the estimated yield of decay photons N

γ

decay is subtracted from
a measured sample of inclusive photons N

γ

inclusive resulting
in the direct photon yield. These measurements serve as an
input to the current analysis, as they fix the fraction of the
photon triggers that are expected to be direct. This fraction
is quantified by the fraction Rγ ≡ N

γ

inclusive/N
γ

decay. The Rγ

values used in this analysis are extracted from previous
PHENIX measurements, [36,37] by interpolating to obtain
the pT binning used in this analysis. These interpolated values
together with the error estimations are tabulated in Table II.

The per-trigger yield of inclusive γ -h pairs Yinclusive is
simply the weighted average of the contributions from decay
and direct photon triggers,

Yinclusive = N
γ

directYdirect + N
γ

decayYdecay

N
γ

inclusive

. (1)

Having already determined Rγ , Ydirect may then be obtained
by simple manipulation of the above terms. This results in
a statistical subtraction that involves only per-trigger yields.
Solving for Ydirect and rewriting in terms of Rγ we obtain the

TABLE II. Extracted Rγ values used as input to direct γ -h per-
trigger yield subtraction [Eq. (2)]. These values are interpolated from
previous PHENIX measurements as described in the text.

Centrality p
γ

T Rγ Stat. Sys.

5–7 1.77 ±0.09 ±0.06
7–9 2.45 ±0.09 ±0.18

0–20% 9–12 2.99 ±0.11 ±0.41
12–15 3.66 ±0.24 ±0.68

5–7 1.46 ±0.10 ±0.04
7–9 1.85 ±0.10 ±0.12

20–40% 9–12 2.30 ±0.12 ±0.28
12–15 2.35 ±0.20 ±0.44

5–7 1.30 ±0.09 ±0.05
7–9 1.52 ±0.07 ±0.13

40–60% 9–12 1.85 ±0.10 ±0.30
12–15 1.94 ±0.24 ±0.36

5–7 1.18 ±0.01 ±0.06
7–9 1.32 ±0.01 ±0.05

p + p 9–12 1.48 ±0.03 ±0.05
12–15 1.57 ±0.09 ±0.07

subtraction formula:

Ydirect = Rγ Yinclusive − Ydecay

Rγ − 1
. (2)

The direct γ or direct γ -h pair yields do not, by definition,
exclude photons from jet fragmentation or medium induced
photon production.

C. Extraction of decay photon correlations

The decay photon associated yields are estimated from the
measured π0-h and η-h correlations through a calculation that
determines the decay correlations statistically from a Monte
Carlo (MC) based, pair-by-pair weighting procedure. In this
procedure the decay γ -h pair yield N

γ -h
decay(pγ

T ) is constructed
by a weighted integral over all π0-h and η-h pairs. In what
follows, we will first describe the procedure schematically,
describing the ingredients and how they are obtained. We
then give a more exact description and associated formula
representing exactly how the weighting was performed in the
measurement. Schematically the procedure may be expressed
as a convolution of several factors according to the following
relation, wherein for simplicity we only consider photons from
π0 decay, although the procedure is also applied to η-decay
photons.

N
γ -h
decay

(
p

γ

T

) =
∫

εγ

(
p

γ

T , pπ
T

) ⊗ P
(
p

γ

T , pπ
T

)
επ

(
pπ

T

) ⊗ Nπ-h(pπ
T

)
,

(3)

where επ and εγ are the π0 and single decay photon
efficiencies, respectively, and P is the decay probability
density, each of which is addressed in turn below.

First, because the starting point is the uncorrected raw
meson-h pair yield Nπ-h, a correction for the parent meson
reconstruction efficiency, επ (pπ

T ), is applied to the raw π0’s
as a function of pT to account for the π0 daughter photons
in the inclusive sample whose sisters lie outside the PHENIX
acceptance or are otherwise undetected. Both efficiencies, εγ

and επ , in Eq. (3) are also evaluated as a function of the
position in the calorimeter along the beam direction; however,
this dependence mostly cancels in the ratio εγ /επ and therefore
is suppressed for clarity. The value of επ (pπ

T ) is determined
by dividing the raw number of π0’s Nπ (pπ

T ) obtained in
the same data sample by our published π0 invariant yields
[2,24,38] assuming no pseudorapidity dependence over the
narrow PHENIX acceptance. The top panel in Fig. 1 illustrates,
for the example of central Au + Au events, the π0 efficiency
correction factor 1/επ (pπ

T ). The correction rises at small pT

due to a pT -dependent pair energy asymmetry cut designed
to reduce combinatorial 2γ pairs reconstructed as real π0’s.
This cut, along with the effects of any remaining background,
is described below. At large pT the quantity 1/επ (pπ

T ) rises
again due to losses from cluster merging.

Second, the effect of decay kinematics is evaluated by
determining the probability density, P(pγ

T , pπ
T ), for the decay

of a pT -independent distribution of π0’s.P(pγ

T , pπ
T ) represents

the relative probability of a π0 of pT = pπ
T , to decay into a

photon of p
γ

T . For a perfect detector, this function is calculable
analytically. A simple fast MC generator implements the
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FIG. 1. (Color online) The weight factors used to obtain decay
correlations from parent meson correlations. (Top) π0 reconstruction
efficiency correction, 1/επ , shown in arbitrary units. (Middle) Decay
probability function, Wab, also in arbitrary units, for 5–7 GeV/c decay
photons from π 0 derived analytically (black line), using the detector
acceptance and resolution smearing (red line) and including the single
decay photon efficiency, εγ , from a GEANT simulation (blue points).
(Bottom) εmerge

γ obtained by taking ratio of the blue points to red curve
in the previous panel.

PHENIX acceptance and uses Gaussian smearing functions
to simulate detector resolution according to the known EMCal
energy and position resolution. Occupancy effects give rise
to an additional smearing of the π0 and η invariant masses.
This effect is included in the MC by tuning the resolution
parameters to match the π0 peak widths observed in data. False
reconstruction of π0’s and η’s from combinatorial matches are
either subtracted or assigned to the systematic uncertainties as
discussed below.

Finally, we wish to estimate the decay photon contribution
to the measured raw inclusive photon sample that differs
from the true decay photon distribution by the single decay
photon efficiency, εγ (pπ

T ). At intermediate pT , εγ (pπ
T ) depends

only on the photon momentum and is included already
implicitly by the fast MC simulation described above to
produce P(pγ

T , pπ
T ). Thus, it is useful to think of them as a

single factor W (pγ

T , pπ
T ) ≡ P(pγ

T , pπ
T )εγ (pγ

T , pπ
T ) At high pT ,

however, an efficiency loss is incurred by photons from π0’s
whose showers merge into a single cluster in the calorimeter
and are rejected by the shower-shape cut. As a consequence,
the fraction of photons that are direct is artificially enhanced in
the sample of reconstructed photon clusters. The single decay
photon efficiency depends on both the parent and daughter
pT and is evaluated in a GEANT simulation. In principle the

convolution of both P(pγ

T , pπ
T ) and εγ (pγ

T , pπ
T ),W (pγ

T , pπ
T )

could be extracted as one function from the GEANT simu-
lation, but obtaining large-enough MC statistics necessary to
properly parametrize the above-mentioned EMCal z position
dependence of the επ,γ corrections is feasible only with the
fast MC. Thus only the efficiency loss by cluster merging
for photons ε

merge
γ is taken from the GEANT. The bottom

panel of Fig. 1 shows ε
merge
γ (pπ

T ) evaluated from the GEANT
simulation.

Because we wish to construct per-trigger yields, the same
procedure described in Eq. (3) can be applied to find the
estimated single decay photon trigger yield from the measured
single π0’s, i.e., replacing N

γ -h
decay with N

γ

decay and Nπ-h with
Nπ . The exact application of schematic Eq. (3) then takes the
form of a sum over all π0-h pairs and single π0’s found in
the data. Each π0 or π0-h pair is given a weight that depends
on π0pT . Operationally we now split this weight into two
parts: επ (pπ

T ) discussed above and a factor Wab(pπ
T ). The

factor Wab is simply the end result of the fast MC-GEANT
combined calculation, the convolution of P and εγ , including
ε

merge
γ , averaged over a chosen decay photon bin of the range

a < pT < b. Thus in terms of the product W (pγ

T , pπ
T ) then

Wab(pπ
T ) is given by

Wab

(
pπ

T

) =
∫ b

a

dp
γ

T W
(
pπ

T , p
γ

T

)
. (4)

The functions Wab(pπ
T ) are defined for the four photon

pT bins used in the analysis, [a, b] = [5, 7], [7,9], [9,12],
and [12,15] GeV/c. An example of Wab(pπ

T ) for the 5- to
7-GeV/c bin is shown in Fig. 1. Procedurally, we construct
Wab as product of the fast MC curve shown in the middle
panel and the linear fit discussed above to the bottom panel,
ε

merge
γ (pπ

T ). Although a decay of pπ
T < a, the lower limit of

the decay pT bin, is kinematically disallowed, Wab is nonzero
below this boundary when resolution effects are considered.
For pπ

T > b,Wab decreases as ∼1/pπ
T , slowly enough that

π0’s at values of pT beyond the statistical reach of the data
set contribute to the relevant decay photon pT selections at
a non-negligible rate. The π0 sample is truncated at pT =
17 GeV/c and extrapolated using power-law fits to the single
and conditional π0 spectra to estimate a correction. In the latter
case, each associated hadron pT range is fit independently. The
truncation avoids the high-pT region where cluster merging
effects are dominant and the 1/επ correction factor becomes
large. Although the truncation corrections for the number
of decay photons and decay γ -h pairs are non-negligible,
they mostly cancel in the per-trigger yield and are therefore
typically <1%, reaching a maximum value of 7% for only the
12 < p

γ

T < 15 ⊗ 3 < ph
T < 5 GeV/c bin.

With the weight functions Wab the entire set of π0-hadron
pairs and single π0 candidates (within a given range of
�φ, φ1 < �φ < φ2, defining each �φ bin) are then summed
over, once for each decay photon pT bin, and the per-trigger
yield is constructed for each of these decay pT bins as

Ydecay|φ1<�φ<φ2

a<p
γ

T <b
=

∑φ1<�φπ-h<φ2

i=1−Nπ-h Wab

(
p

πi

T i

)/
επ

(
p

πi

T

)
∑

i=1−Nπ Wab

(
pπ

T i

)/
επ

(
p

πi

T

) . (5)
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In this form it is clear that the normalization of the functions
επ (pπ

T ) and Wab(pπ
T ) cancel out completely in the per-trigger

yield, and therefore only their shapes versus pπ
T are important.

Hence in Fig. 1 the curves are shown with arbitrary units.
Also, as Eq. (5) implies, the angular deviation between the
direction of a decay photon and its parent meson is ignored.
The �φ opening angle of a decay photon and hadron pair
is taken to be the same as the �φπ-h of the parent π0-h
pairs. This approximation is tested in the fast MC and found
to be extremely accurate because the distribution of angular
deviation between a leading decay photon in a 2γ decay and
the parent mesons at these π0 momenta have an rms around
0 of �0.01 radians, and the smallest �φ bins considered in
the analysis are typically ∼0.1 radians or larger.

D. π 0 and η reconstruction

In p + p collisions Ydecay is estimated using both recon-
structed π0 and η mesons in invariant mass windows of
120–160 and 530–580 MeV/c2, respectively. The total decay
per-trigger yield is calculated from

Ydecay = (
1 − δ

γ

h/π0

)
Yπ0

decay + δ
γ

h/π0Y
η

decay, (6)

where δ
γ

h/π0 is the ratio of the total number of decay photons

to the number of decay photons from π0. Based on the
measurements of η [24] and ω [39], which together with
the π0 account for >99% of decay photons, the value of
δ

γ

h/π0 is determined to be 1.24 ± 0.05 in the high-pT region
covered by this analysis, independent of collision system and
centrality. Note that the per-trigger yields for ω and other
heavier meson triggers (ω, η′, φ, . . .) are not measured and
are taken to be equivalent to Y

η

decay in Eq. (6). This assumption
was studied in PYTHIA and found to influence Ydecay at the level
of <2%. In Au + Au collisions correlations using η triggers
are not directly measured but rather estimated from the p + p

measurement as discussed below.
Figure 2 shows the various components of the decay

photon measurement in p + p. In p + p collisions the rate
of combinatorial background photon pairs is reduced by
considering only photons of pT > 1 GeV/c resulting in
background levels of <10% for which no correction was
applied. The effect of such remaining pairs on Yπ0

decay was
evaluated to be negligible (<2%) compared to the size of
other uncertainties on the final Ydirect result using a detailed
full PYTHIA test of the method that included π0 reconstruction
with combinatorial photon pairs. However, η reconstruction
has a much smaller signal-to-background of 1.4–1.6, de-
pending on the pT selection, even in the low multiplicity
p + p environment. In this case, the per-trigger yield of the
combinatorial photon pairs is estimated from photon pairs with
invariant mass in “sideband” ranges of 400–460 and 640–
700 MeV/c2, beyond 3σ of the η peak. The sideband contribu-
tion Y sideband

decay is then subtracted using the signal-to-background
ratio fbkg evaluated from Gaussian + polynomial background
fits to the invariant mass distributions according to Y

signal
decay =

Y raw
decay/(1/fbkg + 1) − Y sideband

decay /fbkg. The yield Y sideband
decay is gen-

erated from the full meson to decay photon weighting function
procedure [Eq. (5)]. The subtraction procedure was also tested
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FIG. 2. (Color online) Examples of parent and daughter per-
trigger yields for the π 0 and η in p + p collisions for pT selection
5 < p

γ

T < 7 and 2 < ph
T < 3 GeV/c. These ZYAM correlation

measurements, fully corrected for acceptance and efficiency (expcept
the PHENIX rapidity acceptance), are used to determine the total
decay photon per-trigger yield as described in the text.

in PYTHIA and the extracted and input per-trigger yields were
found to agree to within 10%.

In Au + Au collisions the combinatorial rate for π0

reconstruction is substantially larger. Correspondingly, a pT -
dependent cut on the pair energy asymmetry α12 = |E1 −
E2|/(E1 + E2) [23], visible in Fig. 1 with the smallest allowed
asymmetry at the lowest π0pT values, is used to reduce
this background. With such cuts the signal-to-background
in central events varies from 5:1 at its lowest, increasing to
about 15:1 for the highest pT selection. The effect of the
combinatorial background is studied through examination of a
similar sideband subtraction analysis as in the p + pη − h

correlation extraction described, this time for π0-h, using
invariant mass ranges just outside the π0 peak region. However,
no clear trend beyond non-negligible statistical limitations
is observed, so no correction for the background is applied.
Instead the maximum size of the effect (typically 7%) is
included as source of systematic uncertainty on the decay
yields and propagated to the final direct photon per-trigger
yields.

In central Au + Au collisions the η meson cannot be
reconstructed with sufficient purity to measure its correlations.
Instead, a scaling argument is employed. Motivated by the
similar high-pT suppression pattern shown by η and π0 in
Au + Au [24] and corresponding near equality of the p + p

and Au + Au η/π0 ratios, the ratio Yγ (η)/Yγ (π0) is measured
in p + p and applied as a correction to the Au + Au Yγ (π0).
This is justified by the assumption that the jet fragmentation is
primarily occurring outside the medium. We do not attribute
any additional uncertainty to this scaling beyond the 10%
sideband systematic and statistical uncertainties of the η

measurement in p + p. However, to give an idea of the
possible impact of this assumption, the size of the total
systematic uncertainty on Ydecay from all other sources would
be equivalent to a variation of the Au + AuYγ (η) by ∼50%.
Given the similarity of the high-pT suppression demonstrated
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by all light quark bound states measured thus far, this would
correspond to a rather large change.

IV. SYSTEMATIC UNCERTAINTIES

There are four main classes of systematic uncertainty in the
Au + Au data: elliptic flow, normalization of the underlying
event (ABS), Rγ , and the decay per-trigger yield estimate,
only the latter two of which are present or non-negligible in
the p + p data. Table III lists the fractional contribution of
each of these sources to the total systematic uncertainty on
the direct photon per-trigger yields in the 20% most central
Au + Au and p + p data. In the central Au + Au data the
uncertainty at low ph

T is dominated by the v2 and correlation
function normalization (ABS method) estimation due to large
multiplicity of hadrons. At higher ph

T , but low trigger pT , pt
T ,

the decay error dominates due to the two-photon combinatorial
background for π0 reconstruction. Finally, at large ph

T and
pt

T the backgrounds responsible for both of these sources
of uncertainty decrease and the uncertainty on Rγ , which is
relatively constant, dominates. In p + p collisions the decay
photon background forms a much larger fraction of the total
photon sample. In this case, the decay uncertainty arises from
the MC decay photon mapping procedure, the η sideband
subtraction and the η/π0 ratio in approximately equal parts.
The yields associated with daughter photons are larger than for
the meson parents because of feed-down from larger values of
parent pT , and hence, jet pT .

The correction for single hadron efficiency εh(ph
T ) varies as

a function of collision system and centrality. These corrections
are obtained by finding the ratio of raw yields of hadrons
obtained without the trigger condition in the same analysis (i.e.,
with the same cuts as in the analysis to the previous PHENIX
published measurements of the corresponding charged hadron

TABLE III. Fractional contribution to the total systematic
uncertainty for each of the main sources of uncertainty in p + p and
0–20% Au + Au collisions. Derived by propagating each uncer-
tainty individually and finding fraction of the total (nonquadrature)
sum. For the total systematic uncertainties (see Table IV), sources
are added in quadrature as usual.

p
γ

T ph
T Au + Au, centrality 0–20% p + p

(GeV) (GeV)
Rγ Decay v2 Norm. Rγ Decay

1–2 0.03 0.14 0.50 0.33 0.14 0.86
5–7 2–3 0.02 0.32 0.46 0.20 0.21 0.79

3–5 0.02 0.71 0.18 0.10 0.05 0.95

1–2 0.09 0.17 0.45 0.29 0.22 0.78
7–9 2–3 0.10 0.35 0.38 0.17 0.25 0.75

3–5 0.09 0.61 0.18 0.13 0.21 0.79

1–2 0.06 0.09 0.53 0.33 0.19 0.81
9–12 2–3 0.26 0.25 0.33 0.16 0.30 0.70

3–5 0.46 0.30 0.13 0.10 0.35 0.65

1–2 0.08 0.01 0.63 0.29 0.21 0.79
12–15 2–3 0.21 0.14 0.48 0.17 0.02 0.98

3–5 0.22 0.14 0.39 0.25 0.10 0.90

spectra) [40,41]. As in previous PHENIX two-particle cor-
relation measurements [4,30], this procedure has inherent
uncertainties assigned as a pT -independent 10% uncertainty,
on each system and/or centrality.

V. RESULTS

A. Direct γ -h per-trigger yields

Figure 3 shows examples of direct photon per-trigger yields
in p + p and central Au + Au collisions. Also shown are the
per-trigger yields for inclusive and decay photon triggers that
are the ingredients in the statistical subtraction method as
expressed in Eq. (2). A clear away-side correlation is observed
(�φ  π ) for direct photons triggers in p + p. In Au + Au
collisions the away-side correlation is suppressed for both
decay and direct photon triggers. The near-side direct photon
associated yields are small relative to that of decay photons,
an expected signature of prompt photon production [16].

The away-side yields, integrated over |�φ − π | < π/5
radians, are shown in Fig. 4 and Table IV for p + p and
Au + Au collisions. This range roughly corresponds to the
“head region” as defined in Ref. [4] and is chosen primarily to
minimize the influence of medium response that is thought to
dominate the “shoulder” region further offset from �φ = π .
Additionally, the acceptance and the signal itself are largest
in this range so statistical precision is maximized. It should
be noted that the width of the jet correlation is larger than
this interval. We do not make a correction for this effect,
because we are primarily concerned with the comparison of
the yields from p + p and Au + Au collisions. It should be
noted, however, that in addition to parton energy loss, any
broadening of azimuthal correlations, whether by hot or cold
nuclear matter effects, will contribute to a suppression in the
yield in the head region. Due to statistical and systematic
fluctuations, the subtraction of the decay-photon hadron pairs

0
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-hγDecay 
-hγDirect 

p+p
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FIG. 3. (Color online) Examples of ZYAM subtracted per-trigger
yields, fully corrected for acceptance and efficiency (except rapidity
acceptance) used in the direct photon correlation analysis for the
5 < p

γ

T < 7 and 3 < ph
T < 5 GeV/c bin. (Top/bottom) Inclusive,

decay and direct photon per-trigger yields in p + p (0–20% central
Au + Au) collisions.
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TABLE IV. Direct γ -h per-trigger yields in 20% most central Au + Au and in p + p collisions. An additional
pT -independent uncertainty of 10% due to the charged hadron efficiency corrections is not shown.

p
γ

T (GeV) ph
T (GeV) 〈zT 〉 Yield Stat. Sys. Total

Au + Au, centrality 0–20%
1–2 0.23 6.26 × 10−2 4.72 × 10−2 4.62 × 10−2 6.60 × 10−2

5–7 2–3 0.41 2.68 × 10−2 1.29 × 10−2 5.68 × 10−3 1.41 × 10−2

3–5 0.62 4.82 × 10−3 2.13 × 10−3 1.96 × 10−3 2.90 × 10−3

1–2 0.17 3.71 × 10−2 8.48 × 10−2 5.59 × 10−2 1.02 × 10−1

7–9 2–3 0.3 3.45 × 10−2 2.39 × 10−2 8.46 × 10−3 2.53 × 10−2

3–5 0.46 9.63 × 10−3 4.18 × 10−3 1.96 × 10−3 4.62 × 10−3

1–2 0.13 1.28 × 10−1 1.34 × 10−1 6.84 × 10−2 1.51 × 10−1

9–12 2–3 0.23 3.94 × 10−2 3.81 × 10−2 1.01 × 10−2 3.94 × 10−2

3–5 0.36 −2.16 × 10−3 6.29 × 10−3 2.06 × 10−3 6.62 × 10−3

1–2 0.1 5.31 × 10−1 2.53 × 10−1 1.49 × 10−1 2.94 × 10−1

12–15 2–3 0.18 −6.13 × 10−3 6.99 × 10−2 1.80 × 10−2 7.22 × 10−2

3–5 0.28 3.25 × 10−2 1.60 × 10−2 2.52 × 10−3 1.62 × 10−2

p + p

1–2 0.24 1.44 × 10−1 9.93 × 10−3 3.42 × 10−2 3.56 × 10−2

5–7 2–3 0.43 4.22 × 10−2 5.47 × 10−3 1.20 × 10−2 1.32 × 10−2

3–5 0.66 1.55 × 10−2 2.07 × 10−3 3.26 × 10−3 3.86 × 10−3

1–2 0.18 1.73 × 10−1 1.84 × 10−2 2.88 × 10−2 3.42 × 10−2

7–9 2–3 0.31 6.24 × 10−2 1.11 × 10−2 1.15 × 10−2 1.60 × 10−2

3–5 0.48 2.26 × 10−2 4.53 × 10−3 3.75 × 10−3 5.88 × 10−3

1–2 0.14 2.59 × 10−1 2.99 × 10−2 2.50 × 10−2 3.90 × 10−2

9–12 2–3 0.24 7.01 × 10−2 1.73 × 10−2 1.00 × 10−2 2.00 × 10−2

3–5 0.38 1.94 × 10−2 7.21 × 10−3 3.77 × 10−3 8.14 × 10−3

1–2 0.11 1.20 × 10−1 5.13 × 10−2 7.22 × 10−2 8.86 × 10−2

12–15 2–3 0.19 1.04 × 10−1 3.11 × 10−2 2.02 × 10−2 3.71 × 10−2

3–5 0.3 4.26 × 10−2 1.62 × 10−2 1.13 × 10−2 1.97 × 10−2

from the inclusive γ -h sample can result in a negative yield.
In this case 90% confidence-level upper limits are given. In
the case that a positive yield is obtained, but the uncertainty is
consistent with 0, the lower bound of the error bar is also
replaced with an arrow. As noted in the figure caption, a
10% pT -independent uncertainty due to the charged hadron
efficiency corrections is not shown.

B. Suppression factor IAA

Departure from the vacuum QCD processes is quanti-
fied by IAA, the ratio of Au + Au to p + p per-trigger
yields:

IAA
(
p

γ

T , ph
T

) = Y Au+Au
(
p

γ

T , ph
T

)
Yp+p

(
p

γ

T , ph
T

) . (7)

Figure 5 shows the IAA values for all direct photon
and associated hadron bins for the most central 0–20% of
collisions. The data points for which the subtraction resulted
in a negative yield value (the 90% confidence level upper
limits) are included with standard 1-σ uncertainties. For the
p

γ

T range 5–12 GeV/c, a significant suppression is observed
in the 3 < ph

T < 5 GeV/c bin in which the highest precision

is obtained. At lower ph
T , where the background subtraction

is largest, the data do not have the statistical precision to
determine the degree to which the yields are suppressed. IAA

for direct photon triggers is consistent to that of charged hadron
triggers [4] as shown in the top left panel in which results with
similar ranges of pT,t are compared.

Figure 6 shows the IAA for the ph
T = 3–5 GeV/c bin,

integrated for all trigger pT bins (pγ

T = 5–15 GeV/c) and
for three centrality bins, 0–20%, 20–40%, and 40–60%. For
the most central bin, the suppression of the away-side direct
photon per-trigger yield is clearly observed, IAA = 0.32 ±
0.12stat ± 0.09syst. Within large uncertainties we see that the
γ -jet IAA in this pT range, dominated by moderate to high
values of z (≡ph/pjet), is consistent with the single-particle
RAA as a function of centrality, consistent with a scenario in
which the geometry of suppression plays an important role
as would be expected from a sample dominated by surface
emission.

Figure 6 also compares IAA from a measurement of high-pT

dihadron (h± − h±) correlations [4] to the γ -jet result for
similar pT,t selections. The two results are remarkably similar
in the most central bin. This may indicate that surface emission
is dominant for both samples in this z region. However it should

024908-10



PHOTON-HADRON JET CORRELATIONS IN p + p AND . . . PHYSICAL REVIEW C 80, 024908 (2009)

-210

-110

 < 7 GeV/c
γ

T
5 <  p

Head Region Yield

5
π| < π - φ∆|

 (GeV/c)h
T

p
0 1 2 3 4 5

-210

-110

 < 12 GeV/c
γ

T
9 <  p

 < 9 GeV/c
γ

T
7 <  p

Au+Au 0-20%

p+p

 (GeV/c)h
T

p
0 1 2 3 4 5

 < 15 GeV/c
γ

T
12 <  p

)
-1

 (
G

eV
/c

h T
) 

dN
/d

p
tr

ig
(1

/N

0

FIG. 4. (Color online) Direct γ -h per-trigger yields for the range
|�φ − π | < π/5 radians vs. associated hadron pT . Four different
direct γpT ranges (indicated on the figure) are shown in the most
central 20% of Au + Au events and p + p events. The upper limits
are for 90% confidence levels. A pT -independent uncertainty of 10%
due to the charged hadron efficiency correction is suppressed from
the plot.

be noted that the total uncertainties on either measurement
are still quite large on a relative scale. Also, because our
method does not remove the so-called “fragmentation prompt
photon” or NLO direct photon contribution associated with
dijet production, a small residual dijet contribution may be
present; however, this contribution will be suppressed by RAA

relative to that of γ -jet and thus will not affect interpretations

0

1

 < 10 GeV/ct

T
h-h, 5 < p

-hγDirect 

 < 7 GeV/c
γ

T
5 < p

 (GeV/c)h
T

p
0 1 2 3 4

0

1

 < 12 GeV/c
γ

T
9 < p

0

1

 < 9 GeV/c
γ

T
7 < p

 (GeV/c)h
T

p
0 1 2 3 4 5

0

1

2

3

4 < 15 GeV/c
γ

T
12 < p

Head Region Yield

5
π| < π - φ∆|

A
A

I

0

FIG. 5. (Color online) Ratio IAA of the Au + Au to p + p yields
shown in Fig. 4. For comparison the first panel shows dihadron corre-
lation data from Ref. [4]. An additional pT -independent uncertainty
of 14% due to the charged hadron efficiency corrections is not shown.
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5 GeV/c) [2]. An additional pT -independent uncertainty of 14% due
to the charged hadron efficiency corrections is not shown.

of the data presented here. As explained in the introduc-
tion, the dijet and γ -jet measurements should be subject
to different geometrical effects. Disentangling such effects
through precise comparisons of dihadron and γ -h suppression
should be pursued with future measurements with improved
statistics.

C. Towards the fragmentation function

Using the distribution of charged hadrons opposite direct
γ triggers, parton energy loss may be studied directly as
a departure from the (vacuum) fragmentation function. In
distinction to π0-h correlations, where the away-side distri-
bution is sensitive only to the integral of the fragmentation
function (the average multiplicity of the away-side jet) [42],
the away-side distribution for direct γ -h correlations provides
a measurement of the full fragmentation function of the jet
from the away-side parton. To the extent that the transverse
momentum of the away-side parton and the direct γ are equal
and opposite, as in leading order pQCD, the fragmentation
function of the jet from the away-parton should be given to a
good approximation by the xE distribution,

xE = − �pt
T · �ph

T∣∣ �pt
T

∣∣2 = −ph
T cos �φ

pt
T

, (8)

where the transverse momentum of the trigger pt
T = p

γ

T in
the case of γ -h correlations. The reasons why the scaling
variable xE is an approximation to, rather than an exact
measure of, the fragmentation variable of the away-side jet
with momentum za are (i) the away-side parton does not
generally balance longitudinal momentum with the trigger γ ,
although it is restricted by the �η acceptance of the detector;
(ii) the transverse momenta of the γ and away parton do
not exactly balance. The transverse momentum imbalance
was discovered at the CERN-ISR using xE distributions
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FIG. 7. (Color online) zT distributions dN/dzT from the direct
photon associated yields in p + p (left) and 0–20% Au + Au (right)
collisions.

[43] and originally attributed to an “intrinsic” transverse
momentum kT of each of the initial colliding partons [44],
but now understood to be due to “resummation” of soft-gluon
effects [45,46].

The validity of the approximation xE ≈ za can be tested
by observing identical xE distributions for different values of
trigger p

γ

T (xE scaling), in which case one would accept the
xE distribution in γ -h correlations as the quark fragmentation
function from the reaction q + g → q + γ without need
of correction. We approximate xE by zT , the ratio of the
mean associated ph

T to mean trigger pT for each p
γ

T bin.1

The 〈pγ

T 〉 for the four trigger bins are 5.66, 7.75, 10.07,
13.07 GeV/c, close to the values obtained from a fit to the
direct-γ invariant cross section of the form p−6.5

T [35].
Figure 7 shows the zT distributions for p + p and Au + Au

collisions. The p + p data [Fig. 7(a)] exhibit reasonable zT

scaling so that the measured distribution should represent the
away-side jet fragmentation function. A fit of this data to a
simple exponential (Ne−bzT ) gives an acceptable χ2/DOF =
12.8/10 with a value b = 6.9 ± 0.8 that is consistent with the
quark fragmentation function, parameterized [42] as a simple
exponential with b = 8.2 for 0.2 < z < 1.0, and inconsistent
with the gluon fragmentation function value of b = 11.4. It
should, however, be recalled that the data do not cover the full
extent of the away peak, only |�φ − π | < π/5 radians and
that possible variations of the widths of the peaks in both the
p + p data and the Au + Au data with p

γ

T and ph
T have not

been taken into account in the present analysis. Additionally a
more detailed analysis, differential in trigger pT , is necessary
to study trigger pT -dependent effects that can influence the
fragmentation function fit values [42].

1The reader is advised to carefully distinguish this variable zT =
〈ph

T 〉/〈pt
T 〉 from our previous notation used in Ref. [42] of zt = pt

T /p̂,
which is the fraction of jet momentum p̂ contained in the trigger
particle.
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data compared to predictions from an energy loss calculation [50].
An additional pT -independent uncertainty of 14% due to the charged
hadron efficiency corrections is not shown.

In central Au + Au collisions, the fragmentation function
may be modified by the medium2 so zT scaling should not
hold except in two special cases: (i) pure surface emission
or punch-through where the away-side jets are not modified
(the zT distribution will be suppressed, but will have the
same shape as in p + p collisions); (ii) constant fractional
energy loss of the away jet (the zT scaling will be preserved
in Au + Au collisions but with a steeper slope than in p + p

collisions). The Au + Au data [Fig. 7(b)] are consistent with zT

scaling with the same shape as the p + p data, a value of b =
5.6 ± 2.2 and excellent χ2/DOF = 10.1/10 for the simple
exponential fit. The point at lowest zT = 0.11 for Au + Au is
1.6 standard deviations above the fit, suggesting that improved
statistics will permit the observation of any nonsurface
emission.

D. Model comparison

Several authors have recently reported predictions for γ -jet
in heavy-ion collisions [47–50]. As a demonstration of how
such calculations can be compared to the data, the IAA values as
a function of zT are compared to energy loss predictions [50] in
Fig. 8. The calculation uses effective fragmentation functions
to parametrize the average energy loss of the leading parton
by gluon radiation in terms of a parameter ε0 that is expected
to be proportional to the initial gluon density [51]. As in most
energy loss calculations, the energy loss of subleading partons
and possible medium response effects are neglected. We note
that both of these may be important at low values of z. The data
are well reproduced by the model over the range of values of
ε0 provided, 1.48–1.88 GeV/fm. This corresponds roughly to
the range of ε0 allowed by comparison to the PHENIX π0RAA

data of 1.9+0.2
−0.5 [52].

2See Equation 1 in Ref. [51].

024908-12



PHOTON-HADRON JET CORRELATIONS IN p + p AND . . . PHYSICAL REVIEW C 80, 024908 (2009)

It should be noted that the calculation rejects fragmentation
photons with an isolation cut. Such a procedure has not yet
been demonstrated in central Au + Au data, although doing
so would help to eliminate beyond-leading-order effects.

VI. CONCLUSIONS

We have presented the first direct γ -h measurements in
Au + Au and p + p collisions at the Relativistic Heavy Ion
Collider (RHIC). A significant suppression of IAA = 0.32 ±
0.12stat ± 0.09syst for the away-side charged hadron yield in
the range 3 < ph

T < 5 GeV/c is observed for direct photon
triggers in Au + Au as compared to p + p. Furthermore,
the level of suppression is found to be consistent with the
single-particle suppression rate and the importance of energy-
loss geometry, notably the expectation of surface emission
in the kinematic range sampled. A possible indication that
energy-loss geometry may also be important in dijet sup-
pression is that γ -h suppression IAA is also observed to
be quite similar to that of dihadron suppression in central
events; however, the current precision of the data does not
exclude substantial differences. In the p + p data zT scaling
is observed, suggesting that the measured zT distribution
(Fig. 7) is a statistically acceptable representation of the
fragmentation function of the quark jet recoiling away from the
direct photon. Improvement of the statistical and systematic
precision of the measurements should allow further tests
of vacuum fragmentation expectations in p + p collisions
and insights into details of the medium modification of jet
fragmentation in Au + Au. Such studies have begun using
subsequently collected larger data sets. The projected order
of magnitude increase in RHIC luminosity over the next few
years will enable true precision measurements.
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des Particules (France), Ministry of Industry, Science and
Tekhnologies, Bundesministerium für Bildung und Forschung,
Deutscher Akademischer Austausch Dienst, and Alexander
von Humboldt Stiftung (Germany), Hungarian National Sci-
ence Fund, OTKA (Hungary), Department of Atomic Energy
(India), Israel Science Foundation (Israel), Korea Research
Foundation and Korea Science and Engineering Foundation
(Korea), Ministry of Education and Science, Russia Academy
of Sciences, Federal Agency of Atomic Energy (Russia), VR
and the Wallenberg Foundation (Sweden), the US Civilian
Research and Development Foundation for the Independent
States of the Former Soviet Union, the US-Hungarian Ful-
bright Foundation for Educational Exchange, and the US-
Israel Binational Science Foundation.

[1] K. Adcox et al. (PHENIX Collaboration), Nucl. Phys. A757,
184 (2005).

[2] A. Adare et al. (PHENIX Collaboration), Phys. Rev. Lett. 101,
232301 (2008).

[3] B. Muller and J. L. Nagle, Annu. Rev. Nucl. Part. Sci. 56, 93
(2006).

[4] A. Adare et al. (PHENIX Collaboration), Phys. Rev. C 78,
014901 (2008).

[5] B. Muller, Phys. Rev. C 67, 061901(R) (2003).
[6] T. Renk, Phys. Rev. C 78, 014903 (2008).
[7] K. J. Eskola, H. Honkanen, C. A. Salgado, and U. A.

Wiedemann, Nucl. Phys. A747, 511 (2005).
[8] C. Loizides, Eur. Phys. J. C 49, 339 (2007).
[9] T. Renk and K. J. Eskola, Phys. Rev. C 75, 054910 (2007).

[10] H.-z. Zhang, J. F. Owens, E. Wang, and X. N. Wang, J. Phys. G
35, 104067 (2008).

[11] A. Drees, H. Feng, and J. Jia, Phys. Rev. C 71, 034909
(2005).

[12] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 94,
232301 (2005).

[13] X.-N. Wang and Z. Huang, Phys. Rev. C 55, 3047 (1997).
[14] X.-N. Wang, Z. Huang, and I. Sarcevic, Phys. Rev. Lett. 77, 231

(1996).
[15] J. F. Owens, Rev. Mod. Phys. 59, 465 (1987).

[16] T. Ferbel and W. R. Molzon, Rev. Mod. Phys. 56, 181 (1984).
[17] W. Vogelsang and M. R. Whalley, J. Phys. G 23, A1 (1997).
[18] K. Adcox et al. (PHENIX Collaboration), Nucl. Instrum.

Methods A 499, 469 (2003).
[19] M. Allen et al. (PHENIX Collaboration), Nucl. Instrum.

Methods A 499, 549 (2003).
[20] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 91,

241803 (2003).
[21] K. Adcox et al. (PHENIX Collaboration), Nucl. Instrum.

Methods A 499, 489 (2003).
[22] L. Aphecetche et al. (PHENIX Collaboration), Nucl. Instrum.

Methods A 499, 521 (2003).
[23] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. C 76,

034904 (2007).
[24] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. C 75,

024909 (2007).
[25] K. Adcox et al. (PHENIX Collaboration), Nucl. Instrum.

Methods A 499, 489 (2003).
[26] S. Afanasiev et al. (PHENIX Collaboration), arXiv:0903.4886

[nucl-ex].
[27] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 96,

032302 (2006).
[28] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. C 71,

051902 (2005).

024908-13



A. ADARE et al. PHYSICAL REVIEW C 80, 024908 (2009)

[29] M. McCumber and J. Frantz, Acta Phys. Hung. A 27, 213 (2006).
[30] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 97,

052301 (2006).
[31] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 91,

182301 (2003).
[32] A. Adare et al. (PHENIX Collaboration) (to be published).
[33] K. Miki (PHENIX Collaboration), J. Phys. G 35, 104122

(2008).
[34] S. Huang (PHENIX Collaboration), J. Phys. G 35, 104105

(2008).
[35] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 98,

012002 (2007).
[36] T. Isobe, Nucl. Phys. A783, 569 (2007).
[37] T. Isobe (PHENIX Collaboration), J. Phys. G 34, S1015

(2007).
[38] A. Adare et al. (PHENIX Collaboration), Phys. Rev. D 76,

051106 (2007).
[39] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. C 77,

014905 (2008).
[40] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. C 69,

034910 (2004).

[41] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 95,
202001 (2005).

[42] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. D 74,
072002 (2006).

[43] M. Della Negra et al. (CCHK), Nucl. Phys. B127, 1 (1977).
[44] R. P. Feynman, R. D. Field, and G. C. Fox, Nucl. Phys. B128, 1

(1977).
[45] A. Kulesza, G. Sterman, and W. Vogelsang, Nucl. Phys. A721,

591 (2003).
[46] P. Aurenche, J. P. Guillet, E. Pilon, M. Werlen, and M. Fontannaz,

Phys. Rev. D 73, 094007 (2006).
[47] F. Arleo, J. High Energy Phys. 09 (2006) 015.
[48] T. Renk, Phys. Rev. C 74, 034906 (2006).
[49] G. Y. Qin, J. Ruppert, C. Gale, S. Jeon, and G. D. Moore, Eur.

Phys. J. C 61, 819 (2009).
[50] H. Zhang, J. F. Owens, E. Wang, and X.-N. Wang,

arXiv:0902.4000 [nucl-th] (private communication).
[51] H. Zhang, J. F. Owens, E. Wang, and X.-N. Wang, Phys. Rev.

Lett. 98, 212301 (2007).
[52] A. Adare et al. (PHENIX Collaboration), Phys. Rev. C 77,

064907 (2008).

024908-14



Physics Letters B 679 (2009) 321–329
Contents lists available at ScienceDirect

Physics Letters B

www.elsevier.com/locate/physletb

Photoproduction of J/ψ and of high mass e+e− in ultra-peripheral Au + Au
collisions at

√
sN N = 200 GeV

PHENIX Collaboration

S. Afanasiev q, C. Aidala g, N.N. Ajitanand aq, Y. Akiba ak,al, J. Alexander aq, A. Al-Jamel ag, K. Aoki w,ak,
L. Aphecetche as, R. Armendariz ag, S.H. Aronson c, R. Averbeck ar, T.C. Awes ah, B. Azmoun c, V. Babintsev n,
A. Baldisseri h, K.N. Barish d, P.D. Barnes z, B. Bassalleck af, S. Bathe d, S. Batsouli g, V. Baublis aj, F. Bauer d,
A. Bazilevsky c, S. Belikov c,p,1, R. Bennett ar, Y. Berdnikov an, M.T. Bjorndal g, J.G. Boissevain z, H. Borel h,
K. Boyle ar, M.L. Brooks z, D.S. Brown ag, D. Bucher ac, H. Buesching c, V. Bumazhnov n, G. Bunce c,al,
J.M. Burward-Hoy z, S. Butsyk ar, S. Campbell ar, J.-S. Chai r, S. Chernichenko n, J. Chiba s, C.Y. Chi g,
M. Chiu g, I.J. Choi az, T. Chujo aw, V. Cianciolo ah, C.R. Cleven l, Y. Cobigo h, B.A. Cole g, M.P. Comets ai,
Z. Conesa del Valle x, P. Constantin p, M. Csanád j, T. Csörgő t, T. Dahms ar, K. Das k, G. David c,
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We present the first measurement of photoproduction of J/ψ and of two-photon production of high-
mass e+e− pairs in electromagnetic (or ultra-peripheral) nucleus–nucleus interactions, using Au + Au
data at

√
sN N = 200 GeV. The events are tagged with forward neutrons emitted following Coulomb ex-

citation of one or both Au� nuclei. The event sample consists of 28 events with me+e− > 2 GeV/c2 with
zero like-sign background. The measured cross sections at midrapidity of dσ/dy ( J/ψ + Xn, y = 0) =
Editor: V. Metag
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PACS:
13.40.-f
13.60.-r
24.85.+p
25.20.-x
25.20.Lj
25.75.-q

76 ± 33(stat)± 11(syst) μb and d2σ/dm dy (e+e− + Xn, y = 0) = 86 ± 23(stat)± 16(syst) μb/(GeV/c2) for
me+e− ∈ [2.0,2.8] GeV/c2 have been compared and found to be consistent with models for photoproduc-
tion of J/ψ and QED based calculations of two-photon production of e+e− pairs.

© 2009 Elsevier B.V. All rights reserved.
1. Introduction

The idea to use the strong electromagnetic fields present in
high-energy nucleus–nucleus collisions to study photoproduction
at hadron colliders has attracted growing interest in recent years,
see [1–3] for reviews. Electromagnetic interactions can be studied
without background from hadronic processes in ultra-peripheral
collisions (UPC) without nuclear overlap, i.e. impact parameters
larger than the sum of the nuclear radii. This study focuses on
the measurement of exclusively produced high-mass e+e− pairs at
midrapidity in Au + Au collisions at

√
sN N = 200 GeV, Au + Au →

Au + Au + e+e− . The results have been obtained with the PHENIX
detector [4] at the BNL Relativistic Heavy Ion Collider (RHIC).

The electromagnetic field of a relativistic particle can be
represented by a spectrum of equivalent photons. This is the
Weizsäcker–Williams method of virtual quanta [5,6]. The number
of photons in the spectrum is proportional to Z 2, where Z is the
charge number of the particle, and the equivalent two-photon lu-
minosity is thus proportional to Z 4. The strong dependence on
Z favours the use of heavy ions for studying two-photon and
photonuclear processes. The virtualities of the equivalent photons
when the field couples coherently to the entire nucleus are re-
stricted by the nuclear form factor to Q 2 = (ω2/(cγ )2 + q2⊥) �
(h̄/R A)2. Here, ω and q⊥ are the photon energy and transverse
momentum, respectively, R A is the nuclear radius and γ the
Lorentz factor of the beam. At RHIC energies, γ = 108 and the
maximum photon energy in the center-of-mass system is of the or-
der of ωmax ∼ 3 GeV corresponding to maximum photon–nucleon
and two-photon center-of-mass energies of W max

γ N ∼ 34 GeV and
W max

γ γ ∼ 6 GeV.
The exclusive production of an e+e− pair can proceed either

through a purely electromagnetic process (a two-photon interac-
tion to leading order) or through coherent photonuclear production
of a vector meson, which decays into an electron pair. Exclu-
sive photoproduction of vector mesons is usually thought of as
proceeding via Pomeron-exchange, the perturbative-QCD equiva-
lent of which is the exchange of two gluons or a gluon ladder.
The Feynman diagrams for the two leading order processes are
shown in Fig. 1. The two-gluon picture is applicable to produc-
tion of heavy vector mesons, such as the J/ψ , and to production
of lighter mesons at high momentum transfers [7]. The J/ψ pro-
duction cross section is consequently a good probe of the proton
[8] and nuclear gluon distribution, G A(x, Q 2), as well as of vector-
meson dynamics in nuclear matter [9,10]. For J/ψ-production, the
coverage of the PHENIX central tracking arm, −0.35 < η < 0.35
corresponds to a range in the photon–nucleon center-of-mass en-
ergy between 21 < Wγ N < 30 GeV, with a mean 〈Wγ N 〉 = 24 GeV.
This corresponds to photon energies in the rest frame of the tar-
get nucleus of 240 < Eγ < 480 GeV, with 〈Eγ 〉 = 300 GeV. Mid-
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rapidity photoproduction of J/ψ probes nuclear Bjorken-x values
of x = m2

J/ψ/W 2
γ A ≈ 1.5×10−2 [10], where the nuclear gluon den-

sity is partially depleted by “shadowing” effects [11] compared to
the proton.

The strong fields associated with heavy ions at high energies
lead to large probabilities for exchanging additional soft photons
in the same event. Most of these photons have too low energy
to produce particles, but they can excite the interacting nuclei.
The dominating excitation is to a Giant-Dipole Resonance (GDR)
with energies O(10 MeV), which decays by emitting neutrons at
very forward rapidities, providing a very useful means to trigger
on UPCs with Zero-Degree Calorimeters (ZDC). The probability for
having a Coulomb excitation leading to emission of neutrons in at
least one direction in coincidence with coherent J/ψ production
is 55% ± 6% [12]. The probabilities for exchanging one or several
photons factorise, i.e. the Coulomb tagging does not introduce any
bias in the extraction of exclusive J/ψ photoproduction cross sec-
tions from these events [13]. The soft photons leading to moderate
nuclear excitation are indicated to the right of the dashed line in
Fig. 1. Incoherent (or quasi-elastic) vector-meson photoproduction
can also proceed via the interaction of the exchanged photon with
a single nucleon in the nucleus. In that case, J/ψ photoproduction
is always accompanied by nuclear breakup and emission of nucle-
ons in the forward direction [14].

Photoproduction of vector mesons has been studied with lepton
beams first in the 60s [15,16] and more recently at the electron–
proton collider HERA [17,18]. Measurements of photonuclear pro-
duction of ρ mesons [19,20], as well as of two-photon production
of low-mass e+e− pairs [21] in heavy ion interactions have been
performed by the STAR Collaboration. The CDF Collaboration has
studied two-photon production of e+e− pairs [22] and exclusive
production of μ+μ− pairs [23] in pp̄ collisions at the Tevatron.
The PHENIX analysis presented here is the first on heavy final
states in ultra-peripheral nucleus–nucleus collisions. It supersedes
a preliminary study presented earlier [24]. The cross section for
J/ψ and e+e− photoproduction are compared with various theo-
retical calculations [10,14,25–27].

2. Experimental setup

The data presented here were collected with the PHENIX de-
tector at RHIC during the 2004 high-luminosity Au + Au run at√

sN N = 200 GeV. The PHENIX detector [4], is a versatile detec-
tor designed to study the properties of strongly interacting matter
at extreme temperatures and energy densities present in central
heavy ion collisions. The current analysis demonstrates its capa-
bilities to also study ultra-peripheral collisions, which have a very
different event topology. The PHENIX central tracking system [28]
consists of two arms, each covering |η| < 0.35 and 	φ = π/2,
equipped with multi-layer drift chambers (DC) followed by multi-
wire proportional chambers (PC) with pixel-pad readout. The track-
ing arms also have Ring-Imaging-Čerenkov (RICH, with CO2 gas
radiator) detectors [29] and electromagnetic calorimeters (EMCal)
[30] for electron and positron identification. The PHENIX EMCal
consists of six sectors of lead-scintillator sandwich calorimeter
(PbSc, 15552 individual towers with 5.54 cm × 5.54 cm × 37.5 cm,

mailto:jacak@skipper.physics.sunysb.edu
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(a) (b)

Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.
18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au� Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au� decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 μb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).
3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 �2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ‖ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-
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dates detected in opposite arms. Such a cut aims at reducing the
high-pT pairs while improving the detection of the low-pT pairs
expected for γ γ , γ A production. Nevertheless, after all the previ-
ous cuts were applied the influence of this selection is found to be
small; there is only one event in which the e+ and e− are in the
same arm and have me+e− > 2 GeV/c2.

Finally, J/ψ were reconstructed by invariant mass analysis of
the measured e+e− pairs. There was no remaining like-sign back-
ground after the aforementioned analysis cuts.

The cross sections were obtained after correcting the raw num-
ber of signal counts for the geometrical acceptance of our detector
system, and the efficiency losses introduced by the previously de-
scribed analysis cuts. Acceptance and efficiency corrections were
obtained using the PHENIX geant3 [38] simulation package with
input distributions from the starlight Monte Carlo (MC), based on
the models presented in [12,25,39]. The measured γ + p → V + p
cross sections from HERA and fixed target experiments with lep-
ton beams are used as input to the models. starlight well re-
produces the existing d3N/dy dφ dpT distribution of coherent ρ
production in UPC Au + Au events measured at RHIC by STAR
[19,20]. Helicity conservation is assumed in the model, and the an-
gular distribution of the decay products ( J/ψ → e+e−) is given by
dN/d cos(θ) ∝ 1 + cos2(θ) in the J/ψ center-of-mass. The angular
distribution is different from that for ρ production followed by the
decay ρ → π+π− , because of the different spin of the daughters,
as well as from the angular distribution in two-photon interactions
γ + γ → e+e− . We generated 5 × 104 coherent J/ψ and 8 × 106

coherent high-mass e+e− pairs (me+e− > 1 GeV/c2) in Au+Au col-
lisions accompanied by forward neutron emission. The simulated
events were passed through the same reconstruction programme
as the real data.

Table 1
Coherent J/ψ and e+e− (continuum) acceptance and efficiency for |ypair| < 0.35 as
a function of invariant mass range. The last line shows the trigger efficiency.

me+e− [GeV/c2] Acc × ε

J/ψ (2.49 ± 0.25) × 10−2

e+e− [2.0,2.8] (2.24 ± 0.22) × 10−3

e+e− [2.0,2.3] (2.16 ± 0.22) × 10−3

e+e− [2.3,2.8] (2.33 ± 0.23) × 10−3

εtrigg 0.9 ± 0.1
Table 1 summarises the J/ψ and dielectron acceptance and ef-
ficiency correction factors obtained from our simulation studies.
For instance, for J/ψ photoproduction the correction is 1/(2.49 ±
0.25)%, of which the experimental acceptance to detect the decay
electron pair is about 5% (for J/ψ produced at |y| < 0.35). In the
γ γ → e+e− sample, most of the electrons/positrons are emitted at
very forward angles. The fraction of events with |ypair| < 0.35 and
2.0 < me+e− < 2.8 GeV/c2, where both the electron and positron
are within |η| < 0.35 is 1.10%. The corresponding numbers for
2.0 < me+e− < 2.3 GeV/c2 and 2.3 < me+e− < 2.8 GeV/c2 are 1.11%
and 1.08%, respectively. The acceptance and efficiency corrections
have a systematic uncertainty of 10% resulting from the accuracy
of the simulation to describe the detector, the electron identifica-
tion parameters, and the event vertex position resolution.

4. Results and discussion

The measured e+e− invariant mass distribution for the sam-
ple is shown in Fig. 2(a). The amount of background can be es-
timated from the number of like-sign events (i.e. events where
two electrons or two positrons are reconstructed). We find no
like-sign pairs for me±e± > 2 GeV/c2, compared with 28 events
with an e+e− pair with me+e− > 2 GeV/c2. The shape is consis-
tent with the expected contribution from the two processes in
Fig. 1: a continuum distribution corresponding to two-photon pro-
duction of e+e− pairs and a contribution from J/ψ → e+e− . Since
the offline cuts (E1 > 1 GeV ‖ E2 > 1 GeV) cause a sharp drop in
the efficiency for me+e− < 2 GeV/c2, we include only pairs with
me+e− � 2 GeV/c2 in the analysis.

The invariant mass distribution is fitted with a continuum (ex-
ponential) curve combined with a Gaussian function at the J/ψ
peak, as shown by the solid curve in Fig. 2(a). Simulations based
on events generated by the starlight MC (see last paragraphs of
Section 3) processed through geant have shown that the shape
of the measured continuum contribution is well described by an
exponential function dN/dme+e− = A · ecme+e− . Those simulations
allow us to fix the exponential slope parameter to c = −1.9 ±
0.1 GeV−1 c2. The combined data fit is done with three free param-
eters: the exponential normalisation (A), the J/ψ yield and the
J/ψ peak width (the Gaussian peak position has been fixed at the
known J/ψ mass of m J/ψ = 3.097 GeV/c2 [40]). Fig. 2(b) shows
the resulting invariant mass distribution obtained by subtracting
the fitted exponential curve of the dielectron continuum from the
(a) (b)

Fig. 2. Left: (a) Invariant mass distribution of e+e− pairs fitted to the combination of (shaded) a dielectron continuum [exponential distribution] and (hatched) a J/ψ
[Gaussian] signal. The two additional dashed curves indicate the maximum and minimum continuum contributions considered in this analysis (see text). (b) J/ψ invariant
mass distribution after subtracting the fitted dielectron continuum signal in (a).
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total experimental e+e− pairs distribution. There is a clear J/ψ
peak, the width of which (σ J/ψ ∼ 155 MeV/c2) is consistent with
the J/ψ width from our full MC.

The J/ψ and continuum yields and the corresponding statisti-
cal errors are calculated from the fit. The dashed curves in Fig. 2(a)
show the maximum and minimum e+e− continuum contributions
considered, including both the statistical and systematical uncer-
tainties. The systematic uncertainties were determined varying the
dielectron continuum subtraction method using a power-law form
instead of an exponential function and by modifying the corre-
sponding fitted slope parameters by ±3σ . The propagated uncer-
tainty of the extracted yields was estimated to be one count in
both cases. The total number of J/ψ ’s is: N J/ψ = 9.9 ± 4.1(stat) ±
1.0(syst), and the number of e+e− continuum pairs for me+e− ∈

Table 2
J/ψ → e+e− and e+e− continuum yields obtained from the fit of the data to an
exponential plus Gaussian function per invariant mass range. Systematic errors are
obtained as described in the text.

me+e− [GeV/c2] Yield

J/ψ N J/ψ = 9.9 ± 4.1(stat) ± 1.0(syst)
e+e− [2.0,2.8] Ne+e− = 13.7 ± 3.7(stat) ± 1.0(syst)
e+e− [2.0,2.3] Ne+e− = 7.4 ± 2.7(stat) ± 1.0(syst)
e+e− [2.3,2.8] Ne+e− = 6.2 ± 2.5(stat) ± 1.0(syst)
[2.0,2.8] GeV/c2 is: Ne+e− = 13.7 ± 3.7(stat) ± 1.0(syst). Table 2
shows the obtained results per invariant mass range.

Fig. 3(a) shows a scatter plot of invariant mass me+e− vs. pair
pT. From the plot, it is clear that most of the pairs outside the J/ψ
peak originate in coherent processes with very low pair transverse
momenta (pT � 100 MeV/c), as expected for two-photon interac-
tions. For events with me+e− around the J/ψ mass, however, there
are a few counts at larger pT values which can be ascribed neither
to the experimental pT resolution nor to background events, since
there are no like-sign pairs above 2 GeV/c2. A purely coherent pro-
duction – corresponding to events where the fields couple coher-
ently to all nucleons and the nucleus remains in its ground state
(γ + A → V + A) – would yield pT � 200 MeV/c after reconstruc-
tion. On the other hand, incoherent production (γ + A → V + X )
– dominated by the quasi-elastic vector meson production off one
nucleon inside the nucleus, γ + N → V + N – results in much
larger pT for the photoproduced J/ψ [14]. The cross sections for
coherent and incoherent J/ψ photoproduction in UPCs at RHIC are
expected to be of the same order [14]. We discuss below whether
our data confirm such a prediction.

The transverse momentum distribution of the events with
me+e− > 2 GeV/c2 is shown in Fig. 3(b). For clarity, only points
below pT < 1 GeV/c are drawn. The pT is here the magnitude of
the vector sum of the �pT of the electron and positron. One sees a
(a) (b)

(c) (d)

Fig. 3. Top: (a) Scatter plot of e+e−me+e− vs. pair pT . (b) dN/dpT distribution of the pairs with me+e− ∈ [2.0,6.0] GeV/c2 compared to the Au nuclear form factor, Eq. (1), and
for simplicity showing only points with pT < 1 GeV/c. Bottom: dN/dp2

T distributions of pairs with (c) me+e− ∈ [2.0,2.8] GeV/c2 and (d) me+e− ∈ [2.6,3.6] GeV/c2 compared
to the expected Au nuclear form factor, also for clarity only points with p2

T < 0.7 GeV2/c2 are drawn. Note the difference in scale on the x-axis in the four plots.
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Table 3
Measured J/ψ and e+e− continuum photoproduction cross sections at midrapidity
in ultra-peripheral Au + Au collisions (accompanied with forward neutron emission)
at

√
sNN = 200 GeV. The rightmost column in the lower part shows the starlight

predictions [39].

dσ/dy|y=0 [μb]
J/ψ 76 ± 31(stat) ± 15(syst)

me+e− [GeV/c2] d2σ/dme+e− dy|y=0 [μb/(GeV/c2)]
data starlight

e+e− continuum [2.0, 2.8] 86 ± 23(stat) ± 16(syst) 90
e+e− continuum [2.0, 2.3] 129 ± 47(stat) ± 28(syst) 138
e+e− continuum [2.3, 2.8] 60 ± 24(stat) ± 14(syst) 61

clear enhancement of events with very low transverse momenta,
consistent with coherent production. The squared form-factor of a
gold nucleus,

∣∣FAu
(

p2
T

)∣∣2 =
∣∣∣∣3 sin(RpT) − RpT cos(RpT)

(RpT)3(1 + (apT)2)

∣∣∣∣
2

, (1)

is shown for comparison. Here, R = 6.7 fm is the gold radius, and
a = 0.7 fm represents the diffuseness of the nuclear surface [41].
The magnitude of the form-factor is a free parameter fitted to
reproduce the spectra. Fig. 3 also presents the corresponding distri-
bution expressed in terms of the squared momentum transfer from
the target nucleus, p2

T ≈ −t , for events with me+e− corresponding
to the dielectron continuum me+e− ∈ [2.0,2.8] GeV/c2 (Fig. 3(c)
and below the J/ψ-peak, me+e− ∈ [2.6,3.6] GeV/c2 (Fig. 3(d)).
The 4 events with p2

T ≈ 0.1 GeV/c2 in Fig. 3(c) have transverse
momenta slightly above what one would expect for two-photon
production. They could thus be due to some other, incoherent
production process for dielectron pairs. The simulations of the ex-
perimental resolution show, however, that a spread in pT of that
magnitude can also be caused by the experimental resolution. We
therefore include also these events in the calculation of the con-
tinuum cross section.

The extracted yields of J/ψ and e+e− are used to calculate
the final cross section for photoproduction at midrapidity in ultra-
peripheral Au + Au collisions accompanied by forward neutron
emission. For dielectrons at midrapidity (y is the rapidity of the
pair) the double differential cross section is:

d2σe+e−+Xn

dy dme+e−

= Ne+e−

Acc · ε · εtrigg · Lint
· 1

	y
· 1

	me+e−

= 86 ± 23(stat) ± 16(syst) μb/
(
GeV/c2)

for me+e− ∈ [2.0,2.8] GeV/c2 and |y| < 0.35. (2)

For J/ψ at midrapidity (|y| < 0.35) the differential cross sec-
tion is:

dσ J/ψ+Xn

dy
= 1

BR
· N J/ψ

Acc · ε · εtrigg · Lint
· 1

	y

= 76 ± 31(stat) ± 15(syst) μb. (3)

The correction factors (and corresponding uncertainties) are quoted
in Table 1 as described in previous sections, and BR = 5.94% is the
known J/ψ dielectron branching ratio [40]. Table 3 summarises
the measured cross sections per invariant mass interval.

The measured dielectron cross sections at midrapidity are in
very good agreement with the starlight predictions for coherent
dielectron photoproduction (rightmost column of Table 3) [39]. Ex-
clusive dilepton production in starlight is calculated combining
the two equivalent (Weizsäcker–Williams) photon fluxes from each
ion with the Breit–Wheeler formula for γ γ → l+l− . The agree-
ment between starlight and other leading order calculations [42]
is good as long as the pair invariant mass is not too low. A recent
calculation has found that higher order terms suppress the e+e−
cross section by 29% in the invariant mass range 140 < me+e− <

165 MeV/c2 [43]. A reduction of the same magnitude in the invari-
ant mass range considered here, 2.0 < me+e− < 2.8 GeV/c2, would
still be in agreement with our measurement.

The final J/ψ + Xn cross section is compared to the theoretical
predictions computed in references [12,14,25,27,39,44] in Fig. 4.
The rapidity distributions for the coherent production of Strikman
et al. [14] and Ivanov et al. [27] have been scaled down according
to [12] to account for the reduction of the yield expected when
requiring coincident forward neutron emission (Xn). The scaling
has been applied as a function of rapidity with the integrated cross
section being 55% of the original one.

The upper limit of the band covered by the Strikman et al.
predictions corresponds to calculations in the impulse approxima-
tion (no shadowing), and the lower limit corresponds to calcula-
tions using the eikonal (Glauber) model with σ( J/Ψ + N) = 3 mb.
The bands for the calculations of Ivanov et al. corresponds to
two different parameterisations of the dipole cross section [27].
The predictions by [14] and [27] for the coherent and incoherent
photoproduction cross sections are drawn separately in Fig. 4(a)
and summed up in Fig. 4(b). starlight [12,25,39] and Gonçalves–
Machado [44] calculations only evaluate the coherent contribution.

As mentioned above, the measured pair pT distributions sug-
gest coherent J/ψ photoproduction (γ + A → J/ψ + X ) and a
possible additional incoherent (γ + N → J/ψ + X ) contribution at
higher pT. To give an indicative estimate of the size of the incoher-
ent contribution, we can assume that it corresponds to the counts
in the J/ψ mass window with p2

T > 0.1(0.05) GeV2/c2. This cor-
responds to about 4(6) counts, which amounts to a contribution of
about 40(60)% of the total J/ψ production, compatible with the
theoretical calculations [14]. The limited data statistics prevents us
from separating in a more quantitative way the two components.
Note that although the acceptance correction for the J/ψ was cal-
culated using a Monte Carlo which includes only the coherent
component, the obtained correction is also a reasonable approxi-
mation for the incoherent component, provided that quasi-elastic
scattering on a single nucleon, γ + N → V + N , gives the main
contribution. The polarisation of the vector meson will then be the
same as for coherent production, and the reduction in acceptance
because of the different pT range will be of the order of ∼ 10–20%.
If the incoherent contribution to the total J/ψ photoproduction
was 40%, the coherent J/ψ cross section would become ∼ 46 μb.

Despite these uncertainties, the final J/ψ cross section is in
good agreement, within the (still large) statistical errors, with the
theoretical values computed in [12,14,25,27,39,44] as shown in
Fig. 4. The current uncertainties unfortunately preclude any more
detailed conclusion at this point regarding the two crucial ingre-
dients of the models (nuclear gluon shadowing and J/ψ nuclear
absorption cross section). The statistical uncertainties can be im-
proved with significantly higher Au + Au luminosities and a con-
current measurement of the J/ψ in the dimuon decay channel in
the more forward acceptances covered by the PHENIX muon spec-
trometers.

Finally, one can attempt to compare the obtained photonuclear
J/ψ cross sections to those from e–p collisions at HERA by divid-
ing the measured differential cross section (dσ/dy) with the (the-
oretical) equivalent photon spectrum (dNγ /dω). At midrapidity:
σγ A→ J/ψ A = (dσA A→ J/ψ A A/dy)/(2 dNγ /dω), with 2 dNγ /dω = 6.7
(10.5) for the coherent (incoherent) spectrum at a photon–nucleon
center-of-mass energy of 〈Wγ p〉 = 24 GeV [12]. Assuming, for the
sake of simplicity, a 50%–50% contribution from coherent and in-
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Fig. 4. Measured cross section of J/ψ + Xn production at midrapidity in UPC Au + Au collisions at
√

sNN = 200 GeV. The error bars (boxes) show the statistical (systematical)
uncertainties. When available, the theoretical calculations for the coherent and incoherent components are shown separately in (a), and summed up in (b). The theoretical
calculations (a) in order from top to bottom near y = 0: (short dashed lines) coherent Ivanov et al. [27], (solid line) coherent starlight [12,25,39], (dashed-double-dotted
line) Goncalves–Machado [44], (shaded between short dashed-dotted lines) coherent Strikman et al. [14], (shaded between long dashed-dotted dashed lines) incoherent
Strikman et al. [14], and (long dashed lines) coherent Ivanov et al. [27]. And (b) in order from top to bottom near y = 0: (short dashed lines) Ivanov et al. [27], (shaded
between long dashed-dotted solid lines) Strikman et al. [14], (solid line) starlight [12,25,39], and (dashed–double-dotted line) Goncalves–Machado [44].
coherent interactions in our total ultra-peripheral J/ψ sample,
the extracted photonuclear cross sections are: σ(γ + Au → J/ψ +
Au) = 5.7 ± 2.3(stat) ± 1.2(syst) μb, and σ(γ + Au → J/ψ + X) =
3.6 ± 1.4(stat) ± 0.7(syst) μb, respectively. A fit to the results
from the H1 and ZEUS Collaborations [17,18] over their mea-
sured energy range gives σ(γ + p → J/ψ + p) = 30.5 ± 2.7 nb
at Wγ p = 24 GeV. Therefore, the ratios σ(γ + Au → J/ψ)/σ (γ +
p → J/ψ) = 186 ± 88, 118 ± 54 for the coherent and incoherent
components (statistical and systematic errors assumed indepen-
dent and added in quadrature) are consistent with a scaling of
the photonuclear cross section with the number of nucleons in
gold (A = 179): σ(γ + Au → J/ψ) = Aα σ (γ + p → J/ψ) with
αcoh = 1.01 ± 0.07, and αincoh = 0.92 ± 0.08, respectively.4

5. Summary and conclusions

We have presented the first exclusive photoproduction of
J/ψ → e+e− and high-mass e+e− pairs ever measured in nucleus–
nucleus (as well as hadron–hadron) interactions. The measurement
has been carried out by the PHENIX experiment in ultra-peripheral
Au + Au interactions at

√
sN N = 200 GeV tagged by forward (ZDC)

neutron detection from the (single or double) Au� dissociation.
Clear signals of J/ψ and high mass dielectron continuum have
been found in the data. We have observed 28 e+e− pairs in
me+e− ∈ [2.0,6.0] GeV/c2 with zero like-sign background. Their pT
spectrum is peaked at low pT ≈ 90 MeV/c as expected for coher-
ent photoproduction with a realistic Au nuclear form factor.

The measured number of continuum e+e− events in the
PHENIX acceptance for me+e− ∈ [2.0,2.8] GeV/c2 is: N(e+e−) =
13.7 ± 3.7(stat) ± 1.0(syst). After correcting for acceptance and
efficiency losses and normalising by the measured luminosity,
we obtain a cross section of d2σ/dme+e− dy (e+e− + Xn)|y=0 =

4 Note, for comparison, that repeating the same exercise for the photoproduced
ρ in the STAR UPC measurement [20], σ(γ + Au → ρ + Au) = 530 ± 19(stat) ±
57(syst) μb for 〈Wγ N 〉 ∼ 12.5 GeV, and taking the experimentally-derived value
σ(γ + p → ρ + p) = 9.88 μb from [25], yields αcoh = 0.75 ± 0.02 closer to the
A2/3-scaling expected for soft particle production.
86 ± 23(stat) ± 16(syst) μb/(GeV/c2), which is in good agreement
with theoretical expectations for coherent exclusive dielectron pro-
duction in photon–photon interactions.

The measured invariant mass distribution has a clear peak at
the J/ψ mass with an experimental width in good agreement with
a full geant-based simulation for UPC production and reconstruc-
tion in the PHENIX detector. The measured number of J/ψ mesons
in the PHENIX acceptance is: N( J/ψ) = 9.9 ± 4.1(stat) ± 1.0(syst).
The higher pT distribution suggests an additional incoherent con-
tribution to J/ψ photoproduction in accordance with predictions
[14], but statistical limitations prevent a more quantitative esti-
mate. After correcting for acceptance and efficiency losses and
normalising by the measured luminosity, the total J/ψ photopro-
duction cross section is dσ/dy ( J/ψ + Xn)|y=0 = 76 ± 31(stat) ±
15(syst) μb, which is consistent (within uncertainties) with theo-
retical expectations. The low background in the present data sam-
ple shows that future higher luminosity runs with reduced experi-
mental uncertainties of the measured cross sections will provide
more quantitative information on the nuclear gluon distribution
and J/ψ absorption in cold nuclear matter at RHIC energies.
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35LPC, Université Blaise Pascal, CNRS-IN2P3, Clermont-Fd, 63177 Aubiere Cedex, France

36Department of Physics, Lund University, Box 118, SE-221 00 Lund, Sweden
37Department of Physics, University of Massachusetts, Amherst, Massachusetts 01003-9337, USA

38Institut für Kernphysik, University of Muenster, D-48149 Muenster, Germany
39Muhlenberg College, Allentown, Pennsylvania 18104-5586, USA

40Myongji University, Yongin, Kyonggido 449-728, Korea
41Nagasaki Institute of Applied Science, Nagasaki-shi, Nagasaki 851-0193, Japan

42University of New Mexico, Albuquerque, New Mexico 87131, USA
43New Mexico State University, Las Cruces, New Mexico 88003, USA
44Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA

45IPN-Orsay, Universite Paris Sud, CNRS-IN2P3, BP1, F-91406, Orsay, France
46Peking University, Beijing, People’s Republic of China

47PNPI, Petersburg Nuclear Physics Institute, Gatchina, Leningrad region, 188300, Russia
48RIKEN Nishina Center for Accelerator-Based Science, Wako, Saitama 351-0198, JAPAN

49RIKEN BNL Research Center, Brookhaven National Laboratory, Upton, New York 11973-5000, USA
50Physics Department, Rikkyo University, 3-34-1 Nishi-Ikebukuro, Toshima, Tokyo 171-8501, Japan

51Saint Petersburg State Polytechnic University, Saint Petersburg, Russia
52Universidade de São Paulo, Instituto de Fı́sica, Caixa Postal 66318, São Paulo CEP05315-970, Brazil

53System Electronics Laboratory, Seoul National University, Seoul, Korea
54Chemistry Department, Stony Brook University, Stony Brook, SUNY, New York 11794-3400, USA

PRL 103, 012003 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
3 JULY 2009

012003-2



55Department of Physics and Astronomy, Stony Brook University, SUNY, Stony Brook, New York 11794, USA.
56SUBATECH (Ecole des Mines de Nantes, CNRS-IN2P3, Université de Nantes) BP 20722 - 44307, Nantes, France
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The double helicity asymmetry in neutral pion production for pT ¼ 1 to 12 GeV=c was measured with

the PHENIX experiment to access the gluon-spin contribution, �G, to the proton spin. Measured

asymmetries are consistent with zero, and at a theory scale of �2 ¼ 4 GeV2 a next to leading order

QCD analysis gives �G½0:02;0:3� ¼ 0:2, with a constraint of �0:7<�G½0:02;0:3� < 0:5 at ��2 ¼ 9 (�3�)

for the sampled gluon momentum fraction (x) range, 0.02 to 0.3. The results are obtained using predictions

for the measured asymmetries generated from four representative fits to polarized deep inelastic scattering

data. We also consider the dependence of the �G constraint on the choice of the theoretical scale, a

dominant uncertainty in these predictions.

DOI: 10.1103/PhysRevLett.103.012003 PACS numbers: 13.88.+e, 13.85.Ni, 21.10.Hw, 25.40.Ep

The originally surprising observations [1–3] that the
quark spin contribution to the proton spin is only �25%
indicate that the majority of the proton spin on average
comes from the gluon-spin contribution, �G, and/or from
gluon and quark orbital angular momentum. High energy
polarized pþ p collisions at the Relativistic Heavy Ion
Collider (RHIC) at Brookhaven National Laboratory ac-
cess �G through spin-dependent gluon-gluon (gg) and
quark-gluon (qg) scattering.

This Letter presents results from the 2006 RHIC run on
�G from measurements by the PHENIX experiment of the
double-helicity asymmetry (ALL) in inclusive midrapidity

�0 production. �G can be extracted from A�0

LL using next-
to-leading order (NLO) perturbative quantum chromody-
namics (pQCD) [4], which successfully describes unpolar-
ized cross sections measured at RHIC for many inclusive
processes [5–7], including midrapidity �0 production [8],

at
ffiffiffi
s

p ¼ 200 GeV. These A�0

LL data represent a factor of 2
improvement in the statistical uncertainty compared to
previous results [8–10]. The data significantly constrain
�G, as presented in a recent global fit (DSSV) [11] of both
RHIC and polarized deep inelastic scattering (pDIS) data,
which used a preliminary version of these results. We
further present the impact of experimental systematic and
two theoretical uncertainties on our determination of �G.

We define �G½a;b�ð�2Þ � R
b
a dx�gðx;�2Þ, with

�gðx;�2Þ, the polarized gluon distribution, a function of
x, the gluon momentum fraction, and �2, the factorization

scale. Thus �G½0;1� � �G. Figure 1(a) shows the best fit

(BF) �gðxÞ from four NLO pDIS fits (in the MS scheme):
GRSV-std [12], BB (‘‘ISET-4’’) [13], LSS [14], and GS-C
[15] which assumes a node, or sign change, in �gðxÞ. As
the pDIS data have limited sensitivity to�G, there remains

large uncertainty. Table I lists �G½a;b� for two x ranges.

We define A�0

LL ¼ ð�þþ � �þ�Þ=ð�þþ þ �þ�Þ, with
�þþ (�þ�) the beam helicity dependent differential cross
sections for inclusive �0 production from collisions of
longitudinally polarized protons with the same (opposite)
helicity. The asymmetry is measured using

A�0

LL ¼ 1

hPBPYi
Nþþ � RNþ�
Nþþ þ RNþ�

; R ¼ Lþþ
Lþ�

(1)

where PB and PY are the polarizations of the two RHIC
beams, called ‘‘blue’’ and ‘‘yellow,’’ and R, the relative
luminosity, is the ratio of integrated luminosities (L) for the
same and opposite helicity collisions. Here we take N to be
the �0 yield in a transverse momentum (pT) bin.
Each �0 pT bin is sensitive to a broad range in gluon x.

Figure 1(b) shows the �0 yield as a function of gluon x for

x   

−310 −210 −110

d
N

/d
(l

o
g

 x
)

0.01

0.02

0.03

0.04
(b)

1×

210×

510×

<2.5 GeV/c
T

2<p

<5 GeV/c
T

4<p

<12 GeV/c
T

9<p

g
(x

)
∆

x

0

0.2

0.4

0.6 (a)2=4 GeV2µ
BB
LSS
GRSV
GS−C
DSSV

BB
LSS
GRSV
GS−C
DSSV

FIG. 1 (color online). (a) The polarized gluon distribution as a
function of x for five fits to polarized data. The hatched band is
pDIS uncertainty (BB). (b) �0 yield as a function of gluon x in
three �0 pT bins from an NLO pQCD simulation.
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three A�0

LL pT bins from a NLO pQCD simulation [4,16].
They are peaked at xT=0:7 [17], with xT � pT=ð

ffiffiffi
s

p
=2Þ.

The x ranges overlap, with the data covering primarily

the range 0:02< x< 0:3, and so we probe �G½0:02;0:3�.
The highly segmented PHENIX electromagnetic calo-

rimeter (EMCal) [18] is used to detect �0 ! �� decays.
The EMCal covers a pseudorapidity range of j�j< 0:35
and azimuthal angle range of �� ¼ �, with segmentation
��� �� ¼ 0:01� 0:01. We required for each of the two
decay photons an energy deposition pattern consistent with
an electromagnetic shower, no charged track pointing to
the location of the deposited energy, and standard quality
assurance requirements [9]. Events were obtained from an
EMCal based high pT photon trigger [19] in coincidence
with a minimum bias trigger [8] (also used to obtain the
relative luminosity). The EMCal based trigger efficiency
for �0 was 5% at pT � 1 GeV=c and plateaued at 90% for
pT > 3:5 GeV=c. The minimum bias trigger was defined
as the coincidence of signals from forward and backward
beam-beam counters (BBC) with full azimuthal coverage
located at pseudorapidities �ð3:0–3:9Þ [20]. The analyzed
data sample corresponded to an integrated luminosity of
6:5 pb�1.

Each collider ring of RHIC was filled with up to 111 out
of a possible 120 bunches, spaced 106 ns apart, with bunch
helicities set such that all four beam helicity combinations
occurred in sequences of four bunch crossings. The pattern
of helicity combinations for each RHIC fill (typically 8 hrs)
was cycled between four possibilities to reduce systematic
uncertainties that could be correlated to the bunch structure
in RHIC [8]. Events were tagged with the bunch crossing
number to obtain the beam helicities for the event. The
luminosity weighted beam polarization product was
hPBPYi ¼ 0:322� 0:027 (8.3%), with single beam polar-
izations of 0.560 and 0.575. Small nonzero transverse
single spin asymmetries in very forward neutron produc-
tion [8,21] were measured for each beam. The fill-by-fill
ratio of this asymmetry to the beam polarization was
constant within statistical uncertainties, confirming the
polarization direction stability at PHENIX and the spin
sign identification of the recorded collisions. The polariza-
tion vector was found to be 99% aligned with the beam
(momentum) axis.

As in our previous analyses [8,9], the relative luminosity
ratio R was obtained from crossing-by-crossing collected
minimum bias (BBC) trigger counts, which measure about
half of the pþ p inelastic cross section [19]. The uncer-
tainty on Rwas derived from the comparison with a second
trigger based on the zero degree calorimeters [22], which
count very forward, energetic neutrals, and so is sensitive
to different physics processes with a different angular
acceptance than the BBC. It contributed a pT independent
systematic uncertainty to ALL of 7� 10�4.
Equation (1) is used to determine, on a fill-by-fill basis,

ALL for the yield in the �0 mass peak (112–162 MeV=c2)
for each pT bin. The asymmetries were averaged over fills
and corrected for the asymmetry in the background con-
tribution (determined from two 50 MeV=c2 wide side-
bands on either side of the �0 peak) [9], which was
consistent with zero.

Figure 2(a) shows the measured A�0

LL in comparison with
our published data from the 2005 RHIC run [8]. The results
are found to be statistically consistent with a 13% confi-
dence level. The inset shows an expanded view of the low
pT region, as well as the relative luminosity uncertainty.
Besides this and the scale uncertainty from polarization,
other systematic uncertainties that can be found by using a
bunch polarization sign randomization technique [9] ap-
pear negligible. In addition, the results were robust against
variation of the �0 identification criteria. The parity-
violating single helicity asymmetry AL was measured for
each beam, and was consistent with zero within statistical
uncertainty for all pT bins.
Also shown in Fig. 2(a) are NLO pQCD predictions

(assuming � ¼ pT) of A
�0

LL [4] based on fits of pDIS data
by GRSV with three values for �G at the input scale of
�2 ¼ 0:4 GeV2: (1) ‘‘std,’’ their best fit value with �G ¼
0:24, (2) �G ¼ 0, and (3) �G ¼ �1:05. The results are
most consistent with GRSV �G ¼ 0. CTEQ6 unpolarized
parton distribution functions [23] and DSS fragmentation
functions [24] were used in all calculations. Using alter-
native parton distribution functions [25] or fragmentation
functions [26] did not lead to significant differences in the
ALL expectations.
ALL expectations were calculated [4] based on refits

to the pDIS data with a range of inputs for �G½0;1� at

TABLE I. �G½a;b� at �2 ¼ 4 GeV2 for each group’s best fit and the �2 when comparing the
expected ALL in Fig. 3(a) with the data (8 degrees of freedom). Also shown are the minimum �2

and corresponding �G½0:02;0:3� found in Fig. 3(b).

Published best fit From Fig. 3(b)

Group �G½0;1� �G½0:02;0:3� �2 �G½0:02;0:3� �2

GS-C 0.95 0.18 8.3 0.1 8.5

DSSV �0:05 �0:03 7.5 � � � � � �
LSS 0.60 0.37 22.4 0.2 7.0

GRSV 0.67 0.38 14.8 0.2 7.1

BB 0.93 0.67 69.0 0.2 7.2
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�2 ¼ 0:4 GeV2 in the GRSV parametrization. Similar to
our previous analysis [8], �2 values were calculated using
our combined 2005 and 2006 data for these expectations.
In Fig. 2(b), these values are plotted as a function of

�G½0:02;0:3� evolved to �2 ¼ 4 GeV2. We previously esti-
mated the nonperturbative contribution to be small for
pT > 2 GeV=c [8], and so use this as a minimum cutoff
in this analysis. The solid curve shows the result consider-
ing only statistical uncertainties.

The quadratic �G contribution from gg interactions in
pþ p collisions leads to two minima in Fig. 2(b), while
the linear �G contribution from qg interactions breaks the
symmetry in these minima [4,8]. The �2 profile is thus not
parabolic, and so we show ��2 � �2 � �2

min ¼ 1 and 9

corresponding to ‘‘1�’’ and ‘‘3�’’ uncertainties.
The effects of the two largest experimental systematic

uncertainties, due to polarization and relative luminosity,
are shown in Fig. 2(b). The polarization uncertainty is
insignificant when extracting �G. However, the uncer-
tainty on relative luminosity, though small, cannot be
neglected. Accounting for statistical uncertainty, we find

�G½0:02;0:3�
GRSV ¼ 0:2� 0:1 (1�) and 0:2þ0:2

�0:8 (3�) with an

additional experimental systematic uncertainty of �0:1.
Figure 3(a) shows ALL expectations [4,16] based on the

parametrizations discussed above, along with the pDIS
uncertainty on �gðxÞ in BB propagated to ALL. The �2

values for comparing each curve with the data are given in
Table I. The three fit results without a node in�gðxÞ—LSS,

GRSV and BB—have large values of �G½0:02;0:3� which
lead to relatively large asymmetries that lie mostly above
the data, though they are consistent within the large uncer-
tainty from pDIS. For GS-C and DSSV, which have a node
in �gðxÞ near the center of the sampled x region, a can-
cellation between the positive and negative contribution in

the wide x distribution in each pT bin leads to a small value

of �G½0:02;0:3� and thus small ALL.
To investigate if there is any consistent constraint on

�G½0:02;0:3�, independent of the parametrization choice, the
�2 profiles in Fig. 3(b) were calculated based on the pDIS
fit results in Fig. 1(a) (excluding DSSV). New polarized
gluon distributions were produced using �gðxÞ ¼
��gBFðxÞ at the input scale, with�gBFðxÞ the best fit result.
For each parametrization, a family of ALL curves were

generated by varying �, i.e., varying �G½0;1� while fixing
both the quark helicity distributions and the shape of�gðxÞ
to the best fit values. This approach differs from that of
Fig. 2(b), where both the quark helicity distributions and
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the shape of �gðxÞ were also varied. While this results in
different GRSV �2 profiles, the ��2 ¼ 1 and 9 constraints

are consistent. The �G½0:02;0:3� values at the �2 minimum
for each parametrization are between 0.1 and 0.2, and are
listed in Table I. At ��2 ¼ 9, the profiles of all parame-

trizations are consistent with �0:7<�G½0:02;0:3� < 0:5,
indicating that the data are primarily sensitive to the size

of �G½0:02;0:3�, while remaining largely insensitive to the
shape of �gðxÞ.

The cross section for �0 production has been presented
[8] and compared with NLO pQCD expectations with the
theoretical scales (factorization, fragmentation, and renor-
malization) in the calculation all set equal to� ¼ kpT with
k ¼ 1. The calculation agreed with the results within the
sizable theoretical uncertainties in the choice of scale,
which were estimated by varying k up and down by a
factor of 2. As we rely on NLO pQCD to extract

�G½0:02;0:3� from the measured A�0

LL, we must consider the
effect of this uncertainty. Figure 4 shows the change in

the �G½0:02;0:3�
GRSV constraint when varying k in the ALL calcu-

lation in the GRSV parametrization. This variation leads

to an additional uncertainty of �0:1ðþ0:1
�0:4Þ at ��2 ¼ 1

(��2 ¼ 9). Thus, including these theoretical uncertainties,

we find �G½0:02;0:3�
GRSV ¼ 0:2� 0:1ðstatÞ � 0:1ðsystÞþ0:0

�0:4 �
ðshapeÞ � 0:1ðscaleÞ.

We have presented results for A�0

LL from 2006 which are

consistent with zero. We extract �G½0:02;0:3� after combin-
ing with the 2005 results [8]. Using four parametrizations
of �gðxÞ, we find a shape independent constraint of

�0:7< �G½0:02;0:3� < 0:5 at��2 ¼ 9 (�3�). The theoreti-
cal scale induced uncertainty is small for positive values of

�G½0:02;0:3�
GRSV , but is sizable for negative values. Future mea-

surements will be required to measure �gðxÞ for x < 0:02
where large uncertainty remains [11] and which may still
contribute a significant amount of the proton spin. The
quark spin contribution was well constrained by pDIS
and our results begin to significantly constrain the gluon-
spin contribution.
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B. A. Cole,13 P. Constantin,34 M. Csanád,17 T. Csörgő,28 T. Dahms,55 S. Dairaku,31,48 K. Das,19 G. David,7 A. Denisov,22

D. d’Enterria,32 A. Deshpande,49,55 E. J. Desmond,7 O. Dietzsch,52 A. Dion,55 M. Donadelli,52 O. Drapier,32 A. Drees,55

K. A. Drees,6 A.K. Dubey,62 A. Durum,22 D. Dutta,4 V. Dzhordzhadze,8 Y. V. Efremenko,44 J. Egdemir,55 F. Ellinghaus,12

T. Engelmore,13 A. Enokizono,33 H. En’yo,48,49 S. Esumi,59 K.O. Eyser,8 B. Fadem,39 D. E. Fields,42,49 M. Finger,9

M. Finger, Jr.,9 F. Fleuret,32 S. L. Fokin,30 Z. Fraenkel,62,* J. E. Frantz,55 A. Franz,7 A.D. Frawley,19 K. Fujiwara,48

Y. Fukao,31,48 T. Fusayasu,41 I. Garishvili,57 A. Glenn,12 H. Gong,55 M. Gonin,32 J. Gosset,15 Y. Goto,48,49

R. Granier de Cassagnac,32 N. Grau,13 S. V. Greene,60 M. Grosse Perdekamp,23,49 T. Gunji,11 H.-Å. Gustafsson,36
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B. Love,60 D. Lynch,7 C. F. Maguire,60 Y. I. Makdisi,6 A. Malakhov,26 M.D. Malik,42 V. I. Manko,30 E. Mannel,13
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9Charles University, Ovocný trh 5, Praha 1, 116 36, Prague, Czech Republic
10China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China

11Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan
12University of Colorado, Boulder, Colorado 80309, USA

13Columbia University, New York, New York 10027 and Nevis Laboratories, Irvington, New York 10533, USA
14Czech Technical University, Zikova 4, 166 36 Prague 6, Czech Republic

15Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France
16Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
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The PHENIX experiment presents results from the RHIC 2006 run with polarized pþ p collisions atffiffiffi
s

p ¼ 62:4 GeV, for inclusive �0 production at midrapidity. Unpolarized cross section results are

measured for transverse momenta pT ¼ 0:5 to 7 GeV=c. Next-to-leading order perturbative quantum

chromodynamics calculations are compared with the data, and while the calculations are consistent with

the measurements, next-to-leading logarithmic corrections improve the agreement. Double helicity

asymmetries ALL are presented for pT ¼ 1 to 4 GeV=c and probe the higher range of Bjorken x of the

gluon (xg) with better statistical precision than our previous measurements at
ffiffiffi
s

p ¼ 200 GeV. These

measurements are sensitive to the gluon polarization in the proton for 0:06< xg < 0:4.

DOI: 10.1103/PhysRevD.79.012003 PACS numbers: 13.85.Ni, 13.88.+e, 21.10.Hw, 25.40.Ep

I. INTRODUCTION

Spin is a property of particles as fundamental as charge
and mass. The spin of the proton was first determined in the
1920s, yet we still do not have a detailed understanding of
what inside the proton makes up the spin of the proton.
Polarized lepton-nucleon deep-inelastic scattering (DIS)
experiments have revealed that only �25% of the proton
spin can be attributed to the spins of the quarks and
antiquarks [1,2] indicating that the proton spin must be
largely carried by the spin of the gluons and/or orbital
angular momentum of quarks and gluons. Polarized
proton-proton collisions at the Relativistic Heavy-Ion
Collider (RHIC) provide a laboratory to study the gluon-
spin contribution to the proton spin structure, �G, with
strongly interacting probes via measurements of double
helicity asymmetries (ALL) [3].

The ALL of �0’s is defined as

A�0

LL ¼ �þþ � �þ�
�þþ þ �þ�

; (1)

where �þþð�þ�Þ represents the �0 production cross sec-
tion in polarized pþ p collisions with the same (opposite)
helicities. In leading order (LO) perturbative Quantum
Chromodynamics (pQCD), �0 production is the sum of
all possible subprocesses ab ! cX, where a,b represent
the initial partons in the protons, c is the final state parton
which fragments into a�0, and X is the unobserved parton.
Then ALL is calculated as

A�0

LL ¼ �a;b;c�fa�fb�̂
½ab!cX�â½ab!cX�

LL D�0

c

�a;b;cfafb�̂
½ab!cX�D�0

c

; (2)

where fa;b represent unpolarized parton distribution func-

tions (PDFs) of parton a, b and �fa;b represent polarized

PDFs, D�0

c is a fragmentation function (FF) of parton c to

�0, �̂½ab!cX� and â½ab!cX�
LL denote, respectively, the cross

section and ALL of the subprocess ab ! cX. The sum is
performed for all possible partons (quarks and gluons). The
Bjorken-x dependence of the PDFs, the kinematical de-
pendence of the FFs, and the integral over all possible
kinematics are omitted in the equation. The partonic quan-
tities �̂ and âLL can be calculated in pQCD. Since �0

production is dominated by gluon-gluon and quark-gluon
scattering in the measured pT range (pT < 4 GeV=c), ALL

is directly sensitive to the polarized gluon distribution
function in the proton.
Cross-section measurements at RHIC have established

the validity of using a next-to-leading order (NLO) pQCD
description at

ffiffiffi
s

p ¼ 200 GeV for inclusive midrapidity �0

[4,5] and forward �0 production [6], and for midrapidity
jet [7] and direct photon production [8]. However, at lower
center of mass energy, NLO pQCD calculations have been
less successful in describing the data [9]. The inclusion of
‘‘threshold resummation’’ at next-to-leading logarithmic
accuracy (NLL) [10] improves the agreement between
theory and data at fixed-target energies. While taking
into account threshold logarithms at the fixed-target kine-
matic region is essential, they may also need to be ac-
counted for at

ffiffiffi
s

p ¼ 62:4 GeV, but will provide a smaller
effect [11].
A precise measurement of the inclusive �0 production

cross section at
ffiffiffi
s

p ¼ 62:4 GeV is important for the heavy-
ion program at RHIC. A new state of dense matter is
formed in Auþ Au collisions at 200 GeV and parton
energy loss in the produced dense medium results in high
pT leading hadron suppression. Measurements of high pT

data at lower energies are of great importance in identify-
ing the energy range at which the suppression sets in.
However, they require solid measurements of the cross
section in pþ p collisions as a baseline for medium
effects. At the ISR, inclusive neutral and charged pion

*Deceased
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cross sections were measured several times at
ffiffiffi
s

p �
62 GeV [12,13], but they have large uncertainties and
have a large variation [14]. Having both heavy-ion and
baseline pþ p measurements with the same experiment is
advantageous as it leads to a reduction of the systematic
uncertainties and, thus, to a more precise relative compari-
son of the data.

In this paper, we present results on inclusive neutral pion
production at midrapidity from proton-proton collisions atffiffiffi
s

p ¼ 62:4 GeV from data collected during the RHIC 2006
run. A sample of events from longitudinally polarized pþ
p collisions (about 2=3 of the total data sample) was used
for double helicity asymmetry measurements. The other
events from the 2006 data sample were from transversely
polarized pþ p collisions and, along with the longitudi-
nally polarized data, were used for the unpolarized cross
section measurements, by averaging over the different
initial spin states.

The structure of this paper is as follows. The PHENIX
subsystems used in this analysis are briefly introduced in
Sec. II. The unpolarized �0 cross section analysis and the
results are discussed in Sec. III. The �0 ALL analysis and
the results follow in Sec. IV, and a summary is given in
Sec. V.

II. EXPERIMENT

The PHENIX experiment at RHIC measured �0’s via
�0 ! �� decays using a highly segmented (������
0:01� 0:01) electromagnetic calorimeter (EMCal) [15],
covering a pseudorapidity range of j�j< 0:35 and azimu-
thal angle range of �� ¼ �. The EMCal comprises two
calorimeter types: 6 sectors of lead scintillator sampling
calorimeter (PbSc) and 2 sectors of a lead glass Cherenkov
calorimeter (PbGl). Each of the EMCal towers was cali-
brated by the two-photon invariant mass from �0 decays
and cross checked against the energy deposited by the
minimum ionizing particles in the EMCal, and the corre-
lation between the measured momenta of electron and
positron tracks and the associated energy deposited in the
EMCal. The uncertainty on the absolute energy scale was
1.2%.

The �0 data in this analysis were collected using two
different triggers. One is a beam-beam counter (BBC)
trigger which was defined by the coincidence of signals
in two BBCs located at pseudorapidities �ð3:0–3:9Þ with
full azimuthal coverage [16]. The time difference between
the two BBCs was used to determine the collision vertex
along the beam axis, which in this analysis was required to
be within 30 cm from the center of the PHENIX interaction
region (IR). The other trigger is an EMCal-based high pT

photon trigger, in which threshold discrimination corre-
sponding to a deposited energy of 0.8 GeV was applied
independently to sums of analog signals from 2� 2 group-
ings of adjacent EMCal towers [4]. This trigger had limited
efficiency for �0 detection at low pT (e.g. 50% in

1:0–1:5 GeV=cpT bin) and close to 100% efficiency at
pT > 3 GeV=c.
Beam-beam counters along with zero degree calorime-

ters (ZDC) [17], which detect neutral particles near the
beam axis (� < 2:5 mrad), were utilized to determine the
integrated luminosity for the analyzed data sample needed
for the absolute normalization of the measured cross sec-
tions. Trigger counts defined with the BBCs and ZDCs
were also used for the precise measurements of the relative
luminosity between bunches with different spin configura-
tion, and the spin dependence of very forward neutron
production [5,18,19], detected by the ZDCs, served for
monitoring the orientation of the beam polarization in the
PHENIX interaction region (IR) through the run. These are
necessary components of the spin asymmetry measure-
ments.

III. THE pp ! �0X CROSS SECTION

The unpolarized cross section analysis technique was
very similar to our analyses of

ffiffiffi
s

p ¼ 200 GeV data [4,5]
and is briefly discussed in Sec. III A. Cross-section mea-
surements require an absolute determination of luminosity
which is described in Sec. III B. The �0 cross section
results are presented and discussed in Sec. III C.

A. �0 analysis

The �0 yield in each pT bin was determined from the
two-photon invariant mass spectra. The background con-
tribution under the �0 peak in the two-photon invariant
mass distribution varied from 75% in the lowest
0:5–0:75 GeV=cpT bin to less than 4% for pT > 3 GeV=c.
One of the main corrections applied to the measured �0

spectrum is the BBC trigger bias f�0 , which is defined as
the fraction of high pT �0 events in the midrapidity spec-
trometer acceptance which fire the BBC trigger. This frac-
tion was determined from the ratio of the number of
reconstructed �0 in the high pT photon triggered sample
with and without the BBC trigger requirement. As shown
in Fig. 1, f�0 was about 40% up to pT � 3 GeV=c and then
monotonically dropped down to 25% at pT � 7 GeV=c.
The drop can be explained by the fact that most of the
energy is used for the production of high-energy jets which
contain the measured high pT �0 and there is not enough
energy left to produce particles in the BBC acceptance
3:0 � j�j � 3:9, which was optimized for

ffiffiffi
s

p ¼
200 GeV (where such a drop was not observed [4]) and
was not moved for the present

ffiffiffi
s

p ¼ 62:4 GeV
measurements.
The main contributors to the systematic uncertainties of

the measured �0 spectrum are given in Table I. The
‘‘Energy scale’’ uncertainty includes uncertainties due to
EMCal energy absolute calibration and nonlinearity. The
‘‘Yield extraction’’ uncertainty comes from the back-
ground subtraction. The ‘‘Yield correction’’ uncertainty
comes from the correction for the geometric acceptance,
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trigger efficiency, reconstruction efficiencies, detector re-
sponse, and photon conversion. The normalization uncer-
tainty is not included and is discussed in Sec. III B.

The data sets from the two EMCal subsystems, PbSc and
PbGl, were analyzed separately and combined for the final
results. Results from the two subsystems were consistent
within uncertainties. The systematic uncertainty of the
combined result is reduced as the major systematic uncer-
tainties in the two EMCal subsystems are not correlated.
For final �0 cross section results, BBC-triggered events
were used for pT < 3 GeV=c and high pT photon triggered
events in coincidence with the BBC trigger were used for
pT > 3 GeV=c.

B. Vernier scan analysis

The measured �0 cross section was normalized to the
integrated luminosity for the analyzed data sample (L)
which was determined from the number of BBC-triggered
events using an absolute calibration of the BBC trigger
cross section �BBC. The value of �BBC is obtained via the
van der Meer or Vernier scan technique [20]. This is a
crucial part of the absolute cross section analysis and is
therefore discussed in detail in this section.

In a scan, the transverse widths of the beam overlap �x

and �y were measured by sweeping one beam across the

other in small steps while monitoring the BBC trigger rate.
Then the instantaneous machine luminosity of each bunch

crossing Lmachine is computed as

Lmachine ¼ frev
2��x�y

� NB � NY; (3)

where NB and NY are the bunch intensities of the two
beams (� 1011=bunch), frev is the revolution frequency
(78 kHz). The BBC trigger cross section �BBC is the ratio
of the BBC trigger rate when the beams were overlapping
maximally (Rmax) to the effective luminosity Leff:

�BBC ¼ Rmax=Leff ; (4)

where

Leff ¼ Lmachine � �vertex; (5)

and �vertex is the fraction of the number of collisions in the
PHENIX interaction region (IR) within the BBC trigger
vertex cut (usually jzj< 30 cm).
Lmachine was corrected for the z dependence of the trans-

verse beam sizes caused by the beam focusing in the IR
(hourglass effect) and for the beam crossing angle. The
value of �vertex was extracted from the z-vertex distribution
of events measured by the BBCs and was corrected for the
dependence of the BBC trigger efficiency on the collision
vertex position z along the beam axis. These corrections
are discussed in more detail below.
In pþ p collisions at

ffiffiffi
s

p ¼ 62:4 GeV, the BBC trigger
efficiency vs z shape was estimated from the comparison
with a ‘‘detector unbiased’’ z-vertex distribution obtained
from the convolution of colliding bunch intensity profiles
along the z-axis as measured by Wall Current Monitors
(WCMs) [21]. The correction factor of 0:83� 0:08 for
�vertex in Eq. (5) was obtained, resulting in �vertex ¼ 0:37�
10%. This approach is confirmed in pþ p collisions atffiffiffi
s

p ¼ 200 GeV where the ZDCs have enough efficiency to
measure the z vertex distribution. The efficiency of the
ZDCs (located at z ¼ �18 m) does not depend on colli-
sion vertex position in the PHENIX IR, which was distrib-
uted with a sigma of 0.5–0.7 m around z ¼ 0. The vertex
distribution obtained with the WCMs is well reproduced
by the measurement with the ZDCs at

ffiffiffi
s

p ¼ 200 GeV
[Fig. 2(a)].
Beam focusing in the IR causes bunch transverse sizes to

vary away from the nominal collision point (z ¼ 0) as
�2ðzÞ ¼ �2ðz ¼ 0Þ � ð1þ z2=��2Þ, where �� is the value
of the betatron amplitude function at the interaction point.
This is the so-called hourglass effect. The product �x�y in

Eq. (3) should be replaced by an effective h�x � �yi, which
differs from what was measured in a scan (mainly due to
the vertex cut implemented in BBC trigger). The correction
due to this effect for Vernier scan data at

ffiffiffi
s

p ¼ 62:4 GeV
with a betatron amplitude function at the collision point of
�� ¼ 3mwas simulated with WCM data and calculated to
be 0:93� 0:02. The applicability of our calculational tech-
nique is illustrated in Fig. 2 with the high statistics Vernier
scan data at

ffiffiffi
s

p ¼ 200 GeV.

TABLE I. Main systematic uncertainties in % of the �0 spec-
trum from the PbSc for two representative pT bins (the PbGl
uncertainties are similar).

hpTi (GeV=c) 1.2 6.7

Energy scale 3.9 13.1

Yield extraction 3.9 2.0

Yield correction 6.4 6.0
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FIG. 1 (color online). The fraction of the inclusive �0 yield
which satisfied the BBC trigger condition.
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Figures 2(b) and 2(c) shows the sensitivity of our data
for the transversely displaced beams to the hourglass effect
and to the crossing angle between the colliding beams,
compared with a head-on vertex distribution in Fig. 2(a).
The two peaks in Figs. 2(b) and 2(c) caused by the hour-
glass effect, show an overlap of the diverging colliding
beams at large jzj in a particular displaced beam setting
from a Vernier scan. The obvious asymmetry in the two
peaks in Fig. 2(c) is a result of the nonzero crossing angle
between colliding bunches. In all Vernier scan measure-
ments the crossing angle was found to be less than
0.2 mrad, which translates to a negligible correction for
Lmachine at

ffiffiffi
s

p ¼ 62:4 GeV, with a typical bunch length of
�1 m and bunch transverse size of 1 mm.

After all the corrections discussed above were applied,
our BBC trigger cross section in pþ p collisions at

ffiffiffi
s

p ¼
62:4 GeVwas found to be�BBC ¼ 13:7 mbwith a system-
atic uncertainty of �1:5 mb (� 11%), i.e. �40% of the
world-average value of the inelastic pþ p scattering cross
section at

ffiffiffi
s

p ¼ 62:4 GeV[14]. Major contributors to the
systematic uncertainty are 4% from the uncertainty in the
normalization of bunch intensity measurements and in the
calibration of the beam position measurements in the
Vernier scan, 10% from the BBC trigger efficiency correc-
tion of �vertex, and 2% from the hourglass correction.

C. �0 cross section results and discussion

Figure 3 presents the inclusive midrapidity �0 invariant
production cross section at

ffiffiffi
s

p ¼ 62:4 GeV versus pT ,
from pT ¼ 0:5 GeV=c to pT ¼ 7 GeV [22]. An overall
normalization uncertainty of 11% due to the uncertainty in
absolute normalization of the luminosity is not shown. The
analyzed data sample with 0:76� 109 BBC triggers cor-
responded to about 55 nb�1 integrated luminosity. The
measurements fall within the large spread of ISR data
[12–14].
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FIG. 2 (color online). Collision z-vertex distribution in the PHENIX IR measured by ZDCs in a Vernier scan at
ffiffiffi
s

p ¼ 200 GeV
(points) and calculations from convolution of colliding bunch intensity profiles along z-axis and including the hourglass effect for
�� ¼ 1 m, for bunches with typical length of 1 m and transverse size of 0.3 mm (histograms); (a) beams are head-on; (b) one beam is
0.9 mm displaced relative to the other beam in the horizontal direction (illustrates the hourglass effect) and (c) one beam is 0.9 mm
displaced relative to the other beam in the vertical direction. The calculations include the bunch crossing angle with a vertical
projection of 0.15 mrad.
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FIG. 3 (color online). (a) The neutral pion production cross
section at

ffiffiffi
s

p ¼ 62:4 GeV as a function of pT (circles) and the
results of NLO (solid) and NLL (dashed) pQCD calculations for
the theory scale 	 ¼ pT . (b) The relative difference between the
data and NLO pQCD calculations for the three theory scales
	 ¼ pT=2 (upper line), pT (middle line) and 2pT (lower line);
experimental uncertainties (excluding the 11% normalization
uncertainty) are shown for the 	 ¼ pT curve. (c) The same as
b) but for NLL pQCD calculations.
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The data are compared to NLO and NLL pQCD calcu-
lations at a theory scale 	 ¼ pT , where 	 represents equal
factorization, renormalization, and fragmentation scales
[11]. The NLL corrections extend the NLO calculations
to include the resummation of extra ‘‘threshold’’ logarith-
mic terms which appear in the perturbative expansion at
not very high energies because the initial partons have just
enough energy to produce the high pT parton that frag-
ments into a final pion. The MRST2002 parton distribution
functions [23] and the fDSS set of fragmentation functions
[24], which are extracted in NLO, are used in both NLO
and NLL calculations. We have previously seen that the
data are well described by NLO pQCD with a scale of	 ¼
pT at

ffiffiffi
s

p ¼ 200 GeV [4,5]. In contrast, NLO calculations
with the same scale underestimate the �0 cross section atffiffiffi
s

p ¼ 62:4 GeV. At the same time, it is known that NLO
calculations are not always successful at describing low-
energy fixed-target data [9], while NLL calculations have
been successful [10]. The NLL calculations have a smaller
scale dependence and describe our data well with	 ¼ pT ;
however, as noted in [11], subleading perturbative correc-
tions to the NLL calculation may be significant. The results
may indicate that

ffiffiffi
s

p ¼ 62:4 GeV is at an intermediate
energy region where calculations that include threshold
logarithm effects may describe the data more accurately.
Consequently, we show comparisons below to both NLO
and NLL at a scale of 	 ¼ pT .

General principles of hard scattering, including the prin-
ciple of factorization of the reaction into parton distribu-
tion functions for the protons, fragmentation functions for
the scattered partons and a short-distance parton-parton
hard-scattering cross section, predicted a general
xT-scaling form for the invariant cross section of inclusive
particle production near midrapidity [25]:

E
d3�

dp3
¼ 1

pn
T

FðxTÞ ¼ 1ffiffiffi
s

p
n GðxTÞ (6)

where xT ¼ 2pT=
ffiffiffi
s

p
, and FðxTÞ and GðxTÞ are universal

functions. The parameter n relates to the form of the force-
law between constituents. For example for QED or Vector
Gluon exchange, n ¼ 4 [26]. Because of higher order
effects, the running of the coupling constant 
ðQ2Þ, the
evolution of the parton distribution functions and fragmen-
tation functions, and the initial-state transverse momentum
kT , n is not a constant but is a function of xT and

ffiffiffi
s

p
:

nðxT;
ffiffiffi
s

p Þ [27].
Figure 4(a) shows the inclusive �0 cross section scaled

by
ffiffiffi
s

p
n for

ffiffiffi
s

p ¼ 62:4 GeV and 200 GeV data [5] as a
function of xT , with the parameter n ¼ 6:38, which is a
weighted average of nðxTÞ for xT > 0:07 (corresponding to
pT > 2 GeV=c at

ffiffiffi
s

p ¼ 62:4 GeV). The parameter nðxTÞ
was calculated as lnð�62:4ðxTÞ=�200ðxTÞÞ= lnð200=62:4Þ for
each xT of

ffiffiffi
s

p ¼ 62:4 GeV data; �62:4 and �200 are
invariant differential cross sections at

ffiffiffi
s

p ¼ 62:4 GeV

and
ffiffiffi
s

p ¼ 200 GeV, respectively. Cross-section values
for the corresponding xT at

ffiffiffi
s

p ¼ 200 GeV were obtained
from parametrization of the measured cross section
at

ffiffiffi
s

p ¼ 200 GeV: TðpTÞ A
ð1þpT=p0Þm þ ð1� TðpTÞÞ B

pk
T

,

TðpTÞ ¼ 1
1þexpððpT�tÞ=wÞ , where t ¼ 4:5 GeV=c, w ¼

0:084 GeV=c, A ¼ 253:8 mb � GeV�2 � c3, p0 ¼
1:488 GeV=c, m ¼ 10:82, B ¼ 14:7 mb � GeV�2þk �
c3�k, and k ¼ 8:11. All

ffiffiffi
s

p ¼ 200 GeV data points agree
with the parametrization curve within uncertainties. The
parametrization is shown as the solid curve in Fig. 4(a).
At low xT , where soft physics dominates particle pro-

duction, nðxTÞ is supposed to increase with xT due to the
similar exponential shapes of the soft part of the invariant
cross section versus pT at different

ffiffiffi
s

p
(� e�6pT ) [26]. In

the hard-scattering region nðxTÞ is expected to decrease
with increasing xT , due to stronger scale breaking at lower
pT . Such behavior of nðxTÞ is demonstrated by our data in
Fig. 4(b). A similar drop in the parameter n at xT * 0:1
was observed at ISR energies [12]. Figure 4(b) also shows
the possible transition from soft- to hard-scattering regions

Tx
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FIG. 4 (color online). (a) The neutral pion production cross
section at

ffiffiffi
s

p ¼ 62:4 GeV and
ffiffiffi
s

p ¼ 200 GeV as a function of
xT , scaled by ð ffiffiffi

s
p

=GeVÞn with n ¼ 6:38; the solid line is a
parametrization of

ffiffiffi
s

p ¼ 200 GeV data. (b) The parameter n in
(6) obtained from the ratio of invariant cross section at

ffiffiffi
s

p ¼
62:4 GeV and

ffiffiffi
s

p ¼ 200 GeV, at each xT of
ffiffiffi
s

p ¼ 62:4 GeV
data; error bars show the statistical and systematic uncertainties
of the

ffiffiffi
s

p ¼ 62:4 GeV and
ffiffiffi
s

p ¼ 200 GeV data. The shaded
band reflects the 11% 	 9:7% normalization uncertainty in theffiffiffi
s

p ¼ 62:4 and 200 GeV cross section measurements, corre-
spondingly.
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in �0 production at pT � 2 GeV=c. A similar conclusion
was derived from the shape of the �0 spectrum atffiffiffi
s

p ¼ 200 GeV in [5]. This can serve as a basis for apply-
ing the pQCD formalism to the double helicity asymmetry
data with pT > 2 GeV=c in order to allow access to �G.

IV. INCLUSIVE �0 DOUBLE HELICITY
ASYMMETRY

A. �0 ALL analysis

For the 2006 run, each of the two independent RHIC
collider rings were filled with up to 111 bunches in a 120
bunch pattern, with one of four, fill-by-fill alternating
predetermined patterns of polarization sign for the
bunches. Bunch polarization signs in each pattern were
set in such a way that all four colliding bunch spin combi-
nations occurred in sequences of four bunch crossings.
That greatly reduced the systematic effects in spin asym-
metry measurements due to variation of detector response
versus time and due to possible correlation of detector
performance with RHIC bunch structure.

To collect data from collisions of longitudinally polar-
ized protons, the polarization orientation of the beams was
rotated from vertical, the stable spin direction in RHIC, to
longitudinal at the PHENIX IR and then back to vertical
after the IR by spin rotators [28]. PHENIX local polar-
imeters measured the residual transverse component of the
beam polarizations, using the spin dependence of very
forward neutron production [5,18,19] observed by the
ZDC, and by that means monitored the orientation of the
beam polarization in the PHENIX IR throughout the run.

The magnitudes of the beam polarizations at RHIC are
measured using fast carbon target polarimeters [29], nor-
malized to absolute polarization measurements by a sepa-
rate polarized atomic hydrogen jet polarimeter [30]. The
luminosity-weighted beam polarizations over 11 RHIC
fills used in the ALL analysis were hPi ¼ 0:48 for both
beams, with 0.035 and 0.045 systematic uncertainty for the
two RHIC beams, respectively. For the longitudinal polar-
ization run period, the residual transverse polarizations of
the beams were hPT=PiB ¼ 0:11� 0:15 and hPT=PiY ¼
0:11� 0:12 for ‘‘Blue’’ and ‘‘Yellow’’ RHIC beams,
respectively. The average transverse component of the
product was hPB

T � PY
Ti=hPB � PYi � hPT=PiB �

hPT=PiY ¼ 0:012� 0:021; the average of the polarization
product over the run was hPB � PYi ¼ 0:23, with a system-
atic uncertainty of �14%.

Experimentally, the double helicity asymmetry for �0

production is determined as

A�0

LL ¼ 1

jPB � PYj �
Nþþ � R � Nþ�
Nþþ þ R � Nþ�

;R ¼ Lþþ
Lþ�

; (7)

where Nþþ and Nþ� are the number of �0’s and R is the
relative luminosity between bunches with the same and

opposite helicities. The analysis technique for the �0 ALL

measurements is similar to our analyses of
ffiffiffi
s

p ¼ 200 GeV
data [5,18,31].
Double helicity asymmetry results were obtained from

longitudinally polarized pþ p collisions corresponding to
�40 nb�1 integrated luminosity. Because of the limited
BBC trigger efficiency for high pT �0 events, high pT

photon triggered events without the BBC trigger condition
requirement were used for the�0 asymmetry analysis. This
led to a slightly increased background in the �0 recon-
struction and additional systematic uncertainty in the mea-
surements of the relative luminosity between bunches with
different helicity states.
The background asymmetry under the �0 peak in the

two-photon mass distribution ABG
LL was estimated from the

counts outside the �0 peak, from a 177–217 MeV=c2

range in the two-photon mass distribution. Unlike ourffiffiffi
s

p ¼ 200 GeV data analyses, a lower mass range was
not used for ABG

LL estimations due to cosmic background

from noncollision events. This background contribution in
the mass ranges of �0 peak and higher mass was negligible
(< 1%), and ABG

LL was consistent with zero in all pT bins.
Similar to our previous analyses, crossing-by-crossing

accumulated number of BBC triggers were used for the
measurements of the relative luminosity between bunches
with different spin configuration. The uncertainty on the
relative luminosity measurements �Rwas derived from the
comparison between BBC trigger events and other trigger
events, selecting different physics processes in different
kinematic ranges. In the

ffiffiffi
s

p ¼ 200 GeV data analysis the
comparison was done to triggers defined by the coinci-
dence of signals from the two ZDCs [5,18,31]. Because of
the limited efficiency of the ZDC at

ffiffiffi
s

p ¼ 62:4 GeV, the
comparison in this analysis was performed with the num-
ber of events which fired simultaneously either of the two
BBCs and either of the two ZDCs. Only 20% of the event
statistics in this sample is contributed by BBC-triggered
events, so this sample can be considered as essentially
independent from the BBC event sample. From this com-
parison the upper limit of �R was estimated to be 0:6�
10�3, which for the average beam polarizations of 0.48
translates to �ALL ¼ 1:4� 10�3, the pT independent un-
certainty of the �0 double helicity asymmetry results.
Single beam background <0:35%, as determined by the
trigger counts of noncolliding bunches and pileup proba-
bility of & 0:002%, had negligible impact on the relative
luminosity measurements.
A transverse double spin asymmetry ATT , the transverse

equivalent to Eqs. (1) and (7), can contribute to ALL

through the residual transverse component of the product
of the beam polarizations discussed above. Similar to [5],
ATT was obtained from the sample with transverse polar-
ization. The maximal possible ATT effect on ALL was
determined by ��ATT from the measured ATT , which
was <0:15 � �ALL in all pT bins.
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B. �0 ALL results and discussion

Figure 5 presents the measured double helicity asym-
metry in �0 production versus pT [22]. A scale uncertainty

of 14% in A�0

LL due to the uncertainty in beam polarizations
is not shown. The other systematic uncertainties are neg-
ligible, as discussed above, and checked using a technique
to randomize the sign of bunch polarization and by varying
the �0 identification criteria [18].

Figure 5 also shows a set of ALL curves from pQCD
calculations that incorporates different scenarios for gluon
polarization within the GRSV parametrization of the po-
larized parton distribution functions [32]. GRSV-std cor-
responds to the best fit to inclusive DIS data. The other
three scenarios in Fig. 5 (GRSV-max, �G ¼ 0, and �G ¼
�G) are based on the best fit, but use the functions
�GðxgÞ ¼ GðxgÞ, 0, �GðxgÞ at the initial scale for parton
evolution (Q2 ¼ 0:4 GeV2), where GðxgÞ is the unpolar-

ized gluon distribution, and �GðxgÞ is the difference be-

tween the distribution of gluons with the same and opposite
helicity to the parent proton. In Fig. 5, we compare our
asymmetry data with both NLO and NLL calculations. The
NLL calculations indicate that we have a reduced sensi-
tivity to positive �G, but the effect is far less pronounced
than at Fermilab fixed-target energies [11]. Similar to ourffiffiffi
s

p ¼ 200 GeV results [5,18], our
ffiffiffi
s

p ¼ 62:4 GeV ALL

data do not support a large gluon polarization scenario,
such as GRSV-max.

Figure 6 presents the measured ALL versus xT in �0

production overlaid with the results at
ffiffiffi
s

p ¼ 200 GeV [5].
Clear statistical improvement can be seen at higher xT . For
the measured pT range 2–4 GeV=c, the range of xg in each

bin is broad and spans the range xg ¼ 0:06� 0:4, as

calculated by NLO pQCD [33]. Thus our data set extends
our xg reach of sensitivity to �G and also overlaps pre-

vious measurements, providing measurements with the
same xg but at a different Q2 scale.

V. SUMMARY

To summarize, we have presented the unpolarized cross
section and double helicity asymmetries for �0 production
at midrapidity, for proton-proton collisions at

ffiffiffi
s

p ¼
62:4 GeV. The accuracy of the cross section measure-
ments, which fall within the large spread of ISR data, relies
on direct �0 two-photon decay reconstruction, precise
calibration of the photon energy measurements, careful
study of the trigger performance and accurate control of
the integrated luminosity of the analyzed data sample. The
results serve as a precise baseline for heavy-ion measure-
ments. Comparisons to NLO and NLL theoretical calcu-
lations indicate that including the effects of threshold
logarithms may be necessary to more accurately describe
the cross section at

ffiffiffi
s

p ¼ 62:4 GeV. The ALL results ex-
tend the sensitivity to the polarized gluon distribution in
the proton to higher xg compared to the previous measure-

ments at
ffiffiffi
s

p ¼ 200 GeV. A preliminary version of these
double helicity asymmetry results was already used in a
recent global fit of both RHIC and polarized DIS data to
constrain �G [34].
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A. Milov,53 S. Mioduszewski,5 G. C. Mishra,18 M. Mishra,3 J. T. Mitchell,5 M. Mitrovski,52 A. K. Mohanty,4 A. Morreale,6

D. P. Morrison,5 J. M. Moss,33 T. V. Moukhanova,29 D. Mukhopadhyay,58,60 M. Muniruzzaman,6 J. Murata,46,48 S. Nagamiya,26

Y. Nagata,57 J. L. Nagle,10,11,39 M. Naglis,60 I. Nakagawa,46,47 Y. Nakamiya,19 T. Nakamura,19 K. Nakano,46,56 J. Newby,32,55

M. Nguyen,53 B. E. Norman,33 A. S. Nyanin,29 J. Nystrand,35 E. O’Brien,5 S. X. Oda,9 C. A. Ogilvie,23 H. Ohnishi,46

I. D. Ojha,3,58 H. Okada,30,46 K. Okada,46,47 M. Oka,57 O. O. Omiwade,1 A. Oskarsson,35 I. Otterlund,35 M. Ouchida,19

K. Oyama,9 K. Ozawa,9 R. Pak,5 D. Pal,58,60 A. P. T. Palounek,33 V. Pantuev,53 V. Papavassiliou,41 J. Park,51 W. J. Park,28

S. F. Pate,41 H. Pei,23 V. Penev,24 J.-C. Peng,21 H. Pereira,13 V. Peresedov,24 D. Yu. Peressounko,29 A. Pierson,40

C. Pinkenburg,5 R. P. Pisani,5 M. L. Purschke,5 A. K. Purwar,33,53 J. M. Qualls,1 H. Qu,18 J. Rak,23,40 A. Rakotozafindrabe,31

I. Ravinovich,60 K. F. Read,42,55 S. Rembeczki,16 M. Reuter,53 K. Reygers,36 V. Riabov,45 Y. Riabov,45 G. Roche,34

A. Romana,31,* M. Rosati,23 S. S. E. Rosendahl,35 P. Rosnet,34 P. Rukoyatkin,24 V. L. Rykov,46 S. S. Ryu,61 B. Sahlmueller,36

N. Saito,30,46,47 T. Sakaguchi,5,9,59 S. Sakai,57 H. Sakata,19 V. Samsonov,45 L. Sanfratello,40 R. Santo,36 H. D. Sato,30,46

S. Sato,5,26,57 S. Sawada,26 Y. Schutz,54 J. Seele,10 R. Seidl,21 V. Semenov,20 R. Seto,6 D. Sharma,60 T. K. Shea,5 I. Shein,20

A. Shevel,45,52 T.-A. Shibata,46,56 K. Shigaki,19 M. Shimomura,57 T. Shohjoh,57 K. Shoji,30,46 A. Sickles,53 C. L. Silva,50

D. Silvermyr,33,42 C. Silvestre,13 K. S. Sim,28 C. P. Singh,3 V. Singh,3 S. Skutnik,23 M. Slunečka,7,24 W. C. Smith,1
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A comprehensive survey of event-by-event fluctuations of charged hadron multiplicity in relativistic heavy
ions is presented. The survey covers Au+Au collisions at

√
sNN = 62.4 and 200 GeV, and Cu+Cu collisions

at
√

sNN = 22.5, 62.4, and 200 GeV. Fluctuations are measured as a function of collision centrality, transverse
momentum range, and charge sign. After correcting for nondynamical fluctuations due to fluctuations in the
collision geometry within a centrality bin, the remaining dynamical fluctuations expressed as the variance
normalized by the mean tend to decrease with increasing centrality. The dynamical fluctuations are consistent
with or below the expectation from a superposition of participant nucleon-nucleon collisions based upon p+p

data, indicating that this dataset does not exhibit evidence of critical behavior in terms of the compressibility of
the system. A comparison of the data with a model where hadrons are independently emitted from a number of
hadron clusters suggests that the mean number of hadrons per cluster is small in heavy ion collisions.

DOI: 10.1103/PhysRevC.78.044902 PACS number(s): 25.75.Gz, 25.75.Nq, 21.65.Qr, 25.75.Ag

I. INTRODUCTION

Recent work with lattice gauge theory simulations has
attempted to map out the phase diagram of quantum chromo-
dynamics (QCD) in temperature and baryo-chemical potential
(µB) using finite values of the up and down quark masses.
The results of these studies indicate that the QCD phase
diagram may contain a first-order transition line between the
hadron gas phase and the strongly coupled quark-gluon plasma
(sQGP) phase that terminates at a critical point [1]. This
property is analogous to that observed in the phase diagram for
many common liquids and other substances, including water.
However, different model predictions and lattice calculations
yield widely varying estimates of the location of the critical
point on the QCD phase diagram [2]. Direct experimental
observation of critical phenomena in heavy ion collisions
would confirm the existence of the critical point, narrow
down its location on the QCD phase diagram, and provide
an important constraint for the QCD models.

The estimated value of energy densities achieved in heavy
ion collisions at the BNL Relativistic Heavy Ion Collider
(RHIC) exceeds the threshold for a phase transition from nor-
mal hadronic matter to partonic matter. Recent experimental
evidence indicates that properties of the matter being produced
include strong collective flow and large opacity to scattered
quarks and gluons—the matter appears to behave much like
a perfect fluid [3]. While measurements suggest the produced
matter has properties that differ from normal nuclear matter,
unambiguous evidence of the nature and location of any phase
transition from normal nuclear matter has been elusive thus
far. Described here is a search for direct evidence of a phase
transition by measuring the fluctuations of the event-by-event

*Deceased
†PHENIX spokesperson: jacak@skipper.physics.sunysb.edu

multiplicities of produced charge particles in a variety of
collision systems.

To illustrate how the measurement of charged particle
multiplicity fluctuations can be sensitive to the presence of a
phase transition, the isothermal compressibility of the system
can be considered [4]. The isothermal compressibility is
defined as

kT = −1/V (δV/δP )T , (1)

where V is the volume, T is the temperature, and P is
the pressure of the system. To relate the compressibility to
measurements of multiplicity fluctuations, we assume that
relativistic nucleus-nucleus collisions can be described as a
thermal system in the grand canonical ensemble (GCE) [5].
The GCE can be applied to the case of measurements near
midrapidity, since energy and conserved quantum numbers
in this region can be exchanged with the rest of the system,
which serves as a heat bath [6]. Detailed studies of multiplicity
fluctuations in the canonical and microcanonical ensembles
with the application of conservation laws can be found
elsewhere [7,8]. In the GCE, the isothermal compressibility
is directly related to the variance of the particle multiplicity as
follows:

〈(N − 〈N〉)2〉 = var(N ) = kBT 〈N〉2

V
kT , (2)

where N is the particle multiplicity, 〈N〉 = µN is the mean
multiplicity, and kB is the Boltzmann constant [9]. Here,
multiplicity fluctuation measurements are presented in terms
of the scaled variance, ωN:

ωN = var(N )

µN
= kBT

µN

V
kT . (3)

In a continuous, or second-order, phase transition, the com-
pressibility diverges to an infinite value at the critical point.
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Near the critical point, this divergence is described by a power
law in the variable ε = (T − TC)/TC , where TC is the critical
temperature. Hence, the relationship between multiplicity
fluctuations and the compressibility can be exploited to search
for a clear signature of critical behavior by looking for the
expected power law scaling of the compressibility,

kT ∝
(

T − TC

TC

)−γ

∝ ε−γ , (4)

where γ is the critical exponent for isothermal compressibility
[9]. If the QCD phase diagram contains a critical point, systems
with a low value of baryo-chemical potential (µB) could pass
through the cross-over region and undergo a continuous phase
transition [2]. Recent estimates [10,11] of the behavior of
the quark number susceptibility χq , which is proportional to
the value of the isothermal compressibility of the system,
predict that its value will increase by at least an order of
magnitude close to the QCD critical point. Given that the
scaled variance is proportional to kT , measurements of charged
particle multiplicity are expected to be a sensitive probe for
critical behavior. In addition, within a scenario where droplets
of QGP are formed during a first-order phase transition, the
scaled variance of the multiplicity could increase by a factor
of 10–100 [12].

Experimentally, a search for critical behavior is facilitated
by the rich and varied dataset provided by RHIC. It is expected
that the trajectory of the colliding system in the QCD phase
diagram can be modified by varying the colliding energy [2].
If the system approaches close enough to the critical line for
a long enough time period, then critical phenomena could
be readily apparent through the measurement of multiplicity
fluctuations [13]. It may also be possible to determine the
critical exponents of the system. Nature tends to group
materials into universality classes whereby all materials in the
same universality class share identical values for their set of
critical exponents. Although beyond the scope of this analysis,
observation of critical behavior in heavy ion collisions and
the subsequent measurement of the critical exponents could
determine the universality class in which QCD is grouped,
providing essential constraints for the models.

Charged particle multiplicity fluctuations have been mea-
sured in elementary collisions over a large range of collision
energies [14–20]. Initial measurements of multiplicity fluctua-
tions in minimum-bias O+Cu collisions at

√
sNN = 4.86 GeV

were made by BNL Experiment E802 [21], minimum-bias
O+Au collisions at

√
sNN = 17.3 GeV by CERN Experiment

WA80 [22], and minimum-bias S+S, O+Au, and S+Au colli-
sions at

√
sNN = 17.3 GeV by CERN Experiment NA35 [23].

Recently, larger datasets have enabled the measurement of the
centrality dependence of multiplicity fluctuations in Pb+Pb
collisions at

√
sNN = 17.3 GeV by CERN Experiment WA98

[24] and in Pb+Pb, C+C, and Si+Si collisions at
√

sNN =
17.3 GeV by CERN Experiment NA49 [25]. The PHENIX
Experiment at RHIC has performed an analysis of density
correlations in longitudinal space with a differential analysis
of charged particle multiplicity fluctuations in 200 GeV
Au+Au collisions over the entire transverse momentum range
[26]. Thus far, the fluctuation measurements in heavy ion

collisions do not indicate significant signs of a phase transition.
However, the full range of collision energies and species
accessible by RHIC are yet to be explored.

Presented here is a comprehensive survey of multiplicity
fluctuations of charged hadrons measured by the PHENIX
Experiment at RHIC. The survey will cover the following
collision systems:

√
sNN = 200 GeV Au+Au, 62.4 GeV

Au+Au, 200 GeV Cu+Cu, 62.4 GeV Cu+Cu, and 22.5 GeV
Cu+Cu with comparisons to

√
s = 200 GeV p+p collisions,

which serve as a baseline measurement. The Au+Au data
were taken during RHIC Run-4 (2004), the Cu+Cu data were
taken during RHIC Run-5 (2005), and the p+p data were
taken during RHIC Run-3 (2003). Multiplicity fluctuations for
each collision system with the exception of p+p will also be
presented as a function of centrality to help select the system
volume. Multiplicity fluctuations will also be presented as a
function of transverse momentum range and charge sign.

This paper is organized as follows: Sec. II will discuss
the experimental apparatus and details; Sec. III will discuss
the methods applied for the measurement of multiplicity
fluctuations and the removal of nondynamical fluctuations due
to fluctuations of the collision geometry within a centrality
bin; Sec. IV will present the results and compare them to those
of other models. Sec. V will present a discussion and summary
of the results.

II. EXPERIMENTAL SETUP

The PHENIX detector consists of two central spectrometer
arms designed for charged particle tracking, designated east
and west, and two muon spectrometers designed for muon
tracking and identification, designated north and south. The
muon spectrometers are not used in this analysis. A compre-
hensive description of the PHENIX detector is documented
elsewhere [27]. The analysis described here utilizes the central
spectrometer arms, which consist of a set of tracking detectors
[28], particle identification detectors [29], and an electro-
magnetic calorimeter [30]. The central spectrometer arms
cover a rapidity range of |η| < 0.35, and each arm subtends
90◦ in azimuth. A detailed description of the algorithms
and performance of the central arm track reconstruction and
momentum reconstruction can be found in Ref. [31].

There are two detectors that are used for triggering,
centrality determination, and event vertex determination. The
beam-beam counters (BBCs) consist of 64 individual quartz
Cherenkov counters that cover the full azimuthal angle in
the pseudorapidity range 3.0 < |η| < 3.9. The zero degree
calorimeters (ZDCs) cover the pseudorapidity range |η| > 6
and measure the energy of spectator neutrons with an energy
resolution of approximately 20%. More details about these
detectors can be found in Ref. [32]. The collision vertex
position is determined using timing information from the
BBCs with an r.m.s. resolution for central Au+Au events of
6 mm along the beam axis. The collision vertex is required
to be reconstructed within ±30 cm from the center of the
spectrometer. The BBCs also provide a minimum-bias (MB)
event trigger.
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Because of the large dynamic range in
√

sNN covered by
this analysis, it is necessary to implement algorithms that are
dependent on the collision energy for the determination of
the centrality of each event. In Au+Au collisions at

√
sNN =

200 GeV, the centrality of the collision is determined by
using correlations of the total energy deposited in the ZDCs
with the total charge deposited in the BBCs as described in
Ref. [33]. However, in 200 GeV Cu+Cu, 62.4 GeV Cu+Cu,
and 62.4 GeV Au+Au collisions, the resolving power of the
ZDCs is insufficient to significantly contribute to the centrality
definition. Therefore, only the total charge deposited in the
BBCs is used to determine centrality in these collision systems,
as described in Ref. [33]. Using the 200 GeV Au+Au data, it
has been verified that application of the BBC-ZDC correlation
for the centrality definition as opposed to the BBC-only
definition shows no significant differences in the values of
the charged hadron fluctuation quantities presented here as a
function of centrality.

The location of the BBCs are fixed for every collision
energy. At the lowest collision energy (

√
sNN = 22.5 GeV),

it becomes kinematically possible for spectator nucleons to
fall within the acceptance of the BBC. This results in a BBC
response in its total charge sum that is no longer linear with
the number of participating nucleons (Npart). In this case, it
becomes necessary to define the centrality using the total
charged particle multiplicity in pad chamber 1 (PC1) [28].
PC1 is chosen because of its fine segmentation, high tracking
efficiency, and relative proximity to the event vertex. Details
on this procedure are also described in Ref. [33]. For all
collision species and energies, the distribution of the number
of participants was determined using a Monte Carlo simulation
based upon the Glauber model [33,34].

The number of minimum-bias events analyzed for each
dataset are 25.6 × 106 events for 200 GeV Au+Au, 24.9 ×
106 events for 62.4 GeV Au+Au, 15.0 × 106 events for
200 GeV Cu+Cu, 12.2 × 106 events for 62.4 GeV Cu+Cu,
5.5 × 106 events for 22.5 GeV Cu+Cu, and 2.7 × 106 events
for 200 GeV p+p. Only a fraction of the complete 200 GeV
Au+Au, Cu+Cu, and p+p datasets are analyzed, but this
fraction is more than sufficient for this analysis.

The charged particle multiplicity is determined on an
event-by-event basis by counting the number of unambiguous
reconstructed tracks in the drift chamber originating from
the collision vertex that have corresponding hits in PC1 and
PC3. Track selection includes cuts on reconstructed tracks
in the drift chamber to reduce double-counted ghost tracks
to a negligible level. To minimize background originating
from the magnets, reconstructed tracks are required to lie
within ±75 cm from the center of the drift chamber along
the beam axis. This requirement reduces the pseudorapidity
range of reconstructed tracks to |η| < 0.26. The ring imaging
Cherenkov detector (RICH) is utilized to reduce background
from electrons resulting from photon conversions.

Although the central arm spectrometer covers a total
azimuthal range of π radians, detector and tracking ineffi-
ciencies reduce the effective average azimuthal active area to
2.1 radians for the 200 Gev Au+Au and 200 GeV p+p

datasets, and 2.0 radians for the other datasets. Fluctuation
quantities are quoted for these acceptances separately for each

dataset. The differences in acceptance between datasets, which
are due to variations in the detector over the three-year period
in which the data were collected, result in less than a 1%
variation in the fluctuation quantities quoted here.

III. DATA ANALYSIS

Multiplicity fluctuations of charged particles, designated
ωch, can be generally defined [35] as

ωch =
〈
N2

ch

〉 − 〈Nch〉2

〈Nch〉 = σ 2
ch

µch
, (5)

where Nch is the charged particle multiplicity. Simply stated,
the fluctuations can be quoted as the variance of the multiplicity
(σ 2

ch) normalized by the mean (µch = 〈Nch〉). This is also
referred to as the scaled variance [25]. If the multiplicity
distribution is Poissonian, the scaled variance is 1.0.

It has been well established that charged particle multi-
plicity distributions in elementary nucleon-nucleon collisions
can be described by the negative binomial distribution (NBD)
[17–19]. The NBD also describes well the multiplicity distri-
butions in heavy ion collisions [21,23]. The NBD of an integer
n is defined as

P (n) = 	(n + kNBD)

	(n + 1)	(kNBD)

(µch/kNBD)n

(1 + µch/kNBD)n+kNBD
, (6)

where P (n) is normalized to 1.0 over the range
0 � n � ∞, µch = 〈Nch〉 = 〈n〉, and kNBD is an additional
parameter. The NBD reduces to a Poisson distribution in the
limit kNBD → ∞. The NBD variance and mean is related to
kNBD as follows:

σ 2
ch

µ2
ch

= ωch

µch
= 1

µch
+ 1

kNBD
. (7)

Hence, the scaled variance is given by

ωch = 1 + µch

kNBD
. (8)

A useful property of the negative binomial distribution
concerns its behavior when a population that follows the NBD
is subdivided randomly by repeated independent trials with
a constant probability onto smaller subsets. This results in a
binomial decomposition of the original population into subsets
that also follow the NBD with the same value of kNBD [21].
This property can be applied to estimate the behavior of
multiplicity fluctuations as a function of acceptance, assuming
that there are no significant correlations present over the
acceptance range being examined. Starting with an original
NBD sample with mean µch and scaled variance ωch, a sample
in a fractional acceptance with mean µacc is also described by
an NBD distribution. An acceptance fraction can be defined as
facc = µacc/µch. The scaled variance of the subsample from
Eq. (8) is thus

ωacc = 1 + (µacc/kNBD) = 1 + (faccµch/kNBD). (9)

Since kNBD is identical for the two samples, µch/kNBD = ωch −
1 can be substituted, yielding the following relation between
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TABLE I. Tabulation of the charged hadron multiplicity data and corrections for 0.2 < pT < 2.0 GeV/c. The errors quoted for µch and
σch represent their time-dependent systematic error. The errors quoted for ωch,dyn and 1/kNBD,dyn represent their total systematic error. For each
dataset, the first three columns give the species, collision energy, and geometric correction factor fgeo, respectively.

Species
√

sNN

(GeV)
fgeo Npart µch Raw σ 2

ch ωch,dyn 1/kNBD,dyn χ 2/dof

351 61.0 ± 1.1 75.6 ± 1.9 1.10 ± 0.02 1.45 × 10−03 ± 2.2 × 10−04 37.1/58
299 53.1 ± 1.0 71.8 ± 1.8 1.15 ± 0.02 2.45 × 10−03 ± 2.7 × 10−04 38.6/56
253 45.8 ± 0.8 65.2 ± 1.5 1.17 ± 0.02 3.41 × 10−03 ± 2.9 × 10−04 34.0/54
215 39.1 ± 0.7 57.8 ± 1.6 1.19 ± 0.03 4.53 × 10−03 ± 3.6 × 10−04 29.1/53
181 32.6 ± 0.6 49.7 ± 1.3 1.21 ± 0.03 5.95 × 10−03 ± 5.1 × 10−04 24.5/50

Au+Au 200 0.37 ± 0.027 151 27.4 ± 0.5 41.4 ± 1.0 1.20 ± 0.03 6.86 × 10−03 ± 5.5 × 10−04 20.7/46
125 22.3 ± 0.4 33.8 ± 0.9 1.20 ± 0.03 8.47 × 10−03 ± 7.1 × 10−04 11.9/41
102 17.8 ± 0.3 26.7 ± 0.6 1.19 ± 0.02 1.05 × 10−02 ± 9.0 × 10−04 16.6/37
82 14.2 ± 0.3 20.8 ± 0.6 1.17 ± 0.02 1.20 × 10−02 ± 1.0 × 10−03 37.8/33
65 10.8 ± 0.2 16.0 ± 0.4 1.18 ± 0.02 1.64 × 10−02 ± 1.3 × 10−03 37.8/28
51 8.3 ± 0.2 12.1 ± 0.3 1.17 ± 0.02 2.06 × 10−02 ± 2.0 × 10−03 53.8/24

345 44.0 ± 0.3 53.6 ± 0.5 1.08 ± 0.02 1.63 × 10−03 ± 2.0 × 10−04 14.6/54
296 37.3 ± 0.2 48.3 ± 0.3 1.11 ± 0.02 2.63 × 10−03 ± 2.6 × 10−04 13.8/53
250 31.0 ± 0.2 39.8 ± 0.4 1.10 ± 0.02 3.00 × 10−03 ± 3.0 × 10−04 14.0/50
211 25.4 ± 0.2 33.6 ± 0.5 1.12 ± 0.02 4.21 × 10−03 ± 4.4 × 10−04 8.36/44
177 20.8 ± 0.1 27.8 ± 0.2 1.12 ± 0.02 5.34 × 10−03 ± 5.5 × 10−04 19.2/40

Au+Au 62.4 0.33 ± 0.031 148 16.6 ± 0.1 22.8 ± 0.3 1.13 ± 0.02 7.43 × 10−03 ± 7.8 × 10−04 25.9/37
123 13.1 ± 0.1 18.1 ± 0.2 1.13 ± 0.02 9.61 × 10−03 ± 9.7 × 10−04 34.3/33
102 10.4 ± 0.1 14.9 ± 0.1 1.15 ± 0.02 1.38 × 10−02 ± 1.4 × 10−03 44.5/28
82 7.8 ± 0.1 11.1 ± 0.1 1.14 ± 0.02 1.76 × 10−02 ± 1.9 × 10−03 50.9/24
66 5.9 ± 0.04 8.3 ± 0.1 1.14 ± 0.02 2.37 × 10−02 ± 3.8 × 10−03 45.4/20
51 4.1 ± 0.03 5.8 ± 0.04 1.13 ± 0.02 3.08 × 10−02 ± 9.1 × 10−03 36.2/17

104 19.3 ± 0.3 25.7 ± 0.8 1.14 ± 0.03 6.93 × 10−03 ± 1.3 × 10−03 24.3/30
92 16.0 ± 0.2 21.9 ± 0.5 1.15 ± 0.03 9.26 × 10−03 ± 1.5 × 10−03 21.7/31
79 13.5 ± 0.2 18.8 ± 0.4 1.16 ± 0.03 1.15 × 10−02 ± 2.1 × 10−03 19.4/29

Cu+Cu 200 0.40 ± 0.047 67 11.1 ± 0.2 15.3 ± 0.3 1.15 ± 0.03 1.36 × 10−02 ± 2.0 × 10−03 29.9/26
57 9.2 ± 0.1 13.0 ± 0.3 1.17 ± 0.03 1.75 × 10−02 ± 2.5 × 10−03 26.0/25
48 7.5 ± 0.1 10.5 ± 0.2 1.16 ± 0.03 2.14 × 10−02 ± 3.6 × 10−03 30.6/22
40 6.2 ± 0.1 8.7 ± 0.2 1.17 ± 0.03 2.69 × 10−02 ± 4.8 × 10−03 28.6/20
33 4.9 ± 0.06 6.8 ± 0.1 1.16 ± 0.03 3.12 × 10−02 ± 8.5 × 10−03 45.7/18

104 12.6 ± 0.1 16.7 ± 0.2 1.10 ± 0.03 8.16 × 10−03 ± 1.7 × 10−03 40.6/31
92 11.0 ± 0.1 16.2 ± 0.1 1.15 ± 0.04 1.35 × 10−02 ± 2.7 × 10−03 64.2/30

Cu+Cu 62.4 0.32 ± 0.063 79 9.2 ± 0.1 14.3 ± 0.2 1.18 ± 0.05 1.92 × 10−02 ± 3.9 × 10−03 37.0/28
67 7.7 ± 0.1 12.0 ± 0.2 1.18 ± 0.05 2.29 × 10−02 ± 4.6 × 10−03 32.0/26
57 6.0 ± 0.1 9.1 ± 0.1 1.17 ± 0.05 2.85 × 10−02 ± 5.9 × 10−03 32.0/23
48 5.1 ± 0.1 8.1 ± 0.1 1.19 ± 0.05 3.66 × 10−02 ± 8.0 × 10−03 29.2/21
92 9.1 ± 0.04 10.3 ± 0.1 1.04 ± 0.02 4.31 × 10−03 ± 9.8 × 10−04 7.45/24

Cu+Cu 22.5 0.30 ± 0.064 58 4.9 ± 0.02 5.8 ± 0.04 1.06 ± 0.02 1.11 × 10−02 ± 2.9 × 10−03 71.1/17

the scaled variances of the original and fractional acceptance
samples:

ωacc = 1 + facc(ωch − 1). (10)

Thus, the measured scaled variance will decrease as the
acceptance is decreased, while kNBD remains constant, if there
are no additional correlations present over the given acceptance
range.

Figures 1 and 2 show the uncorrected, or raw, multiplicity
distributions in the pT range 0.2 < pT < 2.0 GeV for all
centralities from each collision system overlaid with fits to

negative binomial distributions (dashed lines). For presenta-
tion purposes, the data have been normalized on the horizontal
axis by the mean of the distribution and scaled on the vertical
axis by the successive amounts stated in the legend. The
NBD fits describe the data distributions very well for all
collision systems, centralities, and pT ranges. Hence, the mean
and variance of the multiplicity distributions presented here
are all extracted from NBD fits. The results of each fit for
0.2 < pT < 2.0 GeV are compiled in Table I. The mean and
standard deviation of each fit for 0.2 < pT < 2.0 GeV are
plotted in Fig. 3.
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FIG. 1. (Color online) Uncorrected multiplicity distributions of
charged hadrons with 0.2 < pT < 2.0 GeV/c for 200 (upper) and
62.4 (lower) GeV Au+Au collisions. The dashed lines are fits to the
NBD. The data are normalized to the mean and scaled by the amounts
in the legend.

Each dataset was taken over spans of several days to
several weeks, all spanning three separate RHIC running
periods. During these periods, changes in the total acceptance
and efficiency of the central arm spectrometers cause the
fluctuation measurements to vary, thus introducing an addi-
tional systematic error to the results. This systematic error was
minimized by requiring that the dataset is stable in quantities
that are sensitive to detector variations, including the mean
charged particle multiplicity, mean collision vertex position,
and mean centrality. A time-dependent systematic error is
applied independently to each point by calculating the standard
deviation of the scaled variance calculated from subsets of
the entire dataset, with each subset containing about 1 × 106
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FIG. 2. (Color online) Same as Fig. 1, but for 200 (upper), 62.4
(middle), and 22.5 (lower) GeV Cu+Cu and 200 GeV p+p (lower)
collisions.
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FIG. 3. (Color online) Mean from the NBD fit as a function of
Npart for Au+Au (upper) and Cu+Cu (lower) collisions over the
range 0.2 < pT < 2.0 GeV/c. The mean shown is within the PHENIX
central arm spectrometer acceptance. The error bars represent the
standard deviation of the distribution.

events. These systematic errors are applied to all subsequent
results.

The tracking efficiency of the PHENIX central arm
spectrometer is dependent on centrality, especially in the
most central 200 GeV Au+Au collisions [36]. With
the assumption that tracking inefficiencies randomly affect
the multiplicity distribution on an event-by-event basis, the
effect of inefficiencies on the scaled variance can be estimated
using Eq. (10), where facc is replaced by the inverse of the
tracking efficiency 1/feff . Tracking efficiency affects the value
of the scaled variance by 1.5% at the most. The scaled variance
has been corrected for tracking inefficiency as a function
of centrality for all species. The uncertainty of the tracking
efficiency estimate is typically 2% and has been propagated
into the systematic error estimate on a point-by-point basis.

Because of the nonzero width of the centrality bin selection
from the data, each centrality bin necessarily selects a range of

impact parameters. This introduces a nondynamical fluctuation
component to the measured multiplicity fluctuations due to the
resulting fluctuations in the geometry of the collisions [26,37].
Therefore, it is necessary to estimate the magnitude of the
geometry fluctuation component so that only the interesting
dynamical fluctuations remain. The most practical method for
estimating the geometry fluctuation component is with a model
of heavy ion collisions. The URQMD [38] and HSD [39,40]
models have previously been applied for this purpose. Here, the
HIJING event generator [41] is chosen for this estimate, because
it reproduces well the mean multiplicity in heavy ion collisions
[33] as measured by the PHENIX detector. HIJING includes
multiple minijet production based upon QCD-inspired models,
soft excitation, nuclear shadowing of parton distribution
functions, and the interaction of jets in dense nuclear matter.
The estimate is performed individually for each centrality bin,
collision system, and pT range using the following procedure.
First, HIJING is run with an impact parameter distribution that
is sampled from a Gaussian distribution with a mean and
standard deviation that, for a given centrality bin, reproduces
the distributions of the charge deposited in the BBC and the
energy deposited in the ZDC (for 200 GeV Au+Au). Second,
HIJING is run at a fixed impact parameter with a value identical
to the mean of the Gaussian distribution in the first run. For
each centrality bin, 12,000 HIJING events are processed for
each impact parameter selection. The scaled variance for each
impact parameter selection, ωGauss and ωfixed, is extracted and
the measured scaled variance is corrected as the fractional
deviation from a scaled variance of 1.0 of a Poisson distribution
as follows:

ωch,dyn − 1 = ωfixed − 1

ωGauss − 1
(ωch,raw − 1) = fgeo(ωch,raw − 1),

(11)

where ωch,dyn represents the estimate of the remaining dy-
namical multiplicity fluctuations and ωch,raw represents the
uncorrected multiplicity fluctuations. Since the correction fgeo

is calculated as a ratio of the two running conditions of
the simulation, most multiplicity fluctuations intrinsic to the
model should be canceled. The correction always reduces
the magnitude of the measured scaled variance. Note that the
value of fgeo is mathematically identical when applied to the
inverse of kNBD:

k−1
NBD,dyn = fgeok

−1
NBD. (12)

The resulting geometrical correction factors for each
species are constant as a function of centrality, therefore
a single correction factor is calculated for each transverse
momentum range by fitting the correction factors as a
function of Npart to a constant. This behavior is expected,
since centrality bins are defined to be constant percentages
of the total geometric cross section. The correction factors
for each transverse momentum range for a given collision
species are consistent with each other, that is, they are
independent of transverse momentum. The standard deviation
of the individual geometrical correction factors from the linear
fits as a function of Npart are included in the systematic
error of the correction factor estimation and propagated
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FIG. 4. (Color online) Fluctuations expressed as the scaled
variance as a function of centrality for 200 GeV Au+Au collisions
in the range 0.2 < pT < 2.0 GeV/c. Shown are the uncorrected
fluctuations, ωch,raw, along with fluctuations after correcting for the
estimated contribution from geometry fluctuations using Eq. (11),
ωch,dyn.

into the total systematic error for each point in ωch,dyn

and kNBD,dyn. For 0.2 < pT < 2.0 GeV/c, the geometrical
correction factors fgeo and systematic errors from the fit are
0.37 ± 0.027 for 200 GeV Au+Au, 0.33 ± 0.031 for 62.4 GeV
Au+Au, 0.40 ± 0.047 for 200 GeV Cu+Cu, 0.32 ± 0.063 for
62.4 GeV Cu+Cu, and 0.30 ± 0.064 for 22.5 GeV Cu+Cu.
The extraction of the geometrical correction factors are inher-
ently model dependent and are also dependent on the accuracy
with which the centrality detectors are modeled. The effect of
the latter dependence has been studied by also calculating the
correction factors using constant but nonoverlapping impact
parameter distributions for each centrality bin and comparing
them with the correction factors using the Gaussian impact
parameter distributions. For all pT ranges, an additional
fraction of the value of ωch,dyn or k−1

NBD,dyn has been included in
the final systematic errors for these quantities. The magnitude
of this systematic error is 8% for 200 GeV Au+Au, 8% for
62.4 GeV Au+Au, 11% for 200 GeV Cu+Cu, 17% for
62.4 GeV Cu+Cu, and 25% for 22.5 GeV Cu+Cu. A
sample comparison of the scaled variance before and after
the application of the geometrical correction factor is shown
for the 200 GeV Au+Au dataset in Fig. 4.

IV. RESULTS

The scaled variance as a function of the number of
participating nucleons Npart over the pT range 0.2 < pT <

2.0 GeV/c is shown in Fig. 5. For all centralities, the scaled
variance values consistently lie above the Poisson distribution
value of 1.0. In all collision systems, the minimum scaled
variance occurs in the most central collisions and then begins
to increase as the centrality decreases. In 200 GeV Au+Au
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FIG. 5. (Color online) Fluctuations expressed as the scaled
variance as a function of Npart for Au+Au (upper) and Cu+Cu (lower)
collisions for 0.2 < pT < 2.0 GeV/c. The estimated contribution
from geometry fluctuations has been removed. Results from the
superposition model are overlaid with the shaded regions representing
a one standard deviation range of the prediction for the fluctuation
magnitude derived from p+p collision data. Also shown (upper) is
the estimated contribution from noncorrelated particle emission with
the Poisson distribution of the scaled variance of 1.0 with the addition
of elliptic flow in 200 and 62 GeV Au+Au collisions.

collisions, this increase is only observed for Npart > 200. For
Npart < 200, the magnitude of ωch,dyn suggests a slight decrease
but is consistent with a constant value. In 62.4 GeV Au+Au
collisions, the increase in ωch,dyn with decreasing centrality is
observed only over the range Npart > 110. The source of the
qualitative differences between the 200 and 62.4 GeV Au+Au
collisions are not known, although some of the differences
could be explained by the increased contribution from hard
scattering processes at 200 GeV compared to 62.4 GeV.
Studies performed by varying the centrality selection cuts es-
tablish that the differences are not due to the differences in the
centrality selection algorithm. A similar centrality-dependent
trend of the scaled variance has also been observed at the

044902-9



A. ADARE et al. PHYSICAL REVIEW C 78, 044902 (2008)

partN
100 200 300 400

ch
,d

yn
ω

1

1.1

1.2

ch,dyn
ω200 GeV Au+Au 

<2.00 GeV/c
T

0.2<p

<1.00 GeV/c
T

0.2<p

<0.75 GeV/c
T

0.2<p

<0.50 GeV/c
T

0.2<p

<2.0 GeV Scaled
T

0.2<p

<1.00 GeV/c
T

0.2<p

<0.75 GeV/c
T

0.2<p

<0.50 GeV/c
T

0.2<p

100 200 300 400

ch
,d

yn
ω

1

1.1

1.2

ch,dyn
ω62.4 GeV Au+Au 

<2.00 GeV/c
T

0.2<p

<1.00 GeV/c
T

0.2<p

<0.50 GeV/c
T

0.2<p

<2.0 GeV Scaled
T

0.2<p

<1.00 GeV/c
T

0.2<p

<0.50 GeV/c
T

0.2<p

partN

FIG. 6. (Color online) Scaled variance for 200 and 62.4 GeV
Au+Au collisions plotted as a function of Npart for several pT ranges.
The lines represent the data for the reference range 0.2 < pT < 2.0
scaled down using the mean multiplicity in each successive pT range.
The shaded areas represent the systematic errors from the reference
range.

CERN Super Proton Synchrotron (SPS) in low-energy Pb+Pb
collisions at

√
sNN = 17.3 GeV and at forward rapidities

(1.1 < yc.m. < 2.6), measured by experiment NA49 [25],
where the hard scattering contribution is expected to be small.
The 200 GeV Cu+Cu data exhibit a weaker decrease in the
scaled variance for more central collisions. The 62.4 GeV
Cu+Cu scaled variance values are consistently above those
from the 200 GeV Cu+Cu dataset, but the two are consistent
within the systematic errors for all centralities.

The scaled variance has been studied as a function of the pT

range over which the multiplicity distributions are measured in
order to determine if any significant pT -dependent dynamical
fluctuations are present. Results for several pT ranges from
0.2 < pT < 2.0 down to 0.2 < pT < 0.5 GeV/c are shown
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FIG. 7. (Color online) Same as Fig. 6, but for Cu+Cu collisions.

in Figs. 6 and 7. In the absence of pT -dependent dynamical
fluctuations, restricting the pT range should reduce the scaled
variance in the same manner as for a fractional acceptance.
Similar to Eq. (10),

ωpT
= 1 + fpT

(ωref − 1), (13)

where ωpT
represents the fluctuations in the pT range of

interest, ωref represents the fluctuations in the reference pT

range, and fpT
= µpT

/µref is the ratio of the mean multiplicity
in the two ranges. Also shown are curves representing the
expected scaling of the fluctuations using the range 0.2 <

pT < 2.0 GeV/c as the reference range. The shaded regions
reflect the systematic errors of the reference range. For all
pT ranges, the scaled fluctuation curves are consistent with
the data, indicating that no significant pT dependence is
observed, although the data in the range 0.2 < pT < 0.5 GeV
are consistently above the scaled reference curves. The pT

dependence can also be examined more directly with the
parameter kNBD from the NBD fits. Substitution of the scaled
variance in Eq. (8) into Eq. (13) shows that kNBD should be
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FIG. 8. (Color online) Inverse of the parameter kNBD from the
NBD fits for 200 and 62.4 GeV Au+Au collisions. The fluctuations
are plotted as a function of Npart for several pT ranges.

independent of pT in the absence of pT -dependent dynamical
fluctuations. As shown in Figs. 8 and 9, there is no significant
pT -dependence of the observed values of kNBD.

The scaled variance as a function of the charge sign
of the charged hadrons is shown in Fig. 10 for 200 GeV
Au+Au collisions in the pT range 0.2 < pT < 2.0 GeV/c
in order to investigate any Coulomb-based contributions
to the fluctuations. In the absence of additional dynamic
fluctuations, the scaled variance for positively or negatively
charged hadrons should be reduced from the inclusive charged
hadron value by

ω+− = 1 + f+−(ωch − 1), (14)

where ω+− are the fluctuations for positive or negative par-
ticles, ωch are the fluctuations for inclusive charged hadrons,
and f+− = µ+−/µch is the ratio of the mean multiplicities.
The scaled variance from the positive and negative hadrons
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FIG. 9. (Color online) Same as Fig. 8, but for Cu+Cu collisions.

are consistent with each other and with the expected reduction
of the inclusive charged hadron fluctuations.

V. DISCUSSION

A. Comparisons with a participant superposition model

It is informative to compare fluctuations in relativistic heavy
ion collisions to what can be expected from the superposition
of individual participant nucleon-nucleon collisions. For this
purpose, PHENIX data will be compared with a participant
superposition, or wounded nucleon, model [42] based upon
data from elementary collisions. In the participant superposi-
tion model, the total multiplicity fluctuations can be expressed
in terms of the scaled variance [35],

ωN = ων + µWNωNpart , (15)

where ων are the fluctuations from each individual source,
e.g., from each elementary collision, ωNpart are the fluctuations
of the number of sources, and µWN is the mean multiplicity
per wounded nucleon. The second term includes nondynamic
contributions from geometry fluctuations due to the width of
the centrality bin along with additional fluctuations in the
number of participants for a fixed impact parameter. Ideally,
the second term is nearly nullified after applying the geometry
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corrections described previously, so the resulting fluctuations
are independent of centrality as well as collision species.

Baseline comparisons are facilitated by PHENIX mea-
surements of charged particle multiplicity fluctuations in
minimum-bias 200 GeV p+p collisions. The p+p data
and the NBD distribution to the multiplicity distribution are
shown in Fig. 2. The NBD fit yields µch = 0.32 ± 0.003,
ωch = 1.17 ± 0.01, and kNBD = 1.88 ± 0.01. These results
are in agreement within errors with previous measurements
in the same pseudorapidity range of kNBD = 1.9 ± 0.2 ± 0.2
by the UA5 Collaboration [20] in collisions of protons and
antiprotons at 200 GeV. Comparisons between the participant
superposition model predictions and the 22.5 GeV Cu+Cu
data can be made using multiplicity fluctuations measured
in 20 GeV p+p collisions by the NA22 Collaboration [19]
over the same pseudorapidity range as the PHENIX Cu+Cu
measurement. After scaling the NA22 scaled variance to the
PHENIX azimuthal acceptance, the participant superposition
model scaled variance is expected to be constant as a function
of centrality with a value of 1.08 ± 0.04. Lacking multiplicity
distribution data from elementary collisions at 62.4 GeV within
the PHENIX pseudorapidity acceptance, it is assumed that as a
function of collision energy, the scaled variance in the PHENIX
pseudorapidity acceptance scales in the same manner as in an
acceptance of 4π , which can be parametrized from existing
p+p and p+p̄ data as follows [17]:

µch ≈ −4.2 + 4.69

(
s

GeV2

)0.155

. (16)

Given the mean charged particle multiplicity, the scaled
variance in p+p and p+p̄ can be parametrized as follows [35]:

ωch ≈ 0.35
(µch − 1)2

µch
. (17)

Scaling this parametrization to match the values of ωch at
200 and 22.5 GeV, the estimated value of ωch at 62.4 GeV is
1.15 ± 0.02.

Comparisons of the data with the predictions of the partici-
pant superposition model are shown in Fig. 5 for Au+Au and
Cu+Cu collisions. The shaded regions about the participant
superposition model lines represent the systematic error of the
estimates described above. All of the data points are consistent
with or below the participant superposition model estimate.
This suggests that the data do not show any indications of
the presence of a critical point, where the fluctuations are
expected to be much larger than the participant superposition
model expectation.

B. Comparisons to the HIJING model

Shown in Fig. 11 are the scaled variance curves from
HIJING simulations into the PHENIX acceptance. The HIJING

simulations are performed with a fixed impact parameter
corresponding to the mean of the impact parameter distribution
for each bin as determined by the Glauber model in order
to minimize the geometry fluctuation component of the
result. The mean and variance of the resulting multiplicity
distributions from HIJING are extracted from fits to negative
binomial distributions. The HIJING simulation multiplicity
fluctuations with the jet production parameter turned on are
consistently above the data and increase continuously through
the most peripheral collisions. This behavior is not consistent
with the data, where the fluctuations do not increase in
the most peripheral collisions. Although HIJING reproduces
the total charged particle multiplicity well, it consistently
overpredicts the amount of fluctuations in multiplicity. When
the jet production parameter in HIJING is turned off, the scaled
variance as a function of centrality is independent of collision
energy, illustrating that jet production accounts for the energy
dependence of the HIJING results. Note that the HIJING results
with jet production turned off are in better agreement with the
data for all collision energies. Together with the observation
that the multiplicity fluctuations demonstrate no significant pT

dependence, this may be an indication that correlated emission
of particles from jet production do not significantly contribute
to the multiplicity fluctuations observed in the data.

C. Comparisons to the clan model

The clan model [43] has been developed to interpret the
fact that negative binomial distributions describe charged
hadron multiplicity distributions in elementary and heavy ion
collisions. In this model, hadron production is modeled as the
independent emission of a number of hadronic clusters Nc,
each with a mean number of hadrons nc. The independent
emission is described by a Poisson distribution with an average
cluster, or clan, multiplicity of N̄c. After the clusters are emit-
ted, they fragment into the final state hadrons. The measured
value of the mean multiplicity µch is related to the cluster mul-
tiplicities by µch = N̄cn̄c. In this model, the cluster multiplicity
parameters can be simply related to the NBD parameters
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of the measured multiplicity distribution as follows:

N̄c = kNBD ln(1 + µch/kNBD), (18)

and

n̄c = (µch/kNBD)/ ln(1 + µch/kNBD). (19)

The results from the NBD fits to the data are plotted in Fig. 12
for all collision species. Also shown are data from elementary
and heavy ion collisions at various collision energies. The indi-
vidual data points from all but the PHENIX data are taken from
multiplicity distributions measured over varying ranges of
pseudorapidity, while the PHENIX data are taken as a function
of centrality. The characteristics of all of the heavy ion datasets
are the same. The value of n̄c varies little within the range
1.0–1.1. The heavy ion data universally exhibit only weak clus-
tering characteristics as interpreted by the clan model. There is
also no significant variation seen with collision energy. How-
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FIG. 12. (Color online) Correlation of the clan model parameters
n̄c and N̄c for all collision species measured as a function of centrality.
Also shown are results from pseudorapidity-dependent studies from
elementary collisions (UA5 [17], EMC [18], and NA22 [19]) and
heavy ion collisions (E802 [21] and NA35 [23]).

ever, n̄c is consistently significantly higher in elementary col-
lisions. In elementary collisions, it is less probable to produce
events with a high multiplicity, which can reveal rare sources of
clusters such as jet production or multiple parton interactions.

A feature that is especially apparent in the Au+Au data is
the fact that the scaled variance decreases with increasing cen-
trality, with the most central point lying below the participant
superposition model expectation. The clan model provides one
possible explanation for this effect whereby there is a higher
probability for contributions from cluster sources such as jet
production in the lower multiplicity peripheral events. The
cluster sources introduce correlations that can increase the
value of 1/kNBD and hence the value of the scaled variance of
the multiplicity distribution. Another possible explanation for
this feature can be addressed with a string percolation model
in heavy ion collisions [44]. In general, percolation theory
considers the formation of clusters within a random spatial
distribution of individual objects that are allowed to overlap
with each other. The clusters are formed by the geometrical
connection of one or more of the individual objects. This can
be applied to estimate multiplicity fluctuations in heavy ion
collisions whereby the objects are the circular cross sections
of strings in the transverse plane [45] and the strings form
clusters of overlapping strings that then each emit a number
of particles related to the number of strings in each cluster.
As the centrality increases, the number of individual clusters
decreases along with the variance of the number of strings
per cluster, which can result in a decrease in the magnitude
of the resulting multiplicity fluctuations. The prediction of
the scaled variance from the string percolation model for
200 GeV Au+Au collisions scaled down to the PHENIX
acceptance in azimuth and pseudorapidity [45] is shown in
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Fig. 11. Although percolation describes the trend observed
at the four highest centralities very well, the scaled variance
from the model continues to increase well above the data as
centrality decreases. The implementation of the HIJING model
contains merging of strings that are in close spatial proximity,
so percolation can explain the trends in the scaled variance
from HIJING.

An additional contribution to multiplicity fluctuations
within the PHENIX acceptance arises from the presence of
elliptic flow. This contribution has been estimated using a
simple Monte Carlo simulation. In this simulation, a random
reaction plane angle is assigned to each event. The multiplicity
distribution due to the elliptic flow component is given by

dN/dφ = C[1 + 2v2 cos(2�φ)], (20)

where C is a normalization factor, v2 is the measured magni-
tude of the elliptic flow, and �φ is the difference between the
particle emission angle and the reaction plane angle. For each
event, this multiplicity distribution function is integrated over
the PHENIX azimuthal acceptance and the resulting scaled
variance from 1 × 106 events is calculated. The value of v2

used in the simulation is taken from PHENIX measurements of
elliptic flow at the mean transverse momentum of the inclusive
charged hadron spectra [46,47]. The estimated contribution
from elliptic flow to the observed scaled variance is shown
in Fig. 5 for 200 and 62 GeV Au+Au collisions. This flow
contribution also exhibits an increasing trend when moving
from central to midcentral collisions. The estimated flow
contribution increases from 18% of the signal in the most
central 200 GeV Au+Au collisions to 35% of the signal at
Npart = 125. In 62 GeV Au+Au collisions, the estimated flow
contribution rises from 8% in the most central collisions to
25% at Npart = 181. The presence of elliptic flow can account
for the majority of the centrality-dependent shapes observed
in the Au+Au data.

VI. SUMMARY

PHENIX has completed a survey of multiplicity fluctua-
tions of charged hadrons in Au+Au and Cu+Cu collisions
at three collision energies. The motivation for the analysis
is to search for signs of a phase transition or the presence
of the predicted critical point on the QCD phase diagram by
looking for increased multiplicity fluctuations as a function
of system energy and system volume. After correcting for
nondynamical fluctuations due to fluctuations of the collision
geometry within a centrality bin, the multiplicity fluctua-
tions in 200 and 62.4 GeV Au+Au collisions are consis-
tent with or below the expectation from the superposition
model of participant nucleons. The multiplicity fluctuations
decrease as the collision centrality increases, dropping be-
low the participant superposition model expectation for the
most central Au+Au collisions. Fluctuations from Cu+Cu

collisions exhibit a weaker centrality dependence that also
is consistent with or below the expectation from the partic-
ipant superposition model. The absence of large dynamical
fluctuations in excess of the participant superposition model
expectation indicate that there is no evidence of critical
behavior related to the compressibility observable in this
dataset. There is also no significant evidence of dynamical
fluctuations that are dependent on the transverse momentum
or the charge of the particles measured. As interpreted by
the clan model, the observed fluctuations demonstrate only
weak clustering characteristics for all of the heavy ion collision
systems discussed here. The majority of the decreasing scaled
variance with increasing centrality trend in Au+Au collisions
can be explained by contributions from elliptic flow. Although
this analysis does not observe evidence of critical behavior, it
does not rule out the existence of a QCD critical point. Further
measurements will be possible during the upcoming low-
energy scan program at RHIC, allowing a more comprehensive
search for critical behavior.
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The production of e+e− pairs for me+e− < 300 MeV/c2 and 1 < pT < 5 GeV/c is measured in
p+p and Au+Au collisions at

√
sNN = 200 GeV. Enhanced e+e− pair yield above hadronic sources

is observed.Treating the excess as photon internal conversion photons, the invariant yield of direct
photons is deduced. In central Au+Au collisions, the excess over p + p is exponential in pT, with
inverse slope T = 221 ± 23(stat)±18(sys) MeV. Hydrodynamical models with initial temperatures
Tinit ≈ 300 − 600 MeV at times of 0.6 - 0.15 fm/c after the collision are in qualitative agreement
with the data. Lattice QCD predicts a phase transition at ≈ 170 MeV.

PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 25.75.Dw

Experimental results from the Relativistic Heavy Ion
Collider (RHIC) have established the formation of dense
partonic matter in Au+Au collisions at

√
sNN=200

GeV [1]. The large energy loss of light quarks and glu-
ons [2] as well as that of heavy quarks [3] indicates that
the matter has a very high density. The strong ellip-
tic flow of light [4, 5] and charmed [3] hadrons indicates
that the matter thermalizes rapidly. Such a high-density
thermalized medium is expected to emit thermal radia-
tion [6]. Thermal photons from the partonic phase are
predicted to be the dominant source of direct photons for
1 < pT < 3 GeV/c in Au+Au collisions at RHIC [7].

The measurement of direct photons for 1 < pT < 3
GeV/c is notoriously difficult due to a large background
from hadronic decay photons. The expected yield is only
≃ 10 % of the yield of the background photons [7]. An
alternative approach is to measure “quasi-real” virtual
photons which appear as low invariant mass e+e− pairs.
In general, any source of high energy photons can also
emit virtual photons which convert to low mass e+e−

pairs. For example, a direct photon production process,
such as gluon Compton scattering (q + g → q + γ) has
an associated process that produces low mass e+e− pairs
through internal conversion (q+g → q+γ∗ → q+e+e−).

The relation between photon production and the asso-
ciated e+e− pair production can be written as

d2nee

dmee

=
2α

3π

1

mee

√

1 − 4m2
e

m2
ee

(

1 +
2m2

e

m2
ee

)

Sdnγ (1)

Here α is the fine structure constant, me and mee are the
masses of the electron and the e+e− pair respectively,
and S is a process dependent factor that goes to 1 as
mee → 0 or mee ≪ pT . Eq. (1) also describes the relation
between the photons from hadron decays (e.g. π0, η →
γγ, and ω → γπ0) and the e+e− pairs from Dalitz decays
( π0, η → e+e−γ and ω → e+e−π0). For π0 and η, the

factor S is given by S = |F (m2
ee)|2(1 − m2

ee

M2

h

)3 [8], where

Mh is the meson mass and F (m2
ee) is the form factor.

The factor S for a hadron h is zero for mee > Mh.
We exploit this cut-off to separate the direct photon sig-

nal from the hadronic background. Since 80% of the
hadronic photons are from π0 decays, the signal to back-
ground (S/B) ratio for the direct photon signal improves
by a factor of five for mee > Mπ0=135 MeV/c2, thereby
allowing a direct photon signal that is 10% of the back-
ground to be observed as a 50% excess of e+e− pairs.

In this Letter we present the analysis of e+e− pairs
for mee < 300 MeV/c2 and for 1 < pT < 5 GeV/c in
Au+Au and p+p collisions at

√
sNN = 200 GeV recorded

during 2004 and 2005, respectively. The PHENIX detec-
tor [9] measures electrons in the two central arms, each
covering |∆η| ≤ 0.35 in pseudorapidity and π/2 in az-
imuthal angle. The Au+Au analysis [10, 11] uses 8×108

minimum bias events corresponding to 92.2+2.5
−3.0% of the

inelastic Au+Au cross section. The p + p analysis [12]
uses 43 nb−1 of minimum bias (MB) data recorded using
the beam-beam counter trigger (BBC), and 2.25 pb−1

of single electron triggered data. Helium bags in both
runs reduced the total conversion material, including the
beam pipe, to ∼0.4% of a radiation length.

All electrons and positrons with pT > 0.2 GeV/c are
combined into pairs. Pairs from photon conversions in
the detector material are removed by a cut on the orien-
tation of the pair in the magnetic field [10]. The combina-
torial background is computed with a mixed-event tech-
nique and is subtracted [10, 11]. The S/B ratio of the pair
signal is typically greater than 1 and is at least 0.1 in the
kinematic range of this analysis. There are two sources
of correlated background, one originating from two e+e−

pairs from a meson decay and one from two hadrons de-
caying into e+e− pairs, either within the same jet or in
back-to-back jets. The magnitude of the correlated back-
ground, about 10% of the signal in p + p, is determined
from the like-sign pair data and subtracted [12]. The
pair signal is corrected for the electron reconstruction ef-
ficiency and in p+p also for trigger efficiency, determined
as a function of mass and pair pT using a GEANT-based
Monte Carlo simulation [13] of the PHENIX detector.

Fig. 1 shows the mass spectra of e+e− pairs in p + p
and Au+Au collisions for different ranges of pair pT,
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FIG. 1: (color online) The e+e− pair invariant mass distribu-
tions in (a) p + p and (b) minimum bias Au+Au collisions.
The pT ranges are shown in the legend. The solid curves
represent an estimate of hadronic sources; the dashed curves
represent the uncertainty in the estimate.

comparing them to expected yields from a “cocktail” of
hadron decays calculated using a Monte Carlo hadron
decay generator based on meson production as measured
by PHENIX [11, 12]. Detector resolution effects, which
broaden the low mass peak for high pT, are included in
the cocktail calculation. The open charm contribution,
calculated with PYTHIA [14], is included in the cocktail,
but is negligible. The cocktail is normalized to the data
for mee < 30 MeV/c2. A cocktail with absolute nor-
malization agrees with the data within a 20% systematic
uncertainty [11, 12]. The “knee” beginning at mee ≃ 100
MeV/c2 corresponds to the π0 cut-off, leading to an 80%
reduction of background above this point. The p+p data
are consistent with the background for the lowest pT, but
reveal a small excess over the background at higher pT

for mee ≥ Mπ0 . The Au+Au data show a much greater
excess for all pT, which indicates an enhanced production
of virtual photons in Au+Au collisions.

Internal conversion of direct photons is a possible
source of the excess. Little contribution from other
conventional sources of e+e− pairs is expected in this
mass region since π+π− → e+e− can only contribute for
mee ≥ 2Mπ. PHENIX has observed a strong enhance-
ment of e+e− pairs for 150 < mee < 750 MeV/c2 in
Au+Au, peaked at low pT [11]. However, as shown in
Fig. 2, the shape of the excess is consistent with that
expected from internal conversion alone for mee < 450
MeV/c2 and there is no significant indication of contri-
butions from this “low mass enhancement” to the kine-
matic region of this analysis. Thus, we treat the excess
entirely as internal conversion of photons and deduce the
real direct photon yield from the e+e− pair using Eq. (1).

In order to quantify the excess, we fit a two-component
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FIG. 2: (color online) Electron pair mass distribution for
Au+Au minimum bias events for 1.0 < pT < 1.5 GeV/c.
The two-component fit is explained in the text. The fit range
is 80 < mee < 300 MeV/c2. Black dashed curve shows f(mee)
outside of the fit range.

function, f(mee) = (1 − r)fc(mee) + rfdir(mee), to the
mass distribution. Here fc(mee) is the shape of the cock-
tail mass distribution (shown in Fig. 1), fdir(mee) is
the expected shape of the direct photon internal con-
version, and r is the fit parameter. Since both fc(mee)
and fdir(mee) are separately normalized to the data for
mee < 30 MeV/c2, where their shapes are nearly iden-
tical, this procedure preserves the normalization to the
data in this region and determines the direct photon frac-
tion r. We assume that the form factor for direct photons
is F (m2

ee) = 1, as one would expect from a purely point-
like process. For direct photons from parton fragmenta-
tion or from hadronic gas, F (m2

ee) may be greater than
one. If we arbitrarily set the form factor in fdir(mee) to
be the same as that in fη(mee), r would decrease by ≃
10%.

For each pT bin, f(mee) is fit to the data for several
mass ranges mlow < mee < 300 MeV/c2, with r the
only fit parameter. Fig. 2 shows fdir(mee) and fc(mee)
together with a fit result for Au+Au MB data for 1.0 <
pT < 1.5 GeV/c. The fit has χ2/DOF = 13.8/10. We
note that the χ2/DOF of the fit increases to 21.1/10 if
fη(mee) is used in place of fdir(mee), demonstrating that
the shape of the excess is inconsistent with fη(mee). All
fits to the Au+Au data for all centralities and for all
pT bins give a similarly good χ2/DOF for mlow > 80
MeV/c2.

This analysis measures the difference in shape of the
spectra (the data, fc(mee), and fdir(mee)). Therefore,
we have focused on the uncertainties which can cause
distortions in the mass distribution, namely (i) the par-
ticle composition in the hadronic background, (ii) the
background (from mixed events and correlated pairs),
(iii) the geometric acceptance due to detector active
areas, and (iv) the efficiency corrections. These were
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT in (a) p + p and (b) Au+Au (min.
bias). The error bars and the error band represent the statis-
tical and systematic uncertainties, respectively. The curves
are from a NLO pQCD calculation (see text).

studied by a Monte Carlo simulation. First, the mass
spectrum is distorted within the systematic uncertain-
ties, and the fitting procedure is applied to the distorted
spectrum to determine the systematic uncertainties in r.
The systematic uncertainty due to the variation of mlow

from 80 to 120 MeV/c2 is also included. The largest
source of the uncertainty is the particle composition in
the hadronic cocktail, namely the η/π0 ratio which is
0.48 ± 0.03(0.08) at high pT for p + p (Au+Au) based
on PHENIX measurements [15]. This corresponds to
a ≃ 7% (≃ 17%) uncertainty in the p + p (Au+Au)
cocktail for 100 < mee < 300 MeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio in the mass range once the cocktail is nor-
malized to the data for mee < 30 MeV/c2. Since the
η/π0 ratio is the largest source of uncertainty, we also
studied fits with a three component function, f3(mee) =
(1− r− rη)fc(mee)+ rfdir(mee)+ rηfη(mee), with a con-
straint on rη such that η/π0 = 0.48± 0.03(0.08) for p+ p
(Au+Au). These alternative fits give consistent results
for r within statistical uncertainties.

Figure 3(a) and (b) show the fraction r of the direct
photon component determined by the two-component fit
in p + p and Au+Au, respectively. The curves repre-
sent the expectations from a next-to-leading-order per-
turbative QCD (NLO pQCD) calculation. For p + p,
the curves show the ratio dσNLO

γ (pT)/dσincl
γ (pT), where

dσNLO
γ (pT) is the direct photon cross section from a NLO

pQCD calculation [16] and dσincl
γ (pT) is the inclusive

photon cross section. For Au+Au, the curves represent
TAAdσNLO

γ (pT)/dN incl
γ (pT), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT) is the inclusive

photon yield. Inclusive spectra dσincl
γ and dN incl

γ are
determined as described later. The three curves cor-
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au+Au) of direct photons as a function of pT.
The filled points are from this analysis and open points are
from [17, 18]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a mod-
ified power-law fit to the p+p data, scaled by TAA. The black
curves are exponential plus the TAA scaled p + p fit.

respond, from top to bottom, to the theory scale µ =
0.5 pT, pT, and 2 pT, respectively, showing the scale de-
pendence of the theory. While the fraction r is consistent
with the NLO pQCD calculation in p+p, it is larger than
the calculation in Au+Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT) = r × dN incl(pT).
The inclusive photon yield for each pT bin is determined
by dN incl

γ = Ndata
ee × (dN c

γ/N c
ee), where Ndata

ee and N c
ee

are the measured and the absolutely normalized cocktail
e+e− pair yields, respectively, both for mee < 30 MeV/c2

and dN c
γ is the yield of photons from the cocktail. Here

we use the fact the ratio of the photon yield to the e+e−

pair yield for mee < 30 MeV/c2 calculated from Eq. (1)
is the same within a few percent for any photon sources.

In Fig. 4 the direct photon spectra thus obtained are
compared with the direct photon data from [17, 18] and
NLO pQCD calculations. The systematic uncertainty of
the inclusive photon (14% from the uncertainty in the
e+e− pair acceptance correction[11]) is added in quadra-
ture with the systematic uncertainties of the data. The
p + p data are shown as an invariant cross section using
dσ = σinel

pp dN . The direct photon data of this analysis
are obtained from the yield of e+e− pairs using Eq. (1)
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under the assumption that other contributions are negli-
gible. In the mass range of the analysis, Eq. ( 1) implies
d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the yield of e+e− pairs for

100 < mee < 300 MeV/c2 can be obtained by multiply-
ing the photon yield by a factor of 2α

3π
log 300

100
= 1.7×10−3.

The pQCD calculation is consistent with the p+p data
within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [19]. The
p + p data can be well described by a modified power-
law function (App(1 + p2

T/b)−n) as shown by the dashed
curve in the figure. The Au+Au data are above the p+p
fit curve scaled by TAA for pT < 2.5 GeV/c, indicating
that the direct photon yield in the low pT range increases
faster than the binary-scaled p + p cross section.

We fit an exponential plus the TAA-scaled p+p fit func-
tion (Ae−pT/T + TAA ×App(1 + p2

T/b)−n) to the Au+Au
data. The only free parameters in the fit are A and the
inverse slope T of the exponential term. The systematic
uncertainties in T are estimated by changing the p + p
fit component and the Au+Au data points within the
systematic uncertainties. The results of the fits are sum-
marized in Table I, where A is converted to dN/dy for
pT > 1GeV/c. For central collisions, T = 221 ± 23 ± 18
MeV. If a power-law function (∝ p−n

T ) is used to fit the
p + p spectrum, T is higher by 24 MeV. If the direct
photons in Au+Au collisions are of thermal origin, the
inverse slope T is related to the initial temperature Tinit

of the dense matter. In hydrodynamical models, Tinit

is 1.5 to 3 times T due to the space-time evolution [20].
Several hydrodynamical models can reproduce the cen-
tral Au+Au data within a factor of two. These assume
formation of a hot system with initial temperature rang-
ing from Tinit = 300 MeV at thermalization time τ0 = 0.6
fm/c to Tinit = 600 MeV at τ0 = 0.15 fm/c [7, 20].

In conclusion, we have measured e+e− pairs with
mee < 300 MeV/c2 and 1 < pT < 5 GeV/c in p + p
and Au+Au collisions. The p + p data show a small ex-
cess over the hadronic background while the Au+Au data
show a much larger excess. Treating the excess as inter-
nal conversion of direct photons, the direct photon yield
is deduced. The direct photon yields are consistent with
a NLO pQCD calculation in p + p. In central Au+Au
collisions the shape of the direct photon spectrum above
the TAA-scaled p+ p spectrum is exponential in pT, with
an inverse slope T = 221 ± 23(stat)±18(sys) MeV. Hy-
drodynamical models with Tinit ≈ 300 − 600 MeV at

TABLE I: Summary of the fits. The first and second errors
are statistical and systematical, respectively.

centrality dN/dy(pT > 1GeV/c) T (MeV) χ2/DOF

0-20% 1.10 ± 0.20 ± 0.30 221 ± 23 ± 18 3.6/4

20-40% 0.52 ± 0.08 ± 0.14 215 ± 20 ± 15 5.2/3

MB 0.33 ± 0.04 ± 0.09 224 ± 16 ± 19 0.9/4

τ0 ≈ 0.6 − 0.15 fm/c are in qualitative agreement with
the data. Lattice QCD predicts a phase transition at ≈
170 MeV[1].
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PHENIX has measured the electron–positron pair mass spectrum from 0 to 8 GeV/c2 in p + p collisions
at

√
s = 200 GeV. The contributions from light meson decays to e+e− pairs have been determined based

on measurements of hadron production cross sections by PHENIX. Within the systematic uncertainty
of ∼ 20% they account for all e+e− pairs in the mass region below ∼ 1 GeV/c2. The e+e− pair yield
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Editor: V. Metag remaining after subtracting these contributions is dominated by semileptonic decays of charmed hadrons
correlated through flavor conservation. Using the spectral shape predicted by PYTHIA, we estimate the
charm production cross section to be 544 ± 39(stat) ± 142(syst) ± 200(model) μb, which is consistent
with QCD calculations and measurements of single leptons by PHENIX.

© 2008 Elsevier B.V. All rights reserved.
Because of the large mass of the charm quark, approximately
1.3 GeV/c2, it is commonly expected that the charm produc-
tion cross section can be calculated in quantum chromo-dynamics
(QCD) using perturbative methods (pQCD). Comparing such calcu-
lations with experimental data serves as a test of pQCD and helps
to quantify the importance of higher order terms. Perturbative cal-
culations suggest that charm production at RHIC energies results
primarily from gluon fusion, so charm can probe gluonic inter-
actions in the matter formed in heavy ion collisions at RHIC [1].
Medium modifications of heavy quark production and the sup-
pression of bound charmonium states like the J/ψ have received
considerable attention and are thought to be keys to better under-
standing properties of strongly interacting matter. Experiments at
RHIC with polarized proton beams will allow the measurement of
spin asymmetries in charm production, which gives access to the
spin contribution of the gluons to the proton in a new channel [2].

To date, charm production has been calculated in next-to-
leading-order (NLO) and fixed-order plus next-to-leading-log ap-
proximations (FONLL) [3]. These calculations are consistent with
the measured D meson cross sections in 1.96 TeV pp̄ collisions
published by CDF [4] as well as with single lepton measurements,
electrons [5] and muons [6], in 200 GeV p + p collisions from
PHENIX. However, the theoretical uncertainties are considerable,
at least a factor of two [3] or even larger [7], and the data pre-
fer larger cross sections within these uncertainties.3 In this Letter
we present a different method to determine the charm cross sec-
tion using electron–positron pairs measured with PHENIX during
the RHIC p + p run in 2005.

Electrons are measured in the two PHENIX central arm spec-
trometers [10], which each cover |η| � 0.35 in pseudo-rapidity and
�φ = π/2 in azimuth in a nearly back-to-back configuration. For
charged particles drift chambers (DC) measure the deflection an-
gles in a magnetic field to determine their momenta. Ring imaging
Cherenkov counters (RICH) as well as electromagnetic calorimeters
(EMCal) distinguish electrons from other particles. The electron
analysis is described in detail in [5].

Two data sets are used in the analysis. A reference sample of
events was selected with a minimum bias interaction trigger (MB)
that was based on beam–beam counters (BBC). The BBC trigger
cross section is 23.0 ± 2.2 mb or 55 ± 5% of the inelastic p + p
cross section. Simulations, and data collected without requiring the
BBC trigger, indicate that the triggered events include 79 ± 2% of
events with particles in the central arm acceptance. This number
coincides with the fraction of non-diffractive events triggered by
the BBC from which we conclude that for non-diffractive collisions
the BBC trigger can have only little bias towards events with parti-
cles produced in the central arms. The bulk of the data sample was
recorded requiring a coincidence of the BBC trigger with a single
electron trigger (ERT) that matches hits in the RICH to 2 × 2 trig-
ger tiles in the EMCal with a minimum energy of 400 MeV. In the

* Corresponding author.
E-mail addresses: jacak@skipper.physics.sunysb.edu (B.V. Jacak), brant@bnl.gov

(B.M. Johnson).
1 Deceased.
2 PHENIX Spokesperson.
3 The STAR Collaboration reports an even larger cross section [8,9], which is about

a factor of 2–3 above of what can be accommodated in pQCD calculations.
active area the ERT trigger has a very high efficiency for electrons;
around 500 MeV it reaches approximately 50% and then saturates
around 1 GeV close to 100%. After applying an interaction-vertex
cut of ±30 cm the total integrated luminosities were 43 nb−1 and
2.25 pb−1 for the MB and ERT trigger, respectively.

All electrons and positrons with pT > 200 MeV/c are combined
into like- and unlike-sign pairs. For each pair we check that at
least one of the tracks was registered by the ERT trigger. The event
is rejected if the two tracks of the pair overlap in any of the detec-
tors; this cut removes 2% of the e+e− pairs. This cut is necessary
to assure that the combinatorial pair background is reproduced
from mixed events. Pairs originating from photon conversions in
the detector material are removed by a cut on the orientation of
the opening angle of the pairs with respect to the magnetic field;
this cut removes 98% of the pairs from photon conversions [11].
Fig. 1 shows the raw yields as a function of pair mass for both
like- and unlike-sign pairs. The unlike-sign spectrum measures the
signal from hadron decays and open charm plus background, while
the like-sign spectrum measures only the background. The PHENIX
central arms accept equal number of electrons and positrons, how-
ever, because of the two-arm geometry and the magnetic field, the
acceptance for electrons and positrons covers a different range in
azimuthal angle. Therefore the shape of the mass distribution is
different for like- and unlike-sign pairs.

We have developed two independent methods to subtract the
background. In the first method we decompose the background
into two components: a combinatorial background made of un-
correlated pairs and a background of correlated pairs. The com-
binatorial background is determined from mixed events using the
procedure described in more detail in [11,12] and in Appendix A
of [13]. The mixed events are generated from the MB sample. For
each pair we check that at least one of the two partners fulfill the
ERT trigger condition. The mass distribution for the like-sign mixed
event background does not have the same shape as the measured
distribution, which indicates the presence of additional correlated
background in the data. This can be studied in more detail investi-
gating the pair distributions in mass versus transverse momentum.
The biggest differences in shape are at low mass and large pT as
well as at low pT and large mass, where the data show more yield
than the mixed events. We therefore use a region, roughly corre-
sponding to a mass of 300 MeV/c2, pT above 400 MeV/c and a
transverse mass mT = √

m2 + (pT /c)2 below 1.2 GeV/c2, to nor-
malize the mixed event background to the data.4 In this region
also the shape of the mass distributions are very similar. After
normalizing the like-sign mass distribution from mixed events we
determine the number of uncorrelated like-sign background pairs
N++ and N−− by integrating the distributions. The normalization
of the uncorrelated unlike-sign mixed event background is then
given by 2

√
N++N−− .

The mixed event backgrounds as well as the distributions af-
ter subtraction are also shown in Fig. 1. The remaining pairs, like
and unlike, are considered correlated pairs, where the like-sign
distribution only contains correlated background pairs while the
unlike contains also the signal. The correlated background pairs

4 The exact region used for the normalization is given by the following four
conditions m > 300 MeV/c2, mT < 1.2 MeV/c2, pT /c − 1.5m � 200 MeV/c2, and
pT /c − 0.75m � −150 MeV/c2.

mailto:jacak@skipper.physics.sunysb.edu
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Fig. 1. Raw dielectron spectra. The top panel shows like-sign pairs as measured in the experiment, the combinatorial background from mixed events, the correlated pair
background obtained by subtracting the combinatorial background, and the individual contributions from cross and jet pairs to the correlated background (see text). The
bottom panel shows the same distributions for unlike-sign pairs.
stem from two sources. “Cross pairs” result from decays of single
π0 or η mesons with two electron pairs in the final state, such
as double Dalitz decays, Dalitz decays plus conversion of the ac-
companying photon, and γ γ decays where both photons convert.
These pairs have a mass lower than the η mass of 548 MeV/c2.
Cross pairs were simulated using our hadron decay generator EX-
ODUS including the PHENIX acceptance.5 “Jet pairs” are produced
by two independent hadron decays yielding electron pairs, either
within the same jet or in the back-to-back jets. Jet pairs were sim-
ulated using minimum bias events generated with PYTHIA6 with

5 The PHENIX acceptance is parameterized as function of the azimuthal an-
gle φ of a track, its pT , and charge sign q by conditions for the DC and the
RICH for each spectrometer arm separately: φmin < φ + qkDC/pT < φmax and
φmin < φ + qkRICH/pT < φmax. The parameters are kDC = 0.206 rad GeV c−1, kRICH =
0.309 rad GeV c−1, φmin = −3/16π to φmax = 5/16π , and φmin = 11/16π to φmax =
19/16π .

6 We used PYTHIA 6.319 changing PYTHIA parameters as follows: MSEL = 0 with
the following processes switched on MSUB 11, 12, 13, 28, 53, 68, PARP(91) = 1.5
(kT ), MSTP(32) = 4 (Q 2 scale), and CKIN(3) = 2.0 (min. parton pT ).
the branching ratio of the π0 Dalitz decay set to 100% to enhance
the sample of jet pairs per event. We exclude all pairs from sin-
gle hadron decays so that cross pairs as well as any signal in
the unlike-sign pairs are removed. Electrons and positrons from
cross and jet pairs are filtered through the PHENIX acceptance and
weighted according to the electron identification and ERT trigger
efficiency. Pairs from simulated mixed events are subtracted from
the like- and unlike-sign pair distributions to find the correlated
pair distributions. The mixed event background is normalized by
the same method used in the data analysis, described previously.
It was found that correlated pairs from the same jet typically have
small mass and large pT while those from back-to-back jets have
large mass and smaller pT .

Correlated background pairs occur in all charge combinations.
The simulated correlated like-sign background is then normal-
ized to the measured correlated like-sign background by simul-
taneously fitting simulated cross and jet pair mass distributions
to the measured correlated like-sign pair mass spectrum. Since
the Monte Carlo simulation preserves the relative abundance
of like- and unlike-sign pairs after filtering them through the
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PHENIX acceptance, we apply the same two normalization factors,
one for cross- the other for jet-pairs, to the unlike-sign corre-
lated background. The normalized contributions of both correlated
background sources are also shown in Fig. 1. The unlike-sign
dilepton signal is extracted by subtracting the simulated unlike-
sign correlated backgrounds from the distribution of all corre-
lated pairs.

In our second method to estimate the unlike-sign pair back-
ground we make no assumptions about the shape of the corre-
lated background nor about the decomposition of correlated and
uncorrelated background (see pp. 85–86 in [13]). We use the mea-
sured like-sign distribution which contains only the background,
but with a different acceptance than the unlike-sign. We correct
for this acceptance difference with the ratio of the mixed event
distributions, N+−/2

√
N++N−− as a function of mass and pT .

Projected onto the mass axis the relative acceptance can be es-
timated by dividing the mixed event background shown in Fig. 1.
Since the acceptance for pairs is a function of mass and pT , we
have checked that for different e+e− pair sources, which span rea-
sonable variations in mass and pT shapes of the e+e− pairs, the
relative acceptance is unchanged. The corrected like-sign distribu-
tion is then subtracted from the unlike-sign pairs without further
normalization. Up to 3.5 GeV/c2 the difference between the signal
extracted using the two background subtraction techniques agrees
to better than ±10%. Above 3.5 GeV/c the difference becomes
much larger, which may indicate additional correlated background.
In this region we subtract the measured like-sign yield, the larger
of our two background estimates, and include the difference of the
two methods as asymmetric systematic uncertainty on the signal
yield.

In the next step the signal is corrected for electron reconstruc-
tion efficiency and trigger efficiency. The electron reconstruction
efficiency was determined with a Monte Carlo simulation of the
PHENIX detector (similar to [12]). The trigger efficiency for single
electrons was measured using the MB sample. For each of the 8
calorimeter sectors we determine the ratio of electrons that fired
the ERT trigger to all electrons reconstructed as function of pT .
Pairs from hadron decays simulated with EXODUS are filtered by
the acceptance and then folded with the ERT trigger efficiency
to extract the pair trigger efficiency as function of mass. At high
masses the trigger efficiency saturates at 72%, limited by the active
area of the trigger, from 1.5 to 0.5 GeV/c2 the pair efficiency grad-
ually drops to 32% and remains approximately constant at lower
masses. In addition, the yield is divided by 0.79/0.55 = 1.44 to ac-
count for the fraction of the inelastic p + p cross section missed
by our interaction trigger. The systematic uncertainties on the fully
corrected spectrum shown in Fig. 2 are summarized in Table 1.

We model the e+e− pair contributions from hadron decays us-
ing the EXODUS decay generator. We follow closely the approach
given in [5,14], however, we have updated all input to match the
most recent PHENIX data. We assume that all hadrons have a con-
stant rapidity density in the range |�η| � 0.35 and a homogeneous
distribution in azimuthal angle. Transverse momentum distribu-
tions are based on measurements in the same experiment where
possible. The key input is the rapidity density dN/dy = 1.06 ± 0.11
of neutral pions, which we determine from a fit to PHENIX data on
charged and neutral pions, as shown in Fig. 3. The functional form
of the pion transverse momentum distribution is given by:

E
d3σ

dp3
= A

(
e−(apT +bp2

T ) + pT /p0
)−n

(1)

with A = 377 ± 60 mb GeV−2 c3, a = 0.356 ± 0.014 (GeV/c)−1,
b = 0.068±0.019 (GeV/c)−2, p0 = 0.7±0.02 GeV/c and the power
n = 8.25 ± 0.04. For all other mesons we assume mT scaling, re-
placing pT by

√
m2 − m2

π + (pT /c)2, where m is the mass of the
meson. For the η, ω, φ, and J/ψ we fit a normalization factor
to PHENIX data. In Fig. 3 the results are compared to published
PHENIX data; excellent agreement with the data is achieved. The
η meson is measured only at higher pT , however, the fit is in good
agreement with the pT distribution of kaons, which have simi-
lar mass.

In order to extract the meson yield per inelastic p + p collision
we integrate the fits over all pT . Results, systematic uncertainties,
and references to data are given in Table 2. For the ρ meson we
assume σρ/σω = 1.15 ± 0.15, consistent with values found in jet
fragmentation [15]. The η′ yield is scaled to be consistent with
jet fragmentation ση′/ση = 0.15 ± 0.15 [15]. The ψ ′ is adjusted to
the value of σψ ′/σ J/ψ = 0.14 ± 0.03 [22]. For the η, ω, φ, and
J/ψ the quoted uncertainties include those on the data as well as
those using different shapes of the pT distributions to extrapolate
to zero pT . Specifically we have fitted the functional form given in
Eq. (1) with all parameters free and also an exponential distribu-
tion in mT . For the ρ , η′ , and ψ ′ the uncertainty is given by the
uncertainty we assumed for the cross section ratios. We note that
the dilepton spectra from meson decays are rather insensitive to
the exact shape of the pT distribution.

Once the meson yields and pT spectra are known the dilepton
spectrum is given by decay kinematics and branching ratios, which
are implemented in our decay generator EXODUS following ear-
lier work published in [5,14]. The branching ratios are taken from
the compilation of particle properties in [15]. For the Dalitz decays
π0, η, η′ → e+e−γ and the decay ω → e+e−π0 we use the Kroll–
Wada expression [23] with electromagnetic transition form factors
measured by the Lepton-G Collaboration [24,25]. For the decays of
the vector mesons ρ , ω, φ → e+e− we use the expression derived
by Gounaris and Sakurai [26], extending it to 2 GeV/c2, slightly
beyond its validity range. For the J/ψ and ψ ′ → e+e− we use the
same expression modified to include radiative corrections as dis-
cussed in [21]. All vector mesons are assumed to be unpolarized.
The resulting dilepton spectra are compared to our data in Fig. 2
with the systematic uncertainties shown as a band. They are calcu-
lated as a function of mass and are dominated by the uncertainties
on the meson yield tabulated in Table 2. The uncertainty from
the measured electromagnetic transition form factors, in particular
for the ω → e+e−π0 decay, is also included but contributes visi-
bly only in the range around 500 to 600 MeV/c2. Also shown on
Fig. 2 are the contributions from open charm and bottom produc-
tion, discussed in more detail below, as well as from the Drell–Yan
process, which is negligible. The bottom panel shows the ratio of
data to the sum of all sources, hadronic cocktail, charm, bottom
and Drell–Yan. The data agree very well with the sum of all known
sources within the quoted systematic uncertainties.

Except for the vector meson peaks, the dilepton yield in the
mass range above 1.1 GeV/c2 is dominated by semileptonic de-
cays of D and B mesons correlated through flavor conservation. To
determine this contribution we subtract the meson decay cocktail
from the dilepton data, the resulting mass spectrum is shown in
Fig. 4. In the PHENIX acceptance the integrated e+e− pair yield per
event from heavy flavor decays in the range from 1.1 to 2.5 GeV/c2

is 4.21 ± 0.28(stat) ± 1.02(syst) × 10−8. The systematic uncertain-
ties are those tabulated in Table 1 plus the uncertainty on the
cocktail subtraction. The cocktail subtraction is dominated by the
high mass end of the broad ρ resonance. The ρ contribution in
this region is not very well known and we therefore assume 100%
systematic uncertainty on the ρ contribution. To estimate the ra-
pidity density of cc̄ pairs the measured e+e− pair yield is corrected
for the geometrical acceptance, i.e., corrected from requiring both
electron and positron within the PHENIX central arm acceptance to
having the electron pair within one unit of rapidity at mid-rapidity.
It then is extrapolated to zero e+e− pair mass and converted to
cc̄ using known branching ratios of semileptonic decays [15]. This
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Fig. 2. Electron–positron pair yield per inelastic p + p collision as function of pair mass. Data show statistical (bars) and systematic (shades) errors separately. The yield
per event can be converted to a cross section by multiplying with the inelastic p + p cross section of 42.2 mb. The data are compared to a cocktail of known sources.
The contribution from hadron decays is independently normalized based on meson measurements in PHENIX, the systematic uncertainties are given by the error band. The
contribution from open charm production is scaled to match the data (σcc̄ = 544 ± 39(stat) ± 142(syst) ± 200(model) μb). The inset shows the same data but focuses on
the low mass region. The bottom panel shows the ratio of data to the cocktail of known sources. The systematic uncertainties of the data are shown as boxes, while the
uncertainty on the cocktail is shown as band around 1.

Table 1
Systematic uncertainties of the dilepton yield due to different sources and for different mass ranges. The uncertainties vary with mass and the largest uncertainties are quoted
for each mass range. The contribution quoted for the jet pair subtraction also accounts for the difference in the signal observed between our two background subtraction
techniques.

< 0.4 GeV/c2 0.4–1.1 GeV/c2 1.1–3.5 GeV/c2 > 3.5 GeV/c2

Minimum bias trigger 11.3% 11.3% 11.3% 11.3%
ERT trigger efficiency 5% 5% 5% 5%
Conversion rejection 5% – – –
Mixed event background 2% 8% 4% –
Cross pair subtraction < 1% – – –
Jet pair subtraction 2% 3% 11% +70%
Reconstruction efficiency 14.4% 14.4% 14.4% 14.4%

Total 19.8% 20.8% 22.3% +73%, −19%
correction is model dependent; we used our tuned PYTHIA sim-
ulation7 to directly relate e+e− pairs from charm in the PHENIX

7 We used PYTHIA 6.205 with CTEQ5L parton distribution function [31]. We
changed PYTHIA parameters as follows: PARP(91) = 1.5 (kT ), PARP(31) = 3.5 (K fac-
tor), MSTP(33) = 1, MSTP(32) = 4 (Q 2 scale) and in addition for charm pro-
duction we use MSEL = 11 and PMAS(4,1) = 1.25 (mass), for bottom MSEL = 5
acceptance and in the mass range from 1.1 to 2.5 GeV/c2 to the cc̄
rapidity density.8

and PMAS(5,1) = 4.1 (mass), and for Drell–Yan MSEL = 11, PARP(31) = 1.8, and
CKIN(3) = 2.0 (min. parton pT ).

8 It is known that lowest order PYTHIA calculations, as we use, fail to describe
single electron production from charmed quarks produced with large pT . This is
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Fig. 3. Compilation of meson production cross sections in p + p collisions at
√

s =
200 GeV. Shown are data for neutral [16] and charged pions [17], η [18], kaons [17],
ω [19], and J/ψ [21]. The data are compared to the parameterization based on mT

scaling of the measured pion distribution, as used in our hadron decay generator.

Table 2
Hadron rapidity densities used in our hadron decay generator. For the ω and φ

meson data from this analysis were used together with data from the quoted refer-
ences.

dN
dy |y=0 Relative err. Data used

π0 1.065 ± 0.11 10% PHENIX [16,17]
η 0.11 ± 0.03 30% PHENIX [18]
ρ 0.089 ± 0.025 28% jet fragmentation [15]
ω 0.078 ± 0.018 23% PHENIX [19]
φ 0.009 ± 0.002 24% PHENIX [20]
η′ 0.016 ± 0.016 100% jet fragmentation [15]
J/ψ (1.77±0.27)×10−5 15% PHENIX [21]
ψ ′ (2.5 ± 0.7) × 10−6 27% world average [22]

For single tracks the acceptance is known to better than 5%.
Neglecting correlations between the electron and positron this
implies an uncertainty of less than 10% for pairs. However, the
fraction of e+e− pairs from correlated heavy flavor decays at
mid-rapidity depends on the dynamical correlations between the
quarks. These are not very accurately known [27], in particular in
the azimuthal direction. Therefore additional systematic uncertain-
ties need to be considered. In PYTHIA the intrinsic kT parameter
modifies the azimuthal correlation between c and c̄. We have var-
ied kT between 1 and 3 GeV/c and reevaluate the fraction of
e+e− pairs at mid-rapidity. A ±20% variation was found. Different
choices of parton distribution functions (PDFs) lead to modifica-
tions of the longitudinal correlation of the pair, often expressed as
the rapidity gap between the c and c̄ quarks. We used different

not a concern for our analysis, since the majority of the e+e− pairs in our mass
spectrum result from cc̄ pairs where the c and c̄ have low pT and large opening
angle. Future analysis of the pair pT dependence, however, will need to take this
into account.
Fig. 4. Electron–positron mass distributions from semileptonic decays of heavy fla-
vor, obtained by subtracting the contribution from π0, η, ω, ρ , φ , η′ , J/ψ and
ψ ′ mesons from the inclusive e+e− pair yield. The arrows indicate upper limits
(95% CL) in the mass regions where the charm contribution is smaller or compa-
rable to the systematic uncertainties. For all data points statistical error bars and
systematic uncertainty boxes, including data and model contributions, are shown.
Also shown is the contribution from charm (σcc̄ = 544 ± 39(stat) ± 142(syst) ±
200(model) μb), as well as expected contributions from bottom (σbb̄ = 3.7 μb) and
Drell–Yan (σbb̄ = 0.04 μb).

parton distribution functions available in PYTHIA, specifically we
have used CTEQ5L, CTEQ4L, GRV94LO, GRV98LO, and MRST(c-g).
We find ±11% deviations for the e+e− pair yield in the PHENIX
acceptance. When converting the e+e− pair yield to cc̄ pairs there
is also a ±21% uncertainty resulting from uncertainties of rela-
tive abundance of charmed hadrons and of the branching ratios
to semileptonic decays. We use an effective branching ratio for
c → e of 9.5%±1%, which was calculated from D+/D0 = 0.45±0.1,
Ds/D0 = 0.25 ± 0.1, and Λc/D0 = 0.1 ± 0.05 and the branching
ratios from [15]. The overall uncertainty on the extrapolation is
approximately 33%.

We also subtract a 7% contribution from bottom decays and the
Drell–Yan mechanism for which we assign a 100% systematic un-
certainty. For the bottom cross section we assume 3.7 μb [29], in
agreement with our data above 4 GeV/c2. Though negligible, we
have also included the contribution from the Drell–Yan mechanism
based on a cross section of 0.04 μb [28]. For the rapidity density
of cc̄ pairs at mid-rapidity we find:

dσcc̄

dy

∣∣∣∣
y=0

= 118.1 ± 8.4(stat) ± 30.7(syst) ± 39.5(model) μb. (2)

The systematic uncertainties on the data analysis and on the
model dependent extrapolation are quoted separately. Using the
rapidity distribution from HVQMNR [30] with CTEQ5M [31] PDF
as in [5], the total charm cross section is σcc̄ = 544 ± 39(stat) ±
142(syst) ± 200(model) μb. The extrapolation to 4π adds another
15% systematic uncertainty, which is included in the last term. The
charm contribution as shown in Figs. 2 and 4 has been scaled to
this result, which is compatible with our previous measurement of
single electrons, which gave σcc̄ = 567±57(stat)±224(syst) μb [5],
and with the FONLL prediction of 256+400

−146 μb [3].
Instead of fixing the bottom cross section, we have tried an al-

ternative approach. We take the shape of the bottom and charm
e+e− pair distributions from PYTHIA filtered into the PHENIX ac-
ceptance and then fit the charm and bottom contribution to the
data. For the charm cross section we obtain σcc̄ = 518 ± 47(stat) ±
135(syst)±190(model) μb, consistent with our earlier analysis. The
bottom cross section is σbb̄ = 3.9±2.5(stat)+3

−2(syst) μb. In addition
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to the model dependent systematic uncertainties, which are simi-
lar to those on the charm extraction, the subtraction of e+e− pairs
from the Drell–Yan mechanism contributes an extra 10–20% [32].
We estimate that the combined systematic uncertainty is about
50% and thus similar to the statistical error. The value for the
bottom cross section is consistent with our earlier assumption of
3.7 μb as well as with the FONLL prediction of 1.87+0.99

−0.67 μb [3].
In conclusion, we have measured e+e− pairs in the mass range

from 0 to 8 GeV/c2 in p+ p collisions at
√

s = 200 GeV. Within the
systematic uncertainties the data can be described by known con-
tributions from light meson decays, mostly measured in the same
experiment, as well as from semileptonic decays of mesons carry-
ing heavy flavor. The required charm and bottom production cross
sections are consistent with the upper FONLL predictions and with
the PHENIX measurement of single electrons.
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Neutral pion transverse momentum (pT) spectra at midrapidity (jyj & 0:35) were measured in Cuþ Cu

collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4, 62.4, and 200 GeV. Relative to �0 yields in pþ p collisions scaled by the

number of inelastic nucleon-nucleon collisions (Ncoll) the �
0 yields for pT * 2 GeV=c in central Cuþ Cu

collisions are suppressed at 62.4 and 200 GeV whereas an enhancement is observed at 22.4 GeV. A

comparison with a jet-quenching model suggests that final state parton energy loss dominates in central

Cuþ Cu collisions at 62.4 and 200 GeV, while the enhancement at 22.4 GeV is consistent with nuclear

modifications in the initial state alone.

DOI: 10.1103/PhysRevLett.101.162301 PACS numbers: 25.75.Dw

The measurement of particle yields at high transverse
momentum (pT * 2 GeV=c) has played a key role in
characterizing the medium created in nucleus-nucleus col-
lisions at the Relativistic Heavy Ion Collider (RHIC) [1,2].
Hadrons produced at sufficiently high pT result from the
interaction of quarks and gluons with high momentum
transfer (‘‘hard scattering’’) which can be described by
perturbative quantum chromodynamics (pQCD). These
hadrons are produced as particle jets in the fragmentation
of the scattered partons. A scattered parton propagating
through a medium with high color-charge density such as a
quark-gluon plasma loses energy (‘‘jet quenching’’) result-
ing in hadron yields at high pT being suppressed [3]. Such
a suppression was indeed observed in central Auþ Au
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 130 and 200 GeVat RHIC, providing

evidence for large color-charge densities in these systems
[4–6]. This Letter presents results on the onset of �0

suppression in Cuþ Cu collisions as a function of
ffiffiffiffiffiffiffiffi
sNN

p
.

Characteristic properties of the suppression of hadrons
at high pT , e.g., the dependence on pT and centrality, were
studied in detail in Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV [5]. However, the energy dependence of hadron
production in Aþ A collisions as predicted by jet-
quenching models [7–9] is not well constrained by mea-
surements. Work in this direction was presented in [10–
13]. To study the energy dependence of jet quenching it is
desirable to measure identified particles in the same collid-
ing system over a large

ffiffiffiffiffiffiffiffi
sNN

p
range and to compare to pþ

p reference data measured in the same experimental setup.
Identified particles provide an advantage over unidentified
hadrons in that the interpretation is not complicated by the

different contributions from baryons and mesons. The
study of Cuþ Cu collisions is particularly useful because
hadron suppression in Auþ Au collisions is observed for
rather peripheral collisions with a number of participating
nucleons of Npart � 50–100 [5]. This Npart range can be

studied with reduced uncertainties in Ncoll with the smaller
63Cu nucleus.
A critical parameter in jet-quenching models is the

initial color-charge density of the medium. By studying
Cuþ Cu collisions in the range

ffiffiffiffiffiffiffiffi
sNN

p � 20–200 GeV this

parameter can be varied with essentially no change in
transverse size and shape of the reaction zone. Moreover,
the enhancement of hadron yields due to multiple soft
scattering of the incoming partons (‘‘nuclear kT’’ or
‘‘Cronin enhancement’’) is expected to increase towards
smaller

ffiffiffiffiffiffiffiffi
sNN

p
[8], thus the interplay between this enhance-

ment and the suppression due to parton energy loss can be
studied.
In this Letter we present �0 yields for Cuþ Cu colli-

sions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4, 62.4, and 200 GeV. Reference data

for pþ p collisions at
ffiffiffi
s

p ¼ 62:4 and 200 GeV were taken
with the same experiment [14,15]. At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4 GeV a

pþ p reference was obtained from a parametrization of
the world’s data on pion production [16].
Neutral pions were measured via their �0 ! �� decay

branch with the electromagnetic calorimeter (EMCal) of
the PHENIX experiment [17]. The EMCal comprises two
calorimeter types: 6 sectors of a lead scintillator sampling
calorimeter (PbSc) and 2 sectors of a lead glass Cherenkov
calorimeter (PbGl). Each sector is located �5 m from the
beam line and subtends j�j< 0:35 in pseudorapidity and
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�’ ¼ 22:5� in azimuth. Owing to the PbSc (PbGl) gran-
ularity of ��� �’ ¼ 0:011� 0:011 (0:008� 0:008) the
probability that the two photon showers from a �0 decay
result in partially overlapping clusters is negligible up to a
�0 pT of 12 GeV=c (15 GeV=c). The energy calibration of
the EMCal was corroborated by the position of the �0

invariant mass peak, the energy deposited by minimum
ionizing charged particles traversing the EMCal (PbSc),
and the correlation between the measured momenta of
electron and positron tracks identified by the ring-imaging
Cherenkov detector and the associated energy deposited in
the EMCal. These studies showed that the accuracy of the
energy measurement was better than 1.5%.

The total number of analyzed Cuþ Cu events for the
three energies is shown in Table I. The minimum bias (MB)
trigger for all reaction systems was provided by beam-
beam counters (BBCs) located at 3:0 & j�j & 3:9. The
reaction vertex along the beam axis, determined from the
arrival time differences in the BBCs, was required to be in
the range jzj � 30 cm. An additional high-pT trigger was
employed in Cuþ Cu at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. This trigger

was based on the analog energy signal measured in over-
lapping 4� 4 towers of the EMCal in coincidence with the
MB trigger condition. It reached an efficiency plateau for
photon energies E * 4 GeV.

The centrality selection in Cuþ Cu at
ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV and

ffiffiffiffiffiffiffiffi
sNN

p ¼ 62 GeV was based on the charge

signal of the BBCs which is proportional to the charged-
particle multiplicity. The BBC trigger efficiency ("trig) for

these systems was determined with the aid of the HIJING

event generator and a full GEANT simulation of the BBC
response (see Table I). At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4 GeV centrality

classes were defined based on the charged-particle multi-
plicity NPC1 measured with the pad chamber (PC1) detec-
tor (j�j< 0:35). The measured NPC1 distribution was
accurately reproduced in a Glauber Monte Carlo calcula-
tion [18] and centrality classes were determined by iden-
tical cuts on the measured and simulated PC1
multiplicities. In the Glauber calculation NPC1 was as-
sumed to scale with N�

part and multiplicity fluctuations

were described with a negative binomial distribution.
Varying � and the negative binomial distribution parame-
ters, the measured NPC1 distribution could be reproduced

with "trig values between 0.75 and 0.90. Possible autocor-

relations between NPC1 and the �0 yield resulting from
measuring these quantities in the same pseudorapidity
range were studied with HIJING and found to be negligible.
Results of the Glauber calculations for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4, 62.4,
and 200 GeV are shown in Table II.
Neutral pion yields were measured on a statistical basis

by calculating the invariant mass of all photon pairs in a
given event and counting those within the �0 mass range.
The background of combinatorial pairs was calculated by
pairing photon hits from different events. Only photon
pairs with an energy asymmetry jE1 � E2j=ðE1 þ E2Þ<
0:7 were accepted. The raw �0 yields were corrected for
the geometrical acceptance and reconstruction efficiency.
The latter takes into account the loss of �0’s due to photon
identification cuts, the energy asymmetry cut, inactive
detector areas, and photon conversions. Moreover, it cor-
rects the distortion of the �0 spectrum which results from
the finite energy resolution in conjunction with the steeply
falling spectra and shower overlap effects. The reconstruc-
tion efficiency was determined in a Monte Carlo simula-
tion and is typically on the order of "�0 � 0:7–0:8. For
Cuþ Cu at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV the transition between the

minimum bias and the high-pT sample occurs at pT ¼
8 GeV=c. The final spectra were calculated as the weighted
average of the PbSc and PbGl results, which agree within
15%, a deviation well covered by the uncertainties.
The main systematic uncertainties of the �0 spectra

result from the �0 peak extraction, the reconstruction
efficiency, and the EMCal energy calibration. For pT *
2 GeV=c the peak extraction uncertainty is �4% for all
systems, approximately independent of pT . The uncer-
tainty in the reconstruction efficiency was estimated to be
�15% for the three Cuþ Cu analyses. The uncertainty in
the EMCal energy scale of 1.5% translates into an uncer-

TABLE I. Cuþ Cu data sets presented with the number of
analyzed events. For the data taken with the high-pT trigger, the
number of equivalent minimum bias events is given. At
22.4 GeV the given "trig range indicates the uncertainty.

ffiffiffiffiffiffiffiffi
sNN

p
(GeV) "trig NMB

evt N
high�pT
evt (N

sampled
evt )

22.4 75%–90% 5:8� 106 � � �
62.4 ð88� 4Þ% 192� 106 � � �
200 ð94� 2Þ% 794� 106 15:5� 106 (4720� 106)

TABLE II. Glauber Monte Carlo calculations for Cuþ Cu
collisions at 22.4, 62.4, and 200 GeV using inelastic cross
sections of 32.3, 35.6, and 42 mb, respectively. The Ncoll system-
atic uncertainty at 62.4 and 200 GeV is �12%, almost indepen-
dent of Ncoll. At 22.4 GeV the relative uncertainty of Ncoll can be
parametrized as 0:094þ 0:173e�0:0272Ncoll .

22.4 GeV 62.4 GeV 200 GeV

hNparti hNcolli hNparti hNcolli hNparti hNcolli
0%–10% 92.2 140.7 93.3 152.3 98.2 182.7

10%–20% 67.8 93.3 71.1 105.5 73.6 121.1

20%–30% 48.3 59.7 51.3 67.8 53.0 76.1

30%–40% 34.1 38.0 36.2 42.6 37.3 47.1

40%–50% 23.1 22.9 24.9 26.2 25.4 28.1

50%–60% 15.5 13.9 16.1 15.0 16.7 16.2

60%–70% � � � � � � � � � � � � 10.4 9.0

70%–80% � � � � � � � � � � � � 6.4 4.9

80%–94% � � � � � � � � � � � � 3.6 2.4

60%–88% � � � � � � 7.0 5.5 � � � � � �
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tainty in the yields that increases from �8% at pT ¼
3 GeV=c to 15% at pT ¼ 6 GeV=c. The part of the spectra
in Cuþ Cu at 200 GeV measured with the high-pT trigger
is subject to an additional uncertainty of 10% related to the
trigger efficiency.

PHENIX has not yet acquired a pþ p data set at
ffiffiffi
s

p ¼
22:4 GeV. In [16] the world’s data on charged and neutral
pion production for 21:7 � ffiffiffi

s
p � 23:8 GeVwere scaled toffiffiffi

s
p ¼ 22:4 GeV and fit with Ed3�=d3p ¼ Að1þ
pT=p0Þnð1� 2pT=

ffiffiffi
s

p Þm where A ¼ 174:4 mbGeV�2c3,
p0 ¼ 2:59 GeV=c, n ¼ �17:43, m ¼ 6:15. The scaling
correction was determined with a next-to-leading-order
pQCD calculation. The correction is largest for

ffiffiffi
s

p ¼
23:8 GeV and reduces these spectra by �30%. The sys-
tematic uncertainty of the fit increases from�12% at pT ¼
1:5 GeV=c to �23% at pT ¼ 4:0 GeV=c [16].

The �0 pT spectra for pþ p and central Cuþ Cu
collisions (0%–10% of �CuþCu

inel ) at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4; 62:4

[14], and 200 GeV [6] are shown in Figs. 1(a) and 1(b).
At sufficiently high pT where pion production in pþ p
collisions is dominated by fragmentation of jets, QCD

predicts a scaling law
ffiffiffi
s

p
neff ðxT;

ffiffi
s

p Þ Ed3�=d3p ¼ GðxTÞ
with a universal function GðxTÞ where xT ¼ 2pT=

ffiffiffi
s

p
[19]. Figure 1(c) shows that such a scaling in xT is indeed
observed for pþ p collisions at 22.4, 62.4, and 200 GeV,
consistent with previous observations [20]. The xT values
at which the universal curve GðxTÞ is reached indicate that
particle production is dominated by hard processes for
pT * 2 GeV=c.

Nuclear effects on high-pT �0 production can be quan-
tified with the nuclear modification factor

RAAðpTÞ ¼ ð1=Nevt
AAÞd2NAA=dpTdy

hTAAid2�pp=dpTdy
; (1)

where hTAAi ¼ hNcolli=�inel
pp . Figure 2 shows RAAðpTÞ for

the 0%–10% most central Cuþ Cu collisions. The sup-
pression at 62.4 GeV (RAA � 0:6 for pT * 3 GeV=c) and

200 GeV (RAA � 0:5–0:6 for pT * 3 GeV=c) is consistent
with expectations from parton energy loss. The RAA > 1 in
Cuþ Cu at 22.4 GeV is similar to the enhancement by a
factor �1:5 (at pT � 3 GeV=c) observed in pþW rela-
tive to pþ Be collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:4 and 23.8 GeV

[21]. For similar Npart values the RAA in Cuþ Cu at

22.4 GeV agrees with the RAA in Pbþ Pb collisions at
17.3 GeV [12].
For pT * 3 GeV=c the measured RAA values at 62.4 and

200 GeV are consistent with a numerically evaluated par-
ton energy-loss model described in [22,23]; see Fig. 2. This
calculation takes into account shadowing from coherent
final state interactions in nuclei [24], Cronin enhancement
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[25], initial state parton energy loss in cold nuclear matter
[26], and final state parton energy loss in dense partonic
matter [9,22,23]. The Cronin enhancement measured in
pþ A collisions is described well by this model [25].
The initial gluon rapidity density dNg=dywhich character-
izes the medium was not fit to the RAA values, but instead
was constrained by measured charged-particle multiplic-
ities and the assumption of parton-hadron duality
(dNg=dy ¼ �d�=dydNch=d� with � ¼ 3=2� 30% and
d�=dy 	 1:2 at all energies) [22,23]. The average frac-
tional energy losses �E=E for a quark (gluon) with E ¼
6 GeV corresponding to the dNg=dy ranges in Fig. 2 are
0.13–0.19 (0.29–0.42), 0.16–0.20 (0.35–0.44), 0.20–0.28
(0.44–0.63) in central Cuþ Cu collisions at 22.4, 62.4,
and 200 GeV, respectively [23]. For Cuþ Cu at

ffiffiffiffiffiffiffiffi
sNN

p ¼
22:4 GeV the calculation is also shown without final state
parton energy loss. The measurement is consistent with
this calculation but does not rule out a scenario with parton
energy loss.

Figure 3 shows that the �0 suppression in the range
2:5<pT < 3:5 GeV=c increases towards more central
Cuþ Cu collisions for

ffiffiffiffiffiffiffiffi
sNN

p ¼ 62:4, 200 GeV. On the

other hand, RAA at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4 GeV remains approxi-

mately constant as a function of Npart, suggesting either

that the Cronin enhancement depends only weakly on
centrality or that in this energy range parton energy loss
is offset by the larger effect of Cronin enhancement.

In conclusion, high-pT �0 yields in central Cuþ Cu
collisions at 62.4 and 200 GeV are suppressed, suggesting
that parton energy loss is significant, while at 22.4 GeV the
�0 yields for pT * 2 GeV=c are not suppressed. The RAA

measured in central Cuþ Cu at 22.4 GeV is consistent
with Cronin enhancement alone but does not rule out
parton energy-loss effects. These measurements provide a
unique constraint for jet-quenching models and demon-
strate that parton energy loss starts to prevail over the
Cronin enhancement between

ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4 and 62.4 GeV.
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W. C. Smith,1 A. Soldatov,18 R. A. Soltz,30 W. E. Sondheim,31 S. P. Sorensen,52 I. V. Sourikova,3 F. Staley,11 P. W. Stankus,39

E. Stenlund,33 M. Stepanov,38 A. Ster,25 S. P. Stoll,3 T. Sugitate,17 C. Suire,40 J. P. Sullivan,31 J. Sziklai,25 T. Tabaru,44

S. Takagi,54 E. M. Takagui,47 A. Taketani,43,44 K. H. Tanaka,24 Y. Tanaka,36 K. Tanida,43,44 M. J. Tannenbaum,3 A. Taranenko,49

P. Tarján,12 T. L. Thomas,37 M. Togawa,28,43 A. Toia,50 J. Tojo,43 L. Tomášek,20 H. Torii,43 R. S. Towell,1 V.-N. Tram,29
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Azimuthal angle (�φ) correlations are presented for a broad range of transverse momentum (0.4 < pT <

10 GeV/c) and centrality (0–92%) selections for charged hadrons from dijets in Au+Au collisions at
√

sNN =
200 GeV. With increasing pT , the away-side �φ distribution evolves from a broad and relatively flat shape to a
concave shape, then to a convex shape. Comparisons with p + p data suggest that the away-side distribution can
be divided into a partially suppressed “head” region centered at �φ ∼ π , and an enhanced “shoulder” region
centered at �φ ∼ π ± 1.1. The pT spectrum for the associated hadrons in the head region softens toward central
collisions. The spectral slope for the shoulder region is independent of centrality and trigger pT . The properties
of the near-side distributions are also modified relative to those in p + p collisions, reflected by the broadening of
the jet shape in �φ and �η, and an enhancement of the per-trigger yield. However, these modifications seem to be
limited to pT <∼ 4 GeV/c, above which both the hadron pair shape and per-trigger yield become similar to p + p

collisions. These observations suggest that both the away- and near-side distributions contain a jet fragmentation
component which dominates for pT >∼ 5 GeV/c and a medium-induced component which is important for pT <∼
4 GeV/c. We also quantify the role of jets at intermediate and low pT through the yield of jet-induced pairs in
comparison with binary scaled p + p pair yield. The yield of jet-induced pairs is suppressed at high pair proxy
energy (sum of the pT magnitudes of the two hadrons) and is enhanced at low pair proxy energy. The former is
consistent with jet quenching; the latter is consistent with the enhancement of soft hadron pairs due to transport
of lost energy to lower pT .

DOI: 10.1103/PhysRevC.78.014901 PACS number(s): 25.75.Dw

I. INTRODUCTION

High transverse momentum (pT ) partons are informative
probes of the high energy density matter created in nuclear
collisions at the BNL Relativistic Heavy-Ion Collider (RHIC).
These partons lose a large fraction of their energy in the matter
prior to forming final state hadrons. Such an energy loss is
predicted to lead to a reduction of both single hadron and
correlated dihadron yields at high pT [1–3], a phenomenon
known as jet quenching. Indeed, current results for high
pT have revealed a strong suppression of inclusive hadron
yields [4–6], as well as the suppression of correlated away-side
hadron pairs [7].

Despite this strong suppression, particle production for
pT >∼ 5 GeV/c appears to have a significant contribution
from in-vacuum jet fragmentation. This is suggested by a
pT -independent suppression factor for single hadrons [4–6,8],
which implies a p + p-like power law spectral shape in
Au+Au collisions, and similar π0 to η meson [9,10] and proton
to pion [6,11] ratios between Au+Au and p + p collisions.
More direct evidence has been provided by high-pT dihadron
azimuthal angle (�φ) correlation measurements. In particular,
our current measurements, as well as prior ones [12,13], reveal
characteristic jet-like peaks for the near-side (�φ ∼ 0) and the
away-side (�φ ∼ π ) at high pT .

In most energy loss models, the stopping power of the
medium is normally characterized by the transport coefficient
q̂, defined as the squared average momentum transfer from
the medium to the hard parton per unit path length. However,
because of the steeply falling parton spectra and strong jet
quenching, the observed high-pT single hadrons and hadron
pairs mainly come from (di)jets that suffer minimal interaction
with the medium. Thus, the overall suppression factor is
sensitive to the full energy loss probability distribution instead

*Deceased.
†PHENIX spokesperson: jacak@skipper.physics.sunysb.edu

of just the average energy loss itself. In fact, simple calculations
[14] with different energy loss probability distributions have
been shown to match the data quite well. However, the
extracted 〈q̂〉 values are sensitive to the theoretical models and
their associated assumptions [15]. Additional experimental
constraints on the dynamics of the energy loss processes are
clearly needed.

To improve our understanding of the parton-medium
interactions, it is important to study the fate of partons
that suffer energy loss in the medium. These partons are
quenched by the medium and their energy is believed to
be transported to lower-pT hadrons (pT <∼ 4 GeV/c). Prior
measurements [7,16–20] in this pT region, as well as the
present study, indicate strong modifications of the near- and
away-side �φ distributions. The near-side jet-induced pairs
peak at �φ ∼ 0, but the peak is broadened and enhanced
with respect to p + p collisions. The away-side jet-induced
pairs are observed to peak at �φ ∼ π ± 1.1 [13,18,19] with
a local minimum at �φ ∼ π . These modification patterns
reflect characteristics of the energy transport of the quenched
partons in both pT and �φ. Many mechanisms for this energy
transport have been proposed for the near-side [21–28] and
away-side [23–25,29–36].

Such energy transport is expected to enhance jet con-
tributions to the production of low-pT hadrons. However,
jet-induced hadron pair correlations can be affected by
soft processes such as hydrodynamic flow [37] and quark
coalescence [38–41], which dominate hadron production in
the intermediate-pT region. The coupling of partons with
hydrodynamic flow could modify the jet shape and yield.
Similarly, quark coalescence could modify the particle com-
position in the near- and away-side jets [42,43]. Therefore,
detailed correlation studies for pT <∼ 4 GeV/c can improve our
knowledge of the interplay between soft and hard processes
for hadron production.

In this paper, we present a detailed survey of the trigger
pT , partner pT , and centrality dependence of the near- and
away-side jet shapes and yields from Au+Au collisions.
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These measurements provide a comprehensive overview of
the different physical features that come into play for different
pT ranges, and provide new insights on the interplay between
the processes leading to jet energy loss and the response
of the medium to the lost energy. In addition, they allow a
detailed study of the similarities and differences between the
correlation patterns for the near- and away-side jets. When
coupled with inclusive hadron production, these measurements
also allow quantification of the role of jets at intermediate pT ,
where the particle production is believed to be dominated by
the soft processes.

The results reported here comprise significant extensions to
results published earlier [13,19]. In Sec. II, we introduce vari-
ables used to quantify the jet properties and their in-medium
modifications. In Sec. III, we present data analysis details,
jet signal extraction and background subtraction, and several
sources of systematic errors related to the measurements. The
main results are presented in Sec. IV, and model comparisons
and discussions are given in Sec. V. Several technical issues
related to the correlation analysis are addressed in Appendixes
A–C, and tabulated data are given in Appendix A.

II. JET AZIMUTHAL CORRELATIONS

The defining characteristic of a jet is the collimated
production of hadrons in the direction of a fragmenting parton.
Traditionally, such energetic jets have been identified using
standard jet reconstruction algorithms. However, direct jet
reconstruction in heavy-ion collisions is difficult because of the
large amount of soft background. Measurements in a relatively
limited acceptance also pose additional challenges because of
possible leakage of the jet fragments outside of the detectors
acceptance.

The two-particle (dihadron) relative azimuthal angle (�φ)
correlation technique provides an alternative approach for
accessing the properties of jets. Two classes of hadrons, trigger
hadrons (denoted as type a) and partner hadrons (denoted
as type b), typically from different pT ranges, are correlated
with each other. Jet properties are extracted on a statistical
basis from the �φ distribution built of many events. This
approach overcomes problems due to background and limited
acceptance and allows the study of jets to be extended to low
pT where soft processes dominate.

To leading order in QCD, high-pT jets are produced
back-to-back in azimuth. This back-to-back correlation is,
however, smeared by the fragmentation process and initial and
final state radiation, to give a characteristic �φ distribution
schematically shown in Fig. 1 [44]. Hadron pairs from the
same jet (near-side) dominate at �φ = φa − φb ∼ 0, and
those from back-to-back dijets (away-side) tend to appear at
�φ ∼ π .

Two observables commonly exploited in dihadron correla-
tion studies are the hadron-pair yield (the rate of jet-induced
hadron pairs per event, JPY) and the per-trigger yield (jet-
induced hadron-pair yield divided by trigger yield, Yjet ind) in
a given event sample. The former is related to the two-particle
cross section for jet production; the latter is related to the ratio

FIG. 1. (Color online) Cartoon of hadron pair distribution in �φ

for p + p collisions. It has two peaks corresponding to near- and
away-side jet, and a flat component representing the underlying event
pairs.

of the two-particle to single-particle cross sections:

JPY
(
pa

T , pb
T ,�φ

) ≡ 1

Nevts

d3Nab

dpa
T dpb

T d�φ

= 1

σtot

d3σjet ind

dpa
T dpb

T d�φ
, (1)

Yjet ind
(
pa

T , pb
T ,�φ

) ≡ JPY
(
pa

T , pb
T ,�φ

)/ dNa

Nevtsdp
a
T

= d3σjet ind

dpa
T dpb

T d�φ

/
dσ

dpa
T

, (2)

where Nab is the number of jet-induced hadron pairs, Nevts

is the number of events, and σtot is the semi-inclusive cross
section for that event sample. Thus, JPY is simply the product
of the per-trigger yield and the number of triggers. To first
order, the two-particle cross section for the near-side jet is
governed by the dihadron fragmentation function. By contrast,
the cross section for the away-side jet is governed by two
independent fragmentation functions; i.e., one parton produces
a hadron with pa

T and the other scattered parton produces a
hadron with pb

T .
In A + A collisions, the single-hadron and dihadron cross

sections can be modified by the medium. This modification can
be quantified by comparing the yield in A + A collisions to that
for p + p collisions. Thus, modification to the single-hadron
cross section is characterized by the nuclear modification
factor RAA

RAA(pT ) = 1/σA+A(dσA+A/dpT )

〈Ncoll〉/σp+p(dσp+p/dpT )
, (3)

where σA+A and σp+p are the semi-inclusive cross sections in
A + A and p + p collisions, respectively. 〈Ncoll〉 is the average
number of binary collisions for a given centrality selection in
A + A collisions. Modification of the dihadron cross section
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can be characterized by JAA, which is defined as

JAA

(
pa

T , pb
T ,�φ

) = JPYA+A

〈Ncoll〉 JPYp+p

= 1

σA+A

d3σA+A
jet ind

dpa
T dpb

T d�φ

/

× 〈Ncoll〉
σp+p

d3σ
p+p

jet ind

dpa
T dpb

T d�φ
. (4)

In the absence of nuclear effects, both the single-hadron and
dihadron cross sections from jets are expected to scale with
〈Ncoll〉. Therefore, RAA and JAA should be equal to unity.

The medium modifications of jets are also characterized by
the per-trigger yield and its corresponding modification factor
IAA, that is,

IAA

(
pa

T , pb
T

) = YA+A
jet ind

(
pa

T , pb
T

)
Y

p+p

jet ind

(
pa

T , pb
T

) . (5)

In general, the value of IAA depends on modifications to
both the hadron-pair yield and the trigger yield. For high-pT

correlation measurements, the per-trigger yield is a convenient
choice, since each jet typically produces at most one high-
pT trigger. Because of the steeply falling parton spectrum,
the probability of having a high-pT parton that produces
multiple trigger hadrons is small. Thus the per-trigger yield
effectively represents the per-jet yield in p + p collisions, and
IAA represents the modification of the partner yield per-jet.
For intermediate and low pT , however, jet fragmentation
is not the only source of triggers, and this can lead to an
artificial reduction of the per-trigger yield (see discussion in
Sec. IV E). For such situations, JAA is a more robust variable
for correlation analysis since it is only sensitive to the
modification of jet-induced hadron pairs.

JPY and JAA are symmetric with respect to pa
T and pb

T .
By contrast, the per-trigger yield and IAA are not because of
the appearance of the normalization factor Na in Eq. (2). This
normalization factor is the only distinction between triggers
and the partners in this analysis. In addition, JPY can be
expressed in terms of the per-trigger yield and the inclusive
yield as

JPY
(
pa

T , pb
T

) = Yjet ind
(
pa

T , pb
T

) dNa

Nevtsdp
a
T

= Yjet ind
(
pb

T , pa
T

) dNb

Nevtsdp
b
T

. (6)

Similarly, JAA can be expressed in terms of RAA and IAA as

JAA

(
pa

T , pb
T

) = IAA

(
pa

T , pb
T

)
RAA

(
pa

T

)
= IAA

(
pb

T , pa
T

)
RAA

(
pb

T

)
. (7)

Thus, IAA(pb
T , pa

T ) can be calculated from IAA(pa
T , pb

T ),
RAA(pa

T ), and RAA(pb
T ).

In the current analysis, the in-medium modifications of
the jet shape and yield are characterized via comparisons
of the per-trigger yield and hadron-pair yield in Au+Au
and p + p collisions, i.e., via IAA and JAA. As discussed
earlier, these quantities are defined in their differential form in

�φ,pa
T , and pb

T . Operationally, this means that the hadron-
pair yields and the per-trigger yields are measured in a finite pT

range and/or integrated over a limited �φ range. IAA and JAA

are then obtained from these integrated yields.

III. EXPERIMENTAL ANALYSIS

A. Dataset and centrality

The results presented in this article are based on three
datasets collected with the PHENIX detector [45] at

√
sNN =

200 GeV, during the 2004–2005 RHIC running periods. The
first is comprised of a minimum-bias (MB) Au+Au dataset
triggered by the beam-beam counters (BBCs) and the zero-
degree calorimeters (ZDCs) and taken in 2004. The second is
a MB p + p dataset triggered by the BBCs and taken in 2005,
and the third is a level-1 triggered (LVL1) p + p dataset also
obtained in 2005. The level-1 trigger requirement is an energy
threshold of 1.4 GeV in 4×4 electromagnetic calorimeter
(EMC) towers in coincidence with the BBC trigger [46]. The
MB and LVL1 p + p datasets serve as baseline measurements
for the Au+Au dataset; they are used to select triggers for
pT < 5 and pT > 5 GeV/c, respectively.

The collision vertex along the beam direction, z, was
measured by the BBCs. After making an offline vertex cut of
|z| < 30 cm and selecting good runs, a total of 840 million
or 136 µb−1 Au+Au events were obtained. This is a 30
times higher than obtained in a previous analysis [18]. The
total statistics for MB p + p and LVL1 p + p datasets are
equivalent to 73 nb−1 and 2.5 pb−1 sampled luminosities,
respectively.

The event centrality was determined via cuts in the space
of BBC charge vs ZDC energy [47]. The efficiency of the
MB triggered events is estimated to be 92.2+2.5

−3.0% of the total
Au+Au inelastic cross section (6.9 b) [6]. To optimize the
pT reach of our results, relatively coarse centrality selections
of 0–20%, 20–40%, 40–60%, and 60–92.2% were chosen.
However for pT < 4 GeV/c, excellent statistical significance
of the measurements allows the results to be presented in fine
centrality selections of 0–5%, 5–10%, 10–20%, 20–30%, 30–
40%, 40–50%, 50–60%, 60–70%, and 70–92.2%.

A Glauber model Monte Carlo simulation [48,49] that
includes the responses of the BBCs and ZDCs was used to
estimate the average number of binary collisions 〈Ncoll〉 and
participating nucleons 〈Npart〉 for each centrality class. These
values are listed in Table I.

B. Tracking and background estimation

Charged hadrons were reconstructed in the two central arms
of PHENIX, each covering −0.35 to 0.35 in pseudorapidity
and 90◦ in azimuth. Tracks were measured outside the
PHENIX central magnetic field by the drift chambers, located
at a radius of 2.0 m from the vertex, and two layers of multiwire
proportional chamber (PC1 and PC3), located 2.5 and 5.0 m,
respectively, from the vertex [47]. The momentum resolution
was determined to be 0.7% ⊕ 1.0% p (GeV/c) [6].
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TABLE I. Average number of nucleon-nucleon collisions
〈Ncoll〉 and participant nucleons 〈Npart〉 for several centrality
classes. 〈Ncoll〉 and 〈Npart〉 are obtained from a Glauber Monte
Carlo simulation of the response of the BBCs and ZDCs in Au+Au
collisions at

√
sNN = 200 GeV. The errors for these centrality

classes are correlated.

Centrality 〈Ncoll〉 〈Npart〉
0–5% 1065 ± 105.5 351.4 ± 2.9
5–10% 854.4 ± 82.1 299 ± 3.8
10–20% 602.6 ± 59.3 234.6 ± 4.7
20–30% 373.8 ± 39.6 166.6 ± 5.4
30–40% 219.8 ± 22.6 114.2 ± 4.4
40–50% 120.3 ± 13.7 74.4 ± 3.8
50–60% 61.0 ± 9.9 45.5 ± 3.3
60–70% 28.5 ± 7.6 25.7 ± 3.8
70–92% 8.3 ± 2.4 9.5 ± 1.9
min. bias 257.8 ± 25.4 109.1 ± 4.1

0–20% 779 ± 75.2 279.9 ± 4.0
20–40% 297 ± 30.8 140.4 ± 4.9
40–60% 90.6 ± 11.8 60 ± 3.5
60–92% 14.5 ± 4 14.5 ± 2.5

To reduce background particles that do not originate from
the event vertex, such as weak decays and conversion electrons,
tracks were required to have a matching hit within a ±2.3σ

window in PC3. For pT > 4 GeV/c, an additional matching
hit at the EMC was required to suppress background tracks
that randomly associate with a hit in PC3 [6]. For triggers with
pT > 5 GeV/c, a pT -dependent energy cut in the EMC and a
tight ±1.5σ matching cut at the PC3 were applied to reduce
the physical background from post-field photon conversions
and weak decays to a level <10% of real tracks [50]. This
energy cut helps to suppress any level-1 bias for the LVL1
p + p dataset. We checked the consistency between the MB
and LVL1 p + p datasets for triggers with pT > 5 GeV/c by
performing the same analysis separately on the two p + p

datasets. Any remaining biases due to level-1 trigger selection
were found to be within the quoted errors. With these cuts,
the background level for triggers was estimated to be <∼5% for
pT <∼ 3 GeV/c, and increases to ∼10% for pT > 4 GeV/c [6].
A pT -dependent correction to the per-trigger yield was used
to account for this background.

For partner hadrons, the same matching cuts used for trigger
hadrons were applied. However, the pT -dependent energy
cut for 5−10 GeV/c partners was found to be unnecessary.
The jet-associated partner charged hadron spectrum is much
flatter than that for the trigger hadrons. Thus, the background
contamination of partners is much reduced relative to that
for the trigger hadrons. In addition, the background tracks
contributing to combinatoric pairs do not affect the jet signal
and can be subtracted out.

A full GEANT-based simulation of PYTHIA-generated jet
events in the PHENIX detector, as detailed in Ref. [50], was
used to evaluate the effects of this high-pT background for
partner hadrons. Partner yields were extracted following the
same procedures used for the actual data analysis. These were
then compared with the input partner hadron spectra. For

high-pT triggered events, the background contributions to the
partner hadrons were found to be less than 10% for integrated
partner yields in the 5–10 GeV/c cut.

The single particle efficiency for triggers and partners, εa

and εb in Eqs. (15) and (17), were determined such that the
single unidentified hadron pT spectra reproduce the previously
published data for Au+Au [6] and p + p [51]. It includes
detector acceptance, reconstruction efficiency, occupancy, and
background [6]. The detector acceptance and reconstruction
efficiency were estimated with a Monte Carlo simulation
in which simulated single tracks were reconstructed in the
PHENIX detector, using the same analysis chain employed for
the real data. The efficiency loss due to detector occupancy in
Au+Au collisions was estimated by reconstructing simulated
single tracks embedded into real events. More details can be
found in the Au+Au [6] and p + p [51] analyses.

C. Jet signal extraction

The dihadron correlation technique is commonly employed
in PHENIX for jet measurements, because it surmounts
the challenges posed by the detector’s limited azimuthal
acceptance for single hadrons. Even so, physical correlations
due to anisotropic production of hadrons relative to the reaction
plane in Au+Au collisions, i.e., the elliptic flow, need to
be distinguished from the jet correlations. In what follows,
we lay out the framework for our correlation analysis and
an associated decomposition procedure used to separate the
elliptic flow and jet correlation contributions. We define the
azimuthal correlation function as

C(�φ) ≡ N same (�φ)

Nmixed (�φ)
, (8)

where N same(�φ) and Nmixed(�φ) are pair distributions from
the same and mixed events, respectively. Each mixed event
is constructed by combining triggers from a real event with
partners from a different, randomly selected event with similar
centrality and collision vertex as the real event.

The shape of the mixed-event pair distribution reflects the
pair �φ acceptance of the PHENIX detector, but it does
not contain physical correlations. The integral of mixed-event
pairs reflects the rate of the combinatoric pairs,∫

d�φNmixed(�φ) = Nevts〈na〉〈nb〉, (9)

where Nevts is the number of events and 〈na〉, 〈nb〉 represent
the average number of triggers and partners per event in
the PHENIX acceptance. Both N same(�φ) and Nmixed(�φ)
are affected by the pair efficiency, which cancels out in the
ratio (see Appendix A). Therefore, the correlation function in
Eq. (8) contains only physical correlations.

The elliptic flow correlation leads to a harmonic modulation
of the combinatoric pair distribution by a factor that is
proportional to (1 + 2va

2vb
2 cos 2�φ), where va

2 and vb
2 are

the average elliptic flow values for triggers and partners,
respectively. To extract the jet-induced pairs, we follow a
two-source ansatz in which each particle is assumed to come
from a jet-induced source and an underlying event containing

014901-6



DIHADRON AZIMUTHAL CORRELATIONS IN Au+Au . . . PHYSICAL REVIEW C 78, 014901 (2008)

elliptic flow. The pair distribution can be expressed as

N same(�φ) = ξ
(
1 + 2va

2vb
2 cos 2�φ

)
Nmixed(�φ) + Jet(�φ)

(10)

Where the Jet(�φ) represents all pairs from (di)jets. The
integral of N same can be written as∫

d�φN same(�φ) = Nevts〈nanb〉 +
∫

d�φJet(�φ). (11)

Comparing to Eq. (9), we obtain

ξ = 〈nanb〉
〈na〉〈nb〉 . (12)

Thus, ξ is simply the ratio of the trigger-partner combinatoric
rate in the same event to that in mixed events, which can
be bigger than unity because of centrality smearing (see
discussion in Sec. III E). An alternative approach used to fix ξ

is to assume that the jet function has zero yield at its minimum
�φmin (ZYAM) [18,52].

Finally, the ratio of jet-induced pairs to combinatoric pairs
from mixed events, the jet-induced hadron-pair ratio (JPR) is
given by

JPR(�φ) ≡ Jet(�φ)

Nmixed(�φ)

= N same(�φ)

Nmixed (�φ)
− ξ

(
1 + 2va

2vb
2 cos 2�φ

)
. (13)

A representative correlation function is given in Fig. 2 for 0–
5% Au+Au collisions and for triggers and partners in 2–3 and
1–2 GeV/c, respectively. It shows a peak around �φ ∼ 0 and a
broad structure around �φ ∼ π . The dashed line indicates the
estimated elliptic flow modulated background via the ZYAM
method. The area between the data points and the dashed line
reflects the jet-induced pair ratio. It is only a few percent
relative to the background level.

We define εa, εb as the single particle efficiency within
the PHENIX pseudorapidity acceptance (|η| < 0.35). The true
numbers of triggers and partners are given by〈

na
0

〉 = 〈
na

〉/
εa;

〈
nb

0

〉 = 〈
nb

〉/
εb. (14)

(rad)φ∆
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C
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FIG. 2. (Color online) Correlation function for 2 < pa
T < 3, 1 <

pb
T < 2 GeV/c in 0–5% Au+Au collisions. The dashed line represents

the estimated elliptic flow modulated combinatoric background using
zero yield at minimum (ZYAM) method (see Sec. III E).

For uncorrelated sources, the triggers and partners are uniform
in azimuth. Thus the true combinatoric pair distribution for
mixed events is flat with �φ with a density of 〈na

0〉〈nb
0〉/(2π ).

The yield of jet-induced pairs per event (JPY) is given as the
product of the combinatoric pair rate and the hadron-pair ratio,

JPY(�φ) =
〈
na

0

〉〈
nb

0

〉
2π

JPR(�φ) = 〈na〉〈nb〉
2πεaεb

JPR(�φ)

=
∫

d�φNmixed(�φ)

2πNevtsεaεb

[
N same(�φ)

Nmixed(�φ)

− ξ
(
1 + 2va

2v
b
2 cos 2�φ

)]
. (15)

Thus far, we have made no distinction between trigger
and partner hadrons. As discussed earlier in Sec. II, the
correlation function, hadron-pair ratio, and hadron-pair yield
are symmetric between the trigger and partner pT , i.e.,

C
(
pa

T , pb
T

) = C
(
pb

T , pa
T

)
,

JPR
(
pa

T , pb
T

) = JPR
(
pb

T , pa
T

)
, (16)

JPY
(
pa

T , pb
T

) = JPY
(
pb

T , pa
T

)
.

The associated partner yield per trigger, Yjet ind(�φ) is ob-
tained by dividing the hadron-pair yield per event with the
number of triggers per event,

Yjet ind(�φ) = JPY(�φ)

na
0

=
∫

d�φNmixed(�φ)

2πNaεb

×
[

N same(�φ)

Nmixed(�φ)
− ξ

(
1 + 2va

2vb
2 cos 2�φ

)]
.

(17)

Yjet ind is often referred to as the per-trigger yield or conditional
yield. It is clearly not invariant to the exchange of trigger and
partner pT .

The analysis proceeds in the following steps. We first
measure the correlation function of Eq. (8). We then obtain
the efficiency for partner hadrons (εb) and the elliptic flow
coefficients for the two hadron categories (va

2 , vb
2 ). We then

determine the background level (ξ ) via the ZYAM background
subtraction method (see Sec. III E), followed by a calculation
of the per-trigger yield according to Eq. (17). Subsequently,
we obtain the hadron-pair yield by multiplying the per-trigger
yield with the inclusive charged hadron yield [6] integrated in
the corresponding trigger pT range.

According to Eq. (6), the hadron-pair yields calculated
from the per-trigger yields are independent of which hadron,
from the pair, is used as trigger. We used this fact to cross-check
the efficacy of our analysis. Figure 3 compares the hadron-pair
yields obtained when the trigger and partner pT is exchanged
in p + p collisions (in pa

T ⊗ pb
T ). The open symbols indicate

the results for low-pT trigger hadrons in association with
high-pT partners. The filled symbols show the converse. A
similar comparison for 0–20% Au+Au collisions is shown
in Fig. 4. Overall good agreement is indicated by these
distributions. It is important to emphasize here that there is
no a priori reason for these distributions to be identical, since
the cuts on trigger and partner hadrons are a little different
(cf. Sec. III B) and therefore could lead to somewhat different
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FIG. 3. (Color online) p + p jet-induced hadron-pair yield �φ

distributions calculated from the per-trigger yield using low-pT

hadrons as triggers (solid symbols) and high-pT hadrons as triggers
(open symbols).
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FIG. 4. (Color online) Same as Fig. 3, but for 0–20% Au+Au.

systematic errors for each measurement. We also note that the
hadron-pair yield is almost three orders of magnitude stronger
in Au+Au collisions than in p + p reactions. This feature
reflects the enhanced contributions from the medium response
to quenched jets; the hadron-pair yields scale faster than Ncoll

at low p
a,b
T (see discussions for Figs. 28–31).

D. Elliptic flow measurement

The differential elliptic flow measurements for charged
hadrons were carried out with the reaction plane method [53].
The event plane (EP), which is the experimental estimate of the
reaction plane (RP), is determined via the two BBCs positioned
symmetrically along the beamline. They cover full azimuth and
3 < |η| < 3.9 in pseudorapidity. The BBCs allow an unbiased
measurement of the event plane and ensure that there are no
residual distortions on the correlation function that could result
from the limited azimuthal coverage of the PHENIX central
arms. A detailed analytical proof of this latter point is provided
in Appendix B.

We determine the value of elliptic flow v2 as

v2 = v2,raw

cv2

= 〈〈cos 2(φ − 	EP)〉〉
〈cos 2(	EP − 	RP)〉 , (18)

where 	EP is the event plane angle and 	RP is the true
reaction plane angle, v2,raw = 〈〈cos 2(φ − φEP)〉〉 is the raw
v2, and cv2 = 〈cos 2(	EP − 	RP)〉 is the estimated reaction
plane resolution. The former is obtained by averaging over all
tracks and all events; the latter, by averaging over all events.

The resolution is estimated from the event plane angle of the
north and south BBC as cv2 = √

2〈cos 2(	EP,north − 	EP,south)〉
[54,55]. It is 0.3 for minimum bias events and reaches a
maximum of 0.42 in the 20–30% centrality bin. Further details
are given in Ref. [55].

Reliable extraction of the jet signal requires accurate
determination of va

2 and vb
2 . To this end, nonflow effects

that lead to azimuthal correlations unrelated to the true RP
direction need to be studied. These effects include various
long- or short-range correlations among clusters of particles,
such as momentum conservation effects, resonance decays,
Hanbury-Brown–Twiss correlations, and jets [56,57]. While
jets potentially bias the v2 measurement at high pT , other
nonflow effects may be important at low and intermediate
pT . The values of v2 are also sensitive to event-by-event
fluctuations of the collision geometry [58–61] (so-called v2

fluctuations), which affect all pT regions.
A bias to v2 resulting from jets has been reported for

high-pT hadrons [62]. However, the relative significance of
other nonflow effects and v2 fluctuations is still under debate.
Recent studies from PHOBOS [63] and STAR [64] suggest
that the fluctuations dominate over the nonflow effects for the
pT integral v2.

Following the two-source assumption in Eq. (11), any
correlations other than jets are attributed to the background
term, i.e., 1 + 2va

2vb
2 cos 2�φ. These naturally include most

nonflow correlations and v2 fluctuations. To estimate the
potential biases from jets and dijets, we carried out a detailed
study in Appendix C, in which we embedded dijet PYTHIA

events into flow-modulated events generated with the HIJING

code. Our study shows that the large rapidity separation
between the PHENIX BBCs and central arms greatly reduces
the influence of jets on our v2 measurements. Consequently,
we use the BBC reaction plane v2 measurements to evaluate
and subtract the elliptic flow modulated background.

E. Combinatoric background subtraction

The background level ξ can be determined precisely if we
know the exact functional form for the near- and away-side
jets, or if we can independently measure the underlying event
rate. However, due to in-medium modifications, the near- and
away-side jets are not necessarily Gaussian, especially for �φ

values away from 0 and π . Even in p + p collisions, the un-
derlying event can include contributions from multiple-parton
interaction, beam remnants, and initial and final state radiation
effects [65], which are related to the hard-scattering but not
necessarily correlated in �φ. Such effects have been studied at
the Tevatron [65,66] and RHIC [44] energies. For illustration
purposes, Fig. 5 shows the dihadron correlation from PYTHIA

[67] with and without initial and final state radiation effects.
The difference between the two is clearly significant.

Rigorous decomposition of the jet from its underlying event
currently requires assumptions about the jet shape or the
physics of the underlying event. As discussed earlier, a simple
approach to fix ξ is to follow the subtraction procedure outlined
in Refs. [18,52]. That is, one assumes that the jet function has
zero yield at its minimum �φmin (ZYAM), after subtraction of
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FIG. 5. (Color online) PYTHIA simulation showing jet-induced
hadron pair �φ distribution for 3 < pa

T , pb
T < 5 GeV/c with (top

histogram) and without (bottom histogram) initial and final state
radiation. The radiation accounts for the increase of the background
level.

the underlying event. The uncertainty on ξ from this procedure
is related to the statistical accuracy of the data around �φmin.
In the present analysis, this uncertainty is negligible at low
pT , but becomes important for p

a,b
T > 4 GeV/c in central

collisions.
The ZYAM procedure, by definition, provides only a lower

limit on the jet yield. To estimate the possible over-subtraction
of jet yield at �φmin, we also made independent estimates
of ξ via an absolute combinatoric background subtraction
method (ABS) [68] and by a fitting method. In the ABS
method, ξ , as defined by Eq. (12), is assumed to reflect only
a residual multiplicity smearing effect caused by intrinsic
positive correlations between the na

0 and nb
0 in real events;

i.e., a larger na
0 implies a larger nb

0 and vice versa. Because of
this positive correlation, the average of the product can become
larger than the product of the average; i.e., 〈na

0n
b
0〉 > 〈na

0〉〈nb
0〉

or ξ > 1.
To estimate ξ , we parametrize the centrality dependence of

the trigger and partner rate from the measured single particle
spectra in relevant momentum range, as a function of either
Npart or Ncoll 〈

n
a,b
0

〉 = f (Npart) = g(Ncoll). (19)

We then assume the event-by-event fluctuation of trigger and
partner hadrons to follow a Poisson distribution around their
mean values,

n
a,b
0 = Poisson

(〈
n

a,b
0

〉)
. (20)

However, we have verified that that our estimates are not very
sensitive to the functional forms of the fluctuations.

For each centrality bin, we determine the distribution of
Npart and Ncoll from the standard PHENIX Glauber calculation
[48,49]. For each simulated event, we sample randomly from
the Npart distribution, calculate the corresponding mean value
〈na,b

0 〉 and then the actual value n
a,b
0 after taking into account

the fluctuation. The same exercise is repeated for the Ncoll

distributions. The final ξ is given by the average of the two, and

TABLE II. Comparison of the ξ values obtained for three
different normalization methods for several centrality selections.
They are calculated for the 2.5 < pa

T < 4.0 and 1.0 < pb
T <

2.0 GeV/c bins.

Cent. ZYAM ABS Constrained fit

0–5% 1.0018 ± 0.0004 1.0023 ± 0.0002 0.998 ± 0.002
20–30% 1.015 ± 0.0015 1.012 ± 0.003 1.004 ± 0.006
50–60% 1.076 ± 0.009 1.07 ± 0.02 1.054 ± 0.009

their difference is taken as the systematic error. The correction
modifies the background level by 0.2% in the most central
and 25% in the 60–92% centrality bin. The ABS and ZYAM
methods give consistent ξ values in central collisions, but
the ABS method gives somewhat lower values in peripheral
collisions.

In the fit method, Yjet ind(�φ) is fitted with a function com-
prised of one near- and two symmetric away-side Gaussians,
following a procedure similar to that reported in Ref. [19]. One
important difference is that a region around π (|�φ − π | < 1)
is excluded to avoid the punch-through jet contributions (see
Fig. 6). Thus, the fit uses the near-side and the falling edge of
the away-side to estimate the overlap of the near- and away-
side Gaussians at �φmin. This approach gives systematically
lower ξ values than those obtained from the ZYAM and ABS
methods.

Table II summarizes the ξ values from the three methods.
The results for the ZYAM and ABS methods are close, but the
values from the fitting method are systematically lower. This
could be due to the correlations between the fitting parameters
or a limitation in the Gaussian assumptions for the jet shape.
To avoid a possible overestimation of the jet yield in the �φ

region where the near- and away-side Gaussians overlap, we
constrain the ξ to be �1. This is a reasonable assumption
in the absence of anticorrelation in trigger and partner hadron
multiplicity. We assign the differences with the ZYAM method
as a one-sided systematic error on ξ . This error is important in
central collisions and for p

a,b
T < 3 GeV/c.

F. Systematic uncertainties

We classify the systematic errors associated with the jet
yield into three main categories: (1) uncertainties in the single
particle efficiency correction, εa and εb, for Au+Au and p +
p, (2) statistical and systematic uncertainties associated with
the determination of the elliptic flow values, va

2 and vb
2 , in

Au+Au collisions, and (3) uncertainties associated with the
determination of the combinatoric background level ξ in both
Au+Au and p + p collisions.

The uncertainties associated with the efficiency corrections
include contributions from the detector acceptance (5%),
matching cuts (4%), and momentum scale and momentum
resolution (5%). The background contamination is estimated
to be 5% for pT < 5 GeV/c, increasing to 10% for the
5–10 GeV/c bin. This leads to an overall systematic error
of ∼10% for pT < 5 and 13% for the 5–10 GeV/c bin. For
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FIG. 6. (Color online) Per-trigger yield vs �φ

for various trigger and partner pT (pa
T ⊗ pb

T ), ar-
ranged by increasing pair proxy energy (sum of pa

T

and pb
T ), in p + p and 0–20% Au+Au collisions.

The data in several panels are scaled as indicated.
Solid histograms (shaded bands) indicate elliptic
flow (ZYAM) uncertainties. Arrows in Fig. 6(c)
depict the “head” region (HR), the “shoulder” region
(SR) and the “near-side” region (NR).

central Au+Au collisions, there is an additional maximally
5%, centrality-dependent uncertainty due to occupancy effect.

The propagation of uncertainties arising from the single
particle efficiency are different for different jet variables.
For the per-trigger yield, it depends on the errors associated
with the efficiency estimated for the partners (εb). For
the hadron-pair yields, it depends on the errors related to
efficiencies for both trigger (εa) and partner (εb) hadrons. Since
the efficiency correction uncertainties are similar for trigger
and partner hadrons in both Au+Au and p + p collisions,
we can use a single variable ε to represent them. If the
uncertainties are independent between Au+Au and p + p,
the total uncertainty would be ∼√

2δε/ε for JPY and IAA

and 2δε/ε for JAA. However, some systematic errors partially
cancel between Au+Au and p + p, especially those for the
matching cut, momentum scale, and momentum resolution.
The total uncertainties are estimated to be 12% for IAA and
JPY and 17% for JAA.

The statistical uncertainties for v2 are important in the
most central and most peripheral centrality bins for pT >

4 GeV/c. The systematic uncertainties are, however, driven
by the uncertainty associated with the determination of the
reaction plane resolution; they are estimated to be ∼6% for
central and midcentral collisions and ∼10% for peripheral
collisions [18]. This error is nearly independent of pT , i.e.,
δva

2/va
2 ≈ δvb

2/v
b
2 , and the resulting error for the hadron-pair

ratio is

δJPR(�φ) = 2ξ
(
δva

2vb
2 + δvb

2v
a
2

)
cos 2�φ

≈ (δv2/v2)4va
2vb

2 cos 2�φ, (21)

where the last approximation takes into account the fact that
ξ is close to 1. Additional systematic errors related to v4 and

the factorization assumption that 〈va
2vb

2〉 = 〈va
2 〉〈vb

2〉 were also
estimated and found to be small [19].

The uncertainty due to ξ (ZYAM uncertainty) can be
expressed as

δJPR(�φ) = δξ
(
1 + 2va

2vb
2 cos 2�φ

) ≈ δξ, (22)

where we ignored the cos 2�φ term, since 2va
2vb

2 
 1. The
uncertainty of ξ includes both the statistical error of the data
points around �φmin and the systematic error from the fitting
procedure.

Table III summarizes the systematic errors for the jet yield
in 0–20% Au+Au collisions due to v2 and ZYAM subtraction.
Errors for several combinations of trigger and partner pT (in
pa

T ⊗ pb
T ) are given. The uncertainties are �φ dependent, so

we present them separately for the three regions used in this
analysis: a “head” region (|�φ − π | < π/6, HR), a “shoulder”
region (π/6 < |�φ − π | < π/2, SR), and the near-side region
(|�φ| < π/3, NR). These regions are indicated in Fig. 6(c).

The three types of systematic errors impact the jet shape and
jet yield differently. The single particle efficiency correction
is a multiplicative factor, so its uncertainty influences the
normalization of the jet yield but does not influence its shape.
The uncertainties associated with the elliptic flow varies with
�φ. It is largest for regions around 0 and π , but reaches
a minimum in the shoulder region. The influence of the ξ

uncertainty on the jet yield also depends on �φ. It is the
dominant uncertainty for the away-side yield at high pT .

IV. RESULTS

A. Jet-induced dihadron azimuthal (�φ) distributions

Figure 6 shows a representative subset of the per-trigger
yield distributions Yjet ind(�φ) for various combinations of
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TABLE III. Systematic errors for the per-trigger yield in 0–20% Au+Au collisions for several combinations of trigger and partner pT

(in trigger pT ⊗ partner pT ). The errors are in percentage and are shown separately for near-side (|�φ| < π/3), away-side (|�φ − π | <

π/2), away-side head region (|�φ − π | < π/6), and away-side shoulder region (π/6 < |�φ − π | < π/2).

Errors in % 2–3 ⊗ 0.4–1 GeV/c 2–3 ⊗ 2–3 GeV/c 3–4 ⊗ 3–4 GeV/c 4–5 ⊗ 4–5 GeV/c 5–10 ⊗ 5–10 GeV/c

Near-side
v2 err. ±18 ±9.5 ±3.8 ±1 <1
ZYAM err. stat. ±0.9 ±1.1 ±4.1 ±9 ±8
ZYAM over-sub. +30 +9.5 <1 <1 <1

Away-side
v2 err. ±10 ±10 ±9.3 ±3 ±1
ZYAM err. stat. ±0.8 ±2 ±17 ±39 ±28
ZYAM over-sub. +28 +17 <1 <1 <1

Away-side head region
v2 err. ±26 +42–39 +36–34 ±5 ±1
ZYAM err. stat. ±1 ±3 ±27 ±32 ±16
ZYAM over-sub. +28 +29 <1 <1 <1

Away-side shoulder region
v2 err. ±2.6 ±2.3 ±2 ±1 ±1
ZYAM err. stat. ±0.8 ±1.6 ±15 ±43 ±45
ZYAM over-sub. +27 +15 <1 <1 <1

trigger and partner pT (pa
T ⊗ pb

T ) for p + p and 0–20%
Au+Au collisions, arranged by increasing pair proxy energy,
i.e., by psum

T = pa
T + pb

T . The comprehensive array of results,
covering the momentum range of 0.4 to 10 GeV/c from
which this subset is derived, are summarized in Appendix D
(Figs. 36–38). From Eq. (6), one can see that the distributions
for pa

T ⊗ pb
T and pb

T ⊗ pa
T are related to each other by a

normalization factor na
0/nb

0, i.e, the ratio of the number of
hadrons in the two pT ranges. We have checked that these
distributions, when rescaled by na

0 or nb
0, are consistent with

each other. These �φ distributions not only carry detailed jet
shape and yield information but also serve as a basis for our
systematic study of the pT dependence of the contributions
from various physical processes.

The results in Fig. 6 constitute one of many possible
ways of illustrating the evolution from low pT to high pT

in the two-dimensional space of pa
T and pb

T . It is designed
to highlight the main features of an evolution from the
soft-process-dominated low-pT region to the hard-process-
dominated high-pT region. As shown in the figure, the p + p

data show essentially Gaussian away-side peaks centered at
�φ ∼ π for all pa

T and pb
T . By contrast, the Au+Au data show

substantial modifications relative to those for p + p collisions,
and these modifications vary nontrivially with pa

T and pb
T . For

a fixed value of pa
T , Figs. 6(a)–6(d) reveal a striking evolution

from a broad, roughly flat away-side peak to a local minimum
at �φ ∼ π with side peaks at �φ ∼ π ± 1.1. Interestingly, the
location of the side peaks in �φ is found to be roughly constant
with increasing pb

T (see Fig. 11). Such pT independence is
compatible with an away-side jet modification expected from
a medium-induced Mach shock [35] but provides a challenge
for models that incorporate large angle gluon radiation
[31,32], Cherenkov gluon radiation [34], or deflected jets
[23,29].

For relatively large values of pa
T ⊗ pb

T , Figs. 6(e)–6(h)
(also Fig. 36) show that the away-side jet shape for Au+Au
gradually becomes peaked as for p + p, albeit suppressed.
This “reappearance” of the away-side peak seems to be due to
a reduction of the yield centered at �φ ∼ π ± 1.1 relative to
that at �φ ∼ π , rather than a merging of the peaks centered
at �φ ∼ π ± 1.1. This is consistent with the dominance of
dijet fragmentation at large pa

T ⊗ pb
T , possibly due to jets that

“punch through” the medium [14] or those emitted tangentially
to the medium’s surface [69].

The evolution pattern of the away-side jet shape with
pT suggests separate contributions from a medium-induced
component at �φ ∼ π ± 1.1 and a fragmentation component
centered at �φ ∼ π . A model independent study of these
contributions can be made by dividing the away-side jet
function into equal-sized “head” (|�φ − π | < π/6, HR) and
“shoulder” (π/6 < |�φ − π | < π/2, SR) regions, as indi-
cated in Fig. 6(c).

TABLE IV. Centrality dependence of RHS for 2 < pa
T , pb

T <

3 GeV/c (Fig. 8).

〈Npart〉 RHS Stat. v2 err. Norm err.

351.4 0.451 0.030 +0.080–0.087 +0.028–0.021
299.0 0.402 0.024 +0.158–0.175 +0.051–0.019
234.6 0.526 0.018 +0.268–0.308 +0.102–0.011
166.6 0.614 0.021 +0.351–0.402 +0.133–0.009
114.2 0.821 0.030 +0.395–0.477 +0.031–0.006
74.4 1.126 0.045 +0.333–0.394 +0.005–0.022
45.5 1.427 0.060 +0.175–0.215 +0.020–0.018
25.7 2.130 0.125 +0.196–0.267 +0.081–0.110

9.5 2.603 0.164 +0.099–0.158 +0.125–0.124
2.0 2.848 0.090 – +0.060–0.056
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Figure 6 also shows significant modifications of the near-
side �φ distributions. For the pa

T ⊗ pb
T bins where the away-

side has a concave shape, the near-side jet also shows a clear
enhancement in the yield and a modification of the width
relative to p + p. To facilitate a more detailed investigation,
we define a near-side region (|�φ| < π/3, NR) as indicated in
Fig. 6(c). In the following, we focus on the jet-induced pairs
in these three �φ regions, and discuss in detail the pT and
centrality dependence of their shapes and yields.

B. Medium modification of away-side jets

1. Away-side jet shape

We characterize the relative importance of the jet yields in
the HR and SR by the ratio RHS,

RHS =
∫
�φ∈HR d�φYjet ind(�φ)∫

�φ∈HR d�φ

/∫
�φ∈SR d�φYjet ind(�φ)∫

�φ∈SR d�φ
,

(23)

i.e., it is a ratio of area-normalized jet yields in the HR and the
SR. This ratio reflects the away-side jet shape and is symmetric
with respect to pa

T and pb
T , i.e., RHS(pa

T , pb
T ) = RHS(pb

T , pa
T ).

For concave and convex shapes, one expects RHS < 1 and
RHS > 1, respectively; for a flat distribution, RHS = 1.

Figure 7 shows the pb
T dependence of RHS for both p + p

and central Au+Au collisions for four pa
T bins. The uncertainty

for efficiency corrections drops out in the ratio; the v2 errors
(shaded bars) and ZYAM errors (brackets) are correlated in
the two regions, thus they partially cancel.

The RHS values for p + p are always above unity and
increase with pb

T . This reflects the narrowing of a peaked
away-side jet shape with increasing pb

T . In contrast, the ratios
for Au+Au show a nonmonotonic dependence on p

a,b
T . They

evolve from RHS ∼ 1 for pa
T or pb

T
<∼ 1 GeV/c, through RHS <

1 for 1 <∼ p
a,b
T

<∼ 4 GeV/c, followed by RHS > 1 for p
a,b
T

>∼

1

10
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FIG. 7. (Color online) RHS vs pb
T for p + p (open) and Au+Au

(filled) collisions for four trigger selections. Shaded bars (brackets)
represent pT -correlated uncertainties due to elliptic flow (ZYAM
procedure).
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FIG. 8. (Color online) RHS vs Npart for 2–3 ⊗ 2–3 GeV/c. Shaded
bars (brackets) represent pT -correlated uncertainties due to elliptic
flow (ZYAM procedure). The left-most point is from p + p.

5 GeV/c. These trends reflect the competition between
medium-induced modification and jet fragmentation in de-
termining the away-side jet shape, and they suggest that the
latter dominates for p

a,b
T

>∼ 5 GeV/c.
RHS values for Au+Au are smaller than those for p + p

even at the highest pT . This difference could be due to some
medium modification of the punch-through jets. However,
the HR yield dominates the SR yield (RHS � 1) in this pT

region, and the values for RHS become very sensitive to the
SR yield. For instance, a small enhancement of the SR yield
can significantly reduce the value of RHS, without significantly
affecting the overall away-side feature.

RHS values reach their minimum around 2–3 GeV/c.
Additional information can be obtained from their centrality
dependence, as shown in Fig. 8 for the 2–3 ⊗ 2–3 GeV/c bin.
RHS starts at around 3 for p + p collisions but quickly drops
and crosses 1 at Npart ∼ 80. It then slowly decreases with
Npart to a level of about 0.5 in central collisions. This trend
implies a quick change of the HR and/or SR yield in relatively
peripheral collisions. The saturation of the RHS for Npart > 200
may suggest that the HR yield is dominated by the feed-in of
the SR yield (see further discussion in Sec. IV B2).

Although the pT and centrality dependence of RHS suggests
that the away-side yield contains separate contributions from a
fragmentation component (in the HR) and a medium-induced
component (in the SR), RHS does not constrain the shape
of the two components directly. An alternative approach
for quantifying the away-side shape is to assume a specific
functional form for these two components and carry out
a model-dependent fit. Such a fit was performed with the
following two functional forms:

Y FIT1
jet ind(�φ) = G1(�φ) + G2(�φ − π + D)

+G2(�φ − π − D) + κ, (24)

Y FIT2
jet ind(�φ) = G1(�φ) + G2(�φ − π + D)

+G2(�φ − π − D) + G3(�φ − π ) + κ. (25)

The first (FIT1) assumes two Gaussian shoulder com-
ponents located symmetrically about π , each separated by
the distance D from π . The second (FIT2) assumes the
same shoulder components but also includes an additional
Gaussian component centered at π ; the latter represents the
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FIG. 9. (Color online) Per-trigger yield �φ distribution

and corresponding fits for 2–3 ⊗ 2–3 GeV/c in 0–5%
Au+Au collisions. FIT1 (FIT2) is shown in the left panel
(right panel). The total fit function and individual com-
ponents are shown relative to the κ level indicated by the
horizontal line.

jet fragmentation contribution and is parametrized to have the
same width as that for the p + p away-side jet. FIT1 has six
free parameters: background level κ , near-side peak integral
and width, and shoulder peak location D, integral, and width.
In addition to the parameters of FIT1, FIT2 has a parameter
that controls the integral of the fragmentation component.

The separate contributions of FIT1 and FIT2 are illustrated
for a typical pa

T ⊗ pb
T in Fig. 9.

The two fits treat the region around �φ = π differently.
FIT2 tends to assign the yield around π to the center
Gaussian, while FIT1 tends to split that yield into the two
shoulder Gaussians. Note, however, that a single Gaussian
centered at π can be treated as two shoulder Gaussians
with D = 0. Thus FIT1 does a good job at low pT and
high pT , where the away-side is dominated by shoulder and
head components, respectively. It does not work as well for
intermediate pT , where both components are important. The
center Gaussian and shoulder Gaussians used in FIT2 are
strongly anticorrelated. That is, a small shoulder yield implies a
large head yield and vice versa. In addition, the center Gaussian
tends to “push” the shoulder Gaussians away from π , and this
results in larger D values than obtained with FIT1.

Figure 10(a) shows the D values obtained from the two
fitting methods as a function of centrality for the pT selection
2–3 ⊗ 2–3 GeV/c. The systematic errors from v2 are shown
as brackets (shaded bars) for FIT1 (FIT2). The values of D

for FIT1 are consistent with zero in peripheral collisions, but
grow rapidly to ∼1 for Npart ∼ 100, approaching ∼1.05 in
the most central collisions. The D values obtained from FIT2
are slightly larger (∼1.2 rad) in the most central collisions.
They are also relatively stable to variations of v2 because most
of the yield variation is “absorbed” by the center Gaussian

[cf. Fig. 10(b)]. Thus, the associated systematic errors are also
smaller than those for FIT1.

For Npart < 100, the centrality dependence of D is also quite
different for FIT1 and FIT2. As seen in Fig. 10, the D values
for FIT2 are above 1. However, the away-side yield in the SR,
associated with these D values, are rather small, and the away-
side distribution is essentially a single peak centered around
π . For such cases, the values of D are prone to fluctuations
and non-Gaussian tails. The deviation between the D values
obtained with FIT1 and FIT2 for Npart < 100 simply reflects
the weak constraint of the data on D in peripheral collisions.

Figure 11 shows the pT dependence of D in 0–20% central
Au+Au collisions. The values from FIT2 are basically flat
with pb

T . Those from FIT1 show a small increase with pb
T ,

but with a larger systematic error. At low pT , the values
from FIT1 are systematically lower than those from FIT2.
However, they approach each other at large p

a,b
T . From FIT1

and FIT2, it appears that the values of D cover the range 1–1.2
rad for pa

T , pb
T

<∼ 4 GeV/c. This trend ruled out a Cherenkov
gluon radiation model [34] (with only transition from scalar
bound states), which predicts decreasing D with increasing
momentum.

2. Away-side jet per-trigger yield

Relative to p + p, the Au+Au yield is suppressed in the
HR but is enhanced in the SR (cf. Fig. 6). A more detailed
mapping of this modification pattern is obtained by comparing
the jet yields in the HR and SR as a function of partner pT .
Such a comparison is given in Fig. 12 for central Au+Au and
for p + p collisions. The figure shows that relative to p + p,
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2–3 ⊗ 2–3 GeV/c bin. The error bars are the
statistical errors; shaded bars and brackets are
the systematic errors due to v2. (b) Fraction of
the shoulder Gaussian yield relative to the total
away-side yield as function of Npart determined
from FIT2.
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the Au+Au data are enhanced in the SR for low pT , and
suppressed in the HR for high pT . The shape of the Au+Au
spectra in the HR is also quite different from that for p + p.
For p

a,b
T

<∼ 4 GeV/c, the spectra for Au+Au are steeper than
those for p + p. For higher pT , both spectra have the same
shape (parallel to each other), but the yield for Au+Au is
clearly suppressed.

To quantify this suppression/enhancement, we use the
per-trigger yield ratio IAA, the ratio of per-trigger yield for
Au+Au collisions to that for p + p collisions [cf. Eq. (5)].
Such ratios for the HR and the HR+SR are shown as a function
of pb

T for four different pa
T selections in Fig. 13. For triggers

of 2 < pa
T < 3 GeV/c, IAA for HR+SR exceeds unity at low

pb
T , but falls with pb

T and crosses unity around 3.5 GeV/c. A
similar trend is observed for the higher pT triggers, but the
enhancement for low pb

T is smaller, and the suppression for
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FIG. 14. (Color online) Same as Fig. 13, but for 60–92% Au+Au
collisions.
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left-most points are from p + p collisions. The
shaded bars (brackets) represent uncertainties
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high pb
T is stronger. The IAA values in the HR are also lower

relative to HR+SR, for all p
a,b
T . For the low-pT triggers, the

HR suppression sets in for 1 <∼ pb
T

<∼ 3 GeV/c, followed by
a fall-off for pb

T
>∼ 4 GeV/c. For the higher pT triggers, a

constant level ∼0.2–0.3 is observed above ∼2 GeV/c, similar
to the suppression level of inclusive hadrons [6].

For comparison, Fig. 14 shows the IAA for peripheral
collisions. They indicate that in contrast to the values for
central collisions, there is only a small suppression in both the
HR and the HR+SR for low-pT triggers at large pb

T . Moreover,
the overall modifications are much smaller than observed for
the more central Au+Au collisions.

A more detailed view of the enhancement/suppression
patterns in the SR/HR can be provided by investigating their
centrality dependence. Figure 15 shows the per-trigger yield
in the SR and HR as a function of Npart for trigger pT of
3–4 GeV/c and five partner pT bins ranging from 0.4 to
5 GeV/c. With increasing partner pT , both the SR and

HR yields show a characteristic evolution with Npart. That
is, they first show an increase, followed by an essentially
flat dependence, followed by a decrease (in the HR only).
However, the value of pb

T at which the centrality dependence
becomes flat is quite different for the SR and the HR (pb

T ∼ 4
for the SR and pb

T ∼ 1–2 GeV/c for the HR).
Figures 13 and 15 provide clear evidence that in central

Au+Au collisions, there is significant yield suppression in the
HR and an enhancement in the SR. The suppression for the HR
is consistent with a jet-quenching scenario in which the HR
yield at high pT is dominated by radiated gluons and jets which
survive passage through the medium. The enhancement for the
SR could reflect the dissipative processes that redistribute the
energy lost in the medium.

Several previous jet correlation measurements were carried
out for an intermediate range of pa

T ⊗ pb
T [7,17–19,68,70]

and/or in a limited away-side integration window roughly
equal to the HR [7,12,68,70]. However, Fig. 15 shows that
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away-side yield modifications are sensitive to both pT and the
�φ integration range. By choosing a certain pT and �φ range,
the combined effect of SR enhancement and HR suppression
can result in away-side yields that are almost independent of
centrality, while their shapes still vary with centrality. Thus
a detailed survey of the jet yield in a broad pT and a more
differential study in �φ for the away-side are important to
obtaining the full picture.

C. Medium modification of near-side jets

In this section, we map out the pT and centrality dependence
of the shape and yields of the near-side jets.

1. Near-side jet shape

We characterize the near-side shape in �φ by the Gaussian
fit functions FIT1 and FIT2 described in Sec. IV B1. The
systematic uncertainties include the differences between FIT1
and FIT2 and the uncertainties associated with the elliptic
flow subtraction. To account for a possible influence from
feed-in of the shoulder component, we also performed fits to
the near-side distribution with a single Gaussian function in
±1σ,±2σ , and ±3σ windows, where σ is the width of the
near-side peak obtained with FIT2. Deviations from σ were
added in quadrature to the total systematic errors. For p + p,
a simple fit with a near- and an away-side Gaussian plus a
constant background was used.

Figure 16 compares the near-side Gaussian widths obtained
for p + p and 0–20% central Au+Au collisions. The results
are shown as a function of partner pT for four trigger pT bins as
indicated. The p + p widths show the expected decrease with
partner pT for all trigger bins, as expected from a narrowing of
the jet cone as pb

T increases. The Au+Au widths also decrease
with partner pT except at low p

a,b
T . For low-pT triggers of
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FIG. 16. Near-side Gaussian widths vs partner pT for four trigger
pT ranges compared between 0–20% Au+Au (solid circles) and
p + p (open circles).
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panel represents the value from p + p.

2 < pa
T < 3 and 3 < pa

T < 4 GeV/c, the values for the widths
are slightly below those for p + p for pb

T < 1 GeV/c; they
are, however, significantly broader for 1 <∼ pb

T
<∼ 4 GeV/c. For

higher trigger pT , the extracted widths are similar for Au+Au
and p + p.

Figure 17 shows the centrality dependence of the near-side
widths for successively higher pa

T ⊗ pb
T . For the lowest pT

bin of 2–3 ⊗ 0.4–1 GeV/c, the width decreases slightly with
Npart and approaches a value of 0.4 rad in central collisions.
A similar trend has been reported for measurements at low pT

[16]. For the 2–3 ⊗ 2–3 GeV/c selection, the near-side width
grows with Npart and approaches a value about 40% larger than
the p + p value for Npart > 200. For higher pa

T ⊗ pb
T bins, the

near-side widths are narrower, and their centrality dependence
is flatter. For the 5–10 ⊗ 5–10 GeV/c bin, the near-side widths
(∼0.14 rad) are essentially independent of Npart, as might be
expected if the near-side correlations are dominated by jet
fragmentation.
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FIG. 18. (Color online) Near-side yield in |�φ| < π/3 vs partner
pT for four trigger pT selections. The filled and open circles are for
0–20% Au+Au and p + p, respectively.

2. Near-side jet per-trigger yield

The near-side yield in |�φ| < π/3 (NR) as a function
of partner pT is shown in Fig. 18 for p + p and Au+Au
collisions, for four trigger pT bins. The corresponding results
for the modification factor IAA are shown in Fig. 19. For
triggers of 2–3 GeV/c, IAA is enhanced by more than a factor
of 2 for pb

T < 2 GeV/c, followed by a falloff below unity for
pb

T
>∼ 4 GeV/c. The overall deviation from IAA = 1 decreases

with increasing trigger pT . For the highest pT trigger, the
near-side yield is close to that for p + p over the full range of
pb

T . As a comparison, the IAA values for the 60–92% centrality
bin, shown in Fig. 20, are close to 1 for all p

a,b
T , suggesting

a rather weak medium modification of the near-side yield in
peripheral collisions.

The patterns of the near-side jet shape and yields in
Figs. 16–20 suggest an influence from both medium modifi-
cation and jet fragmentation at intermediate pT . The influence
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FIG. 20. Near-side IAA in 60–92% Au+Au vs partner pT for
four trigger pT bins. The shaded bars around the data points are the
total systematic errors. Grey bands around IAA = 1 represent 12%
combined uncertainty on the single particle efficiency in Au+Au and
p + p.

of the medium has also been linked to a long-range correlation
component in �η [16,17,20]. This so-called η ridge has been
shown to be flat up to |�η| ∼ 2. The PHENIX �η acceptance
is limited to |�η| < 0.7. However, if contributions from the
ridge are significant, they should show up in �η distributions.

The left panel of Fig. 21 shows a two-dimensional �η-�φ

correlation function for 2–3 ⊗ 2–3 GeV/c in 0–20% central
Au+Au collisions. The �η range is displayed for |�η| < 0.5
to suppress the relatively large statistical fluctuations at the
edge of �η acceptance. The correlation function peaks along
�φ ∼ 0 and π , largely because of the elliptic flow modulation
of the combinatoric pairs. To subtract the flow term, we assume
that ξ and v2 are identical to those used in our one-dimensional
�φ correlation analysis and constant for |η| < 0.35. The
distribution after v2 subtraction is shown in the right panel
of Fig. 21. One can clearly see one near-side and two shoulder
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FIG. 19. Near-side IAA in 0–20% Au+Au vs
partner pT for four trigger pT bins. The shaded bars
around the data points are the total systematic errors.
Grey bands around IAA = 1 represent 12% com-
bined uncertainty on the single particle efficiency in
Au+Au and p + p.
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peaks (in �φ), which extend over the full range of �η.
However, both p + p and peripheral Au+Au collisions for the
same pT selections (Fig. 22) show one near-side peak centered
around �η ∼ 0 and one away-side peak elongated over �η.
These features are expected for fragmentation of back-to-back
dijets in vacuum.

To facilitate further detailed investigation, we focus on
a near-side region defined by |�φ| < 0.7 and |�η| <

0.7 and study the projected distributions in �φ and �η.
Figure 23 compares the the �η distributions for p + p and
0–20% central Au+Au collisions. The p + p data indicate
a relatively narrow jet-like peak for all four pT selections.
For the 2–3 ⊗ 2–3 GeV/c bin, the Au+Au data are enhanced
and broadened relative to p + p. However, these differences
gradually decrease toward higher pT and essentially disappear
for the 5–10 ⊗ 5–10 GeV/c bin. This possibly suggests that
the ridge component at high pT either disappears or becomes
overwhelmed by the jet fragmentation component.1

1Note that the pseudorapidity coverage of PHENIX is smaller than
that used in STAR, thus the amount of ridge yield seen in PHENIX
is also smaller. The projected near-side jet shape in �φ may also
depend on the pseudorapidity coverage.

Figure 24 compares the projected distributions in �η and
�φ for 0–20% central Au+Au collisions. By construction,
the integrals of the two distributions are the same. For the
2–3 ⊗ 2–3 and 2–3 ⊗ 3–4 GeV/c bins, the distributions in
�η are broader than in �φ. For the 3–4 ⊗ 3–5 and 5–10 ⊗
5–10 GeV/c bins, the distributions become similar between
�φ and �η. These observations suggest that the medium
modifications are limited to p

a,b
T

<∼ 4 GeV/c, a similar pT range
in which the away-side is also strongly modified.

The evolution of the enhancement and broadening with
the p

a,b
T reflects the competition between contributions from

the medium response and jet fragmentation. The former
is important at p

a,b
T

<∼ 4 GeV/c and manifests itself as an
enhanced and broadened distribution in �η and �φ. The
latter dominates at higher pT , reflected by IAA ≈ 1 and a
near-side width similar to p + p. The strong modifications
at intermediate pT may reflect the remnants of those jets
that interact with the medium, appearing as low-pT hadron
pairs with modified width and multiplicity. Possible physics
mechanisms for this parton-medium interaction include jet
interaction with a longitudinal flowing medium [22,23,27],
position-momentum correlations induced by radial flow [21],
correlation between radial flow boosted beam jet and medium
suppressed transverse jet [26], plasma instability [24,25], or
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back-splash caused by the quenched jets [28]. However, the
modification mechanisms for the near- and away-side may
be related: both near- and away-side distributions show en-
hancement and broadening in the lower range pT < 4 GeV/c,
above which the jet characteristics qualitatively approach the
jet fragmentation.

D. Away- and near-side spectral slopes

To further explore the differences between the NR, HR, and
SR, we compare the shapes of the partner pT spectra in these
three �φ regions. To do this, we characterize the local inverse
slope of the spectra via a truncated mean pT in a given pT

range,

〈p′
T
〉 ≡ 〈

pb
T

〉
pmin

T <pb
T <pmax

T

− pmin
T . (26)

where 〈p′
T
〉 is calculated from the jet yields shown in Figs. 12

and 18. For an exponential spectrum with an inverse slope of
T and T 
 pmax

T − pmin
T , 〈p′

T
〉 ≈ T .

First, we focus on an intermediate pT region, 1 < pb
T <

5 GeV/c, where the medium-induced contributions are im-
portant for the near- and away-side yields. Figure 25 shows
values of 〈p′

T
〉 for the HR, SR, and NR as a function of

Npart. For all trigger pT bins, the values for the NR drop
slightly with centrality to a lower level relative to p + p.
This can be understood from the shape difference in Fig. 19,
where the Au+Au spectra drop faster with increasing pb

T .
For 3 < pa

T < 4 GeV/c, a factor of 2 decrease in 1–5 GeV/c
amounts to a reduction of ∼0.1 GeV/c in 〈p′

T
〉.

Despite the small decrease with Npart, the overall av-
erage level of 〈p′

T
〉 for the NR for Npart > 100 increases

with trigger pT . They are 0.533 + 0.024 − 0.016, 0.605 +
0.033 − 0.023, 0.698 + 0.03 − 0.04, and 0.797 + 0.052 −
0.042 GeV/c for triggers in 2–3, 3–4, 4–5, and 5–10 GeV/c,
respectively. This trend is consistent with the dominance of
jet fragmentation on the near-side, i.e., a harder spectrum for
partner hadrons is expected for higher pT trigger hadrons.

Values for the SR also show an almost flat centrality
dependence for Npart >∼ 100. In this case, the values for 〈p′

T
〉
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TABLE V. Truncated mean pT , 〈p′
T
〉, calculated for 1 < pb

T <

5 GeV/c and averaged for Npart > 100 in the NR and SR for various
bins of trigger pT .

pa
T range (GeV/c) NR 〈p′

T
〉 (GeV/c) SR 〈p′

T
〉 (GeV/c)

2–3 0.533+0.024−0.016 0.445+0.013−0.007
3–4 0.605+0.033−0.023 0.443+0.018−0.018
4–5 0.698+0.030−0.040 0.461+0.031−0.051
5–10 0.797+0.052−0.042 0.478+0.079−0.139

are lower (≈0.45 GeV/c, see Table V), and they do not
depend on the trigger pT . They are, however, larger than the
values obtained for inclusive charged hadrons (0.36 GeV/c as
indicated by the solid lines) [6]. The relatively sharp change
in 〈p′

T
〉 for Npart <∼ 100 may reflect the dominance of jet

fragmentation contribution in peripheral collisions.
The values of 〈p′

T
〉 for the HR show a gradual decrease with

Npart. They start at a level close to the values for the near-side
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p (open) for four trigger pT bins. Solid lines represent values for
inclusive charged hadrons (∼0.36 GeV/c) [6]. Error bars represent
the statistical errors. Shaded bars represent the sum of Npart-correlated
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and gradually decrease with increasing Npart, consistent with a
softening of the partner spectrum in central collisions. For 2–3
and 3–4 GeV/c trigger bins, the values of 〈p′

T
〉 for Npart >∼ 150

approach those for inclusive spectra. For higher trigger pT

bins, the drop with Npart is less dramatic, possibly because of
the punch-through jet fragmentation contribution at high pT .

To further investigate the onset of jet fragmentation in the
HR, we study the dependence of 〈p′

T
〉 on partner momentum.

Figure 26 shows the centrality dependence of 〈p′
T
〉 calculated

in various ranges of pb
T for triggers in 3–4 GeV/c (left panels)

and 4–5 GeV/c (right panels). These results are compared
with values for inclusive hadron spectra calculated in the same
pb

T ranges. For 1 < pb
T < 7 GeV/c bin, 〈p′

T
〉 decreases with
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Npart. As the pb
T range shifts upward, the centrality dependence

becomes flatter. 〈p′
T
〉 for 3 < pb

T < 7 GeV/c is essentially
constant with Npart. The flattening of the spectral slope with
Npart starts at a lower pb

T for 4 < pa
T < 5 GeV/c than that for

3 < pa
T < 4 GeV/c. This implies (1) a similar spectra shape for

Au+Au and p + p at high p
a,b
T , and (2) the jet fragmentation

contribution dominates the HR yield at large p
a,b
T .

The different patterns observed for the yields in the HR and
SR suggest a different origin for these yields. The suppression
of the HR yield and the softening of its spectrum are consistent
with jet quenching. The observed HR yield could be comprised
of contributions from punch-through jets, radiated gluons, and
feed-in from the SR. By contrast, the enhancement of the
SR yield for p

a,b
T

<∼ 4 GeV/c suggests a remnant of the lost
energy from quenched jets. The very weak dependence on
pT and centrality (for Npart >∼ 100) for its peak location and
mean pT may reflect an intrinsic response of the medium to
the lost energy. These observations are challenging for simple
deflected jet scenarios [23,29], since both the deflection angle
and jet spectral slope would depend on pa

T or pb
T . On the other

hand, they are consistent with expectations for Mach shock
in a near-ideal hydrodynamic medium [35,71], and thus they
can be used to constrain the medium transport properties such
as speed of sound and viscosity-to-entropy ratio within these
models.

E. Medium modification of hadron pair yield

In p + p collisions at 200 GeV, it is generally believed that
hadrons for pT > 2 GeV/c are dominated by jet fragmentation
[72]. By contrast, particle production in heavy-ion collisions
is complicated by final state medium effects. Because of
strong jet quenching, the jet fragmentation contribution only
dominates for pT >∼ 5–7 GeV/c [6,11]. The bulk of hadrons,
i.e., those at pT <∼ 4 GeV/c, are dominated by soft processes
such as the hydrodynamic flow of locally thermalized partonic
medium [37,73,74] which subsequently hadronizes via the
coalescence of constituent quarks [38–41]. The pT of 4 <∼
pT <∼ 7 GeV/c is a transition region where both soft and hard
processes contribute.

Dihadron correlations provide new tools for separating the
hard and soft contributions at low and intermediate pT , albeit
for hadron pair production instead of single hadron production.
If jets are quenched by the medium, and their energy is
transported to lower pT , a significant fraction of the low-
and intermediate-pT hadron pairs may retain some correlation
with the original jet [42]. Consequently, they can contribute to
a dihadron correlation analysis. However, such pairs can also
be influenced by soft processes which dominate the inclusive
hadron production in the same pT region. For instance, they
may couple with hydrodynamic flow at the partonic stage [23]
or reflect the effects of the coalescence between shower parton
and thermal partons during hadronization [39].

Thus far, we have quantified the jet modifications via per-
trigger yields. While sensitive to modifications of jet-induced
pairs, these yields are also sensitive to modifications in the
number of triggers. For high-pT triggers, however, the per-
trigger yield is roughly equal to the per-jet yield, because most
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FIG. 27. (Color online) (a) IAA vs partner pT when 5–
10 GeV/c hadrons are designated triggers. (b) IAA vs trigger pT when
5–10 GeV/c hadrons are used as partners.

jets fragment into at most one trigger hadron due to the steeply
falling jet spectra [44]. For intermediate- and low-pT triggers,
a large fraction of triggers may come from soft processes and
hence “dilute” the per-trigger yield.

To illustrate this dilution effect, we focus on the near-side
jet-induced pairs in which the first hadron is fixed in the
5–10 GeV/c pT range, and the second hadron is varied in
pT from 0.4 to 7 GeV/c. We note here that the requirement
of a high-pT hadron ensures that most of the near-side pairs
come from fragmentation of partons. Figure 27(a) shows the
per-trigger yield modification factor IAA when hadrons in the
5–10 GeV/c pT range are designated triggers; Fig. 27(b)
shows the corresponding IAA when the lower pT hadrons
are designated as triggers, which is calculated according to
Eq. (7).

Figure 27(a) shows that IAA is near unity for all pb
T for

the 5–10 GeV/c hadron triggers. This is consistent with each
high-pT trigger coming from one jet. On the other hand, when
low-pT hadrons are used as triggers, Fig. 27(b) shows that
IAA has a nontrivial dependence on pa

T . That is, there is a
strong suppression of IAA in the 2–4 GeV/c pT range, which
reflects an excess of trigger hadrons at low pT with weaker jet
correlation strength. This dilution effect is also reflected in the
near-side IAA values in Fig. 19 and for the away-side IAA values
in Fig. 13 (also reflected in Fig. 36 for low pa

T and high pb
T ).

The former shows a suppression at large pb
T for soft triggers

(2 < pa
T < 3 and 3 < pa

T < 4 GeV/c). The latter shows a
stronger suppression for low-pT triggers (2 < pa

T < 3 and
3 < pa

T < 4 GeV/c) than for high-pT triggers (4 < pa
T < 5

and 5 < pa
T < 10 GeV/c). This dilution effect might be the

result of the following two scenarios: (1) a large fraction of
low-pT hadrons are from soft processes such as coalescence
of flow-boosted thermal quarks related to the anomalous
proton/pion ratio [6,11], or (2) jets are quenched, and these
hadrons are the remnants of the quenched jets and thus lack
associated hadrons at high pT .

To gain more insight into intermediate-pT correlations, we
focus on the pair suppression factor JAA defined in Eq. (4). We
recall here that JAA quantifies the modification of jet-induced
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pairs in Au+Au relative to that in p + p normalized by Ncoll.
It is symmetric with respect to the interchange of pa

T and pb
T

and equals unity in the absence of medium effects. Figure 28
shows the near-side JAA as function of pb

T for 0–20% central
Au+Au collisions and for four different pa

T bins. Values of JAA

are above unity for p
a,b
T < 2 GeV/c. However, they decrease

with increasing p
a,b
T and drop below unity. For high p

a,b
T , JAA

reaches a constant value of ∼0.2–0.3, which is similar to the
high-pT single particle suppression factor RAA.

To interpret these observations, we note that each high-pT

pair at the near-side comes from the same jet. Thus JAA reflects
the modification of single jets, which at high pT should be the
same as the leading hadron RAA. Since the values of RAA are
constant at high pT , we expect high-pT JAA to be constant and
equal to RAA.

Furthermore, if each high-pT near-side pair comes from
the same jet, then the sum of their transverse momentum,
psum

T = pa
T + pb

T , should serve as a better proxy for the original

jet energy. With this in mind, we replot in Fig. 29 the near-side
JAA values as a function of this “pair proxy energy” psum

T .
Interestingly, the pair modification factors roughly follow a
single curve in psum

T . It is above unity below 5 GeV/c, followed
by a decrease with psum

T , and reaches a constant for psum
T >

8 GeV/c. The approximate scaling behavior breaks when the
pT of one hadron is <∼2 GeV/c, where JAA is systematically
below the overall trend.

The fact that JAA > 1 for psum
T < 5 GeV/c implies that the

total jet-induced pair yield is enhanced relative to the Ncoll

scaled p + p collisions. This enhancement may reflect the
energy of the quenched jets being transported to low pT . JAA

is almost a factor of 6–7 larger than its high psum
T limit. By

contrast, the enhancement shown for IAA in Fig. 19 is only a
factor of 2.5 at low p

a,b
T . This difference can be attributed

to the dilution effect on the triggers. For completeness,
Fig. 30 shows the values of JAA vs pb

T (left panels) and vs psum
T

(right panels) for 20–40%, 40–60%, and 60–92% centrality
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bins. JAA vs psum
T shows an approximate scaling behavior for

all centralities, i.e, JAA for large psum
T approaches a constant

level roughly equal to that for the high-pT RAA values.
In Fig. 31, we show the JAA for the away-side HR as a

function of pb
T in various centrality bins. In central collisions,

a possible enhancement at low p
a,b
T and a strong suppression at

large p
a,b
T can be seen. This is consistent with the feedback of

lost energy to lower pT on the away-side. The modifications
decrease for peripheral collisions, as expected for a weaker
medium effect. However, the suppression level seems to
approach a constant value for high pb

T for all centralities. This
is expected since IAA ≈ RAA at high pT for the away-side
HR. This implies that JAA = IAARAA ≈ R2

AA when one of the
hadrons is at high pT , as indicated by the dashed line.

To quantify this high-pT scaling behavior, we calculate
the ratio JAA

R2
AA

for the away-side head region for 4 < pb
T <

7 GeV/c and various pa
T selections. The values for the four

centrality ranges used in Fig. 31 are summarized in Table VI.
Although the uncertainties are quite substantial, the HR JAA

approximately equals R2
AA, suggesting a similar suppression

factor for inclusive hadrons and the away-side jet at high pT .
This, as pointed out in Refs. [75,76], could be a canceling
effect between a stronger energy loss, which increases the
suppression, and harder away-side hadron spectra associated
with high-pT triggers, which decrease the suppression.

V. DISCUSSION

A. Insights from identified particle and energy dependent
correlations

To elucidate the underlying physics of the medium-induced
component, we focus on intermediate pT where the SR
dominates, and we study the particle composition of the yield
in the SR. PHENIX has published results on correlations
of a trigger hadron, at intermediate transverse momentum
(2.5 < pa

T < 4 GeV/c), with identified partner mesons or
baryons at lower pT [43]. The away-side shape was found to
be similar for partner baryons and mesons; namely, the pairs
peak at �φ ∼ π ± 1.1 with a local minimum at �φ ∼ π . The
particle composition in the away-side jet, as reflected by the
baryon-to-meson ratio, was also found to grow with increasing

TABLE VI. Average ratio JAA/R2
AA for the away-side

HR for 4 < pb
T < 7 GeV/c (see Fig. 31).

Centrality JAA/R2
AA for HR (±Stat.+Sys.−Sys.)

0–20% 0.81 ± 0.07 + 0.44 − 0.41
20–40% 0.89 ± 0.05 + 0.37 − 0.35
40–60% 0.80 ± 0.03 + 0.26 − 0.23
60–92% 0.90 ± 0.03 + 0.25 − 0.23
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partner pT . The trend is similar to that observed for inclusive
hadron production. These observations for intermediate-pT

correlations are consistent with strong parton-medium interac-
tions which induce correlations between soft partons, followed
by coalescence at hadronization.

Further insight into the physics underlying the SR yield can
be obtained by studying its energy dependence. In particular, it
is interesting to see whether the two-component picture applies
at much lower collision energy. Figure 32 compares the per-
trigger yield at

√
sNN = 200 and 62.4 GeV for 1 < pb

T <

2.5 < pa
T < 4 GeV/c. They are the yields associated with the

jet functions previously published in Ref. [19]. The away-side
shapes are strongly non-Gaussian in both cases. The 62.4 GeV
data seem to be somewhat flatter, however, their relatively
large statistical uncertainties do not allow a definite statement
to be made.

The CERES Collaboration recently released their high-
statistics preliminary results of per-trigger yields in 0–5% and
5–10% Pb+Au collisions for 1 < pb

T < 2.5 < pa
T < 4 GeV/c

[77]. This measurement was carried out at
√

sNN = 17.2 GeV
at the CERN Super Proton Synchrotron (SPS), for 0.1 <

η < 0.7 in the center-of-mass (c.m.) frame. The equivalent
pseudorapidity window of 0.6 is close to the PHENIX value
of 0.7. Thus, the jet yields from both experiments can be
compared after applying the correction of 0.7/0.6 = 1.17. In
contrast to the PHENIX results, the CERES data show an
essentially flat away-side jet shape. The maximum of SR is

about half that of the PHENIX value, whereas the yield at
the HR is close to the PHENIX value. The former might
suggest a weaker medium effect at lower energy; the latter
could be a combination of a lower jet multiplicity and a
weaker jet quenching at SPS energy. However, it is conceivable
that other nuclear effects, especially the Cronin effect [78],
may also broaden the away-side jet shape. Further detailed
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study of the collision energy dependence of the HR and SR
components might elucidate the onset of jet quenching and
medium response.

B. Comparison with models

If jets are generated close to the surface, they exit and
subsequently fragment outside the medium. Otherwise, they
lose energy by radiating gluons. These shower gluons may be
emitted at large angles relative to the original partons [31,32]
and fragment into hadrons, or they can be deflected to large
angles by interactions with medium. Examples of the latter in-
clude medium deflection in the azimuthal [23,29] and the beam
directions [25] or excitation of collective Mach shock [35,36].

Several calculations for radiative energy loss have been
carried out [14,31,76] to describe dihadron production at
high pT . They all describe the data fairly well. As an
example, Fig. 33 shows a comparison of data for the 4–5 and
5–10 GeV/c triggers with recent calculations from Ref. [76].
For pa

T > 2 GeV/c, the calculated IAA is approximately
constant and agrees well with the data. According to this
calculation, both tangential and punch-through jet emission
are important, accounting for 3/4 and 1/4 of the away-side
high-pT pairs, respectively.

To extend the calculation to low and intermediate pT ,
contributions from radiated gluons have to be taken into
account. Early energy loss model calculations suggested
that these radiated gluons are almost collinear with the jet
axis [79]. However, recent calculations [31] favor large-
angle gluon emission due to destructive interference that
suppresses collinear emission. By including gluon feedback,
the calculation can reproduce away-side per-trigger yields at
low partner pT , but the gluon emission angle is too small to
reproduce the away-side jet shape.

In an improved calculation that includes the Sudakov form
factors [32], the authors can qualitatively describe the away-
side jet shape and its centrality dependence at intermediate pT ,
when the leading parton is assumed to split into two semihard
gluons which then fragment into hadrons. This model assumes
a transport coefficient of q̂ ∼ 5–10 GeV2/fm. A smaller q̂, for
instance, would substantially reduce the predicted split angle.

The away-side broadening may also arise from Cherenkov
gluon radiation [34]. It could occur when the gluon is scattered
by colored bound states in such a way that the permittivity

for in-medium gluons becomes space-like. A first calculation
that includes only scalar bound states suggests that the peak
angle D should gradually decrease to zero with increasing
momentum; this trend seems to be ruled out by the present
data. More sophisticated calculations including other bound
states are needed in future studies.

It has been suggested that shower partons could couple
with the longitudinal and transverse flow and are broadened or
deflected in �η [21–23,27] and/or �φ [23,29] directions. The
longitudinal deflection was argued to be responsible for the
�η ridge structure at the near-side. The transverse deflection
can lead to broadening in �φ. It was argued in Ref. [29] that
a random multiple scattering of the leading parton, combined
with energy loss, can result in the double peaked structure
of the away-side. However, in general, the deflection angle
decreases with the hadron momentum. This is not compatible
with the observation of pT -independent D values and universal
spectral slopes of the SR.

Finally, it has been proposed that the lost energy can
be absorbed by the medium and converted into collective
Mach shock [35,36]. In this picture, the fluid elements are
boosted along the Mach angle [71] and then hadronize via
coalescence. The Mach angle depends only on the sound
speed of the medium thus is independent of pT and consistent
with the data. The boost effect also produces a harder slope
for the partners, qualitatively consistent with experimental
observations. Our results on the PID dependence of the
correlation pattern [43] are consistent with the above picture.
The propagation of the shock wave requires hydrodynamic
behavior of the medium with small viscosity. If the Mach
shock is the underlying physics, the observation can be used
to constrain the value of η/s.

Many of the models discussed in this section are quite
qualitative in nature. These models typically focus on either
jet shape or jet yield, near-side or away-side, high pT or low
pT . The fact that both near- and away-side distributions are
enhanced and broadened at low pT and that the modifications
are limited to pT <∼ 4 GeV/c, above which the jet characteris-
tics qualitatively approach jet fragmentation, may suggest that
the modification mechanisms for the near- and away-side are
related. A model framework that includes both jet quenching
and medium response and can describe the full pT evolution of
the jet shape and yield at both near- and away-side is required to
understand the parton-medium interactions. Our data provide
valuable guidance for such future model developments.
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VI. SUMMARY AND CONCLUSIONS

We have analyzed dihadron azimuthal correlations for
0.4 < pT < 10 GeV/c unidentified charged hadrons in
Au+Au collisions at

√
sNN = 200 GeV. The results are pre-

sented as functions of trigger pT , partner pT , and centrality and
are compared with correlations of identified hadrons as well
as results from lower energies. The evolution of the jet shape
and yield with pT seems to suggest four distinct contributions
to jet-induced pairs: (1) a jet fragmentation component around
�φ ∼ 0, (2) a punch-through jet fragmentation component
around �φ ∼ π , (3) a medium-induced component around
�φ ∼ 0, and (4) a medium-induced component around �φ ∼
π ± 1.1.

The jet fragmentation components arise from jets that suffer
small energy loss due to the surface or punch-through jet
emissions. They dominate the near- and away-side pairs at
large pT . The near-side pair suppression factor JAA follows
an approximate scaling with the pair proxy energy psum

T . It
reaches a constant for psum

T > 8 GeV/c, at a level similar
to the suppression for single jets at high pT . In this pT

region, the yield of both the single jets (near-side pairs) and
back-to-back jets (away-side pairs) are consistent with energy
loss calculations.

By contrast, the enhancement of medium-induced com-
ponents may reflect a remnant of the lost energy from
quenched jets. This enhancement is limited to p

a,b
T

<∼
4 GeV/c. The near-side medium-induced component is re-
sponsible for broadening in �φ and significant elongation
in �η, and is related to the ridge structure [16,17,20].
The away-side medium-induced component exhibits pT -
and centrality-independent shape and mean pT and a bulk
medium-like particle composition [43], possibly reflecting
an intrinsic property of the medium response to energetic
jets.

We have also investigated the contribution of medium-
induced components to single particle production at interme-
diate pT , where soft processes such as hydrodynamic flow and
coalescence are important. The yields of jet-induced hadron
pairs (via JAA) are not suppressed at low pair proxy energy
psum

T = pa
T + pb

T . However, pair yields divided by the yield of
soft triggers show an apparent dilution effect at large partner
pT . This suggests that these soft hadrons either come from
soft processes such as from coalescence of thermal partons, or
they are the remnant of quenched jets, and thus lack high-pT

jet partners.
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Scientifique, Commissariat à l’Énergie Atomique, and Institut
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APPENDIX A: DIHADRON CORRELATION METHOD

This section demonstrates that the shape of the �φ

correlation function, constructed as the ratio of same to mixed
events, reproduces the shape of the true-pair distribution in
�φ. We demonstrate this is generally true for a nonuniform
experimental acceptance such as in the PHENIX experiment.
Our argument is not original with our analysis but has been
used numerous times before in correlation analyses in heavy-
ion experiments.

We start by giving notation for the true distributions of type
a and type b particles. They are

d2Nab
0

dφadφb
,

dNa
0

dφa
,

dNb
0

dφb
, (A1)

for the true azimuthal distributions for ab pairs and a and b

singles produced for PHENIX pseudorapidity acceptance and
for events in one centrality bin. We use subscript 0 to indicate
the true distributions. The true distributions are for particles in
PHENIX η range, but with full azimuthal coverage.

The PHENIX beam-beam counter (BBC) and zero-degree
calorimeter (ZDC), which trigger on events and determine
their centrality, are uniform in azimuth. Therefore the true
singles distributions are uniform, and the true pair distribution
depends only on the difference between the two angles:

d2Nab
0

dφa dφb
= f (φa − φb),

dNa
0

dφa
= const,

dNb
0

dφb
= const.

(A2)

To study the pair distribution as a function of �φ, we define
the difference and average of φa and φb as new orthogonal
variables:

�φ ≡ φa − φb, 	̄ ≡ (φa + φb)/2. (A3)
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We integrate the true pairs over 	̄ to obtain the projection onto
�φ. This is equivalent to binning the data in �φ.

dNab
0

d(�φ)
=

∫
d2Nab

0

dφa dφb
d	̄ =

∫
f (�φ) d	̄

= f (�φ)
∫

d	̄ ∝ f (�φ), (A4)

The measured distributions (without superscript) are related
to the true distributions through the experimental accep-
tance/efficiency (here just “acceptance” for short):

d2Nab

dφa dφb
= εab(φa, φb)

d2Nab
0

dφa dφb
,

(A5)
dNa

dφa
= εa(φa)

dNa
0

dφa
,

dNb

dφb
= εb(φb)

dNb
0

dφb
,

where εab, εa, and εb describe the experimental acceptances
for pairs and singles. The pair acceptance is, to a very good
approximation, equal to the product of the singles acceptances:

εab(φa, φb) = εa(φa) εb(φb), (A6)

i.e., the experimental acceptance for a particles is not influ-
enced by the presence or absence of b particles in any particular
event, and vice versa.2

The numerator of the correlation function is the measured
pair distribution projected onto �φ

N same(�φ) =
∫

d2Nab
0

dφa dφb
d	̄ = f (�φ)

∫
εab(φa, φb) d	̄.

(A7)

Mixed-event pairs are constructed by combining a particle
at φa from one event with particles at φb from other, unrelated
events. The mixed-event pairs over (φa, φb) factorize and have
the form

d2Nab
mixed

dφa dφb
∝ dNa

dφa

dNb

dφb
. (A8)

The denominator of the correlation function is the projection
of the measured mixed-event pairs:

Nmixed(�φ) =
∫

d2Nab
mixed

dφa dφb
d	̄

∝
∫

dNa

dφa

dNb

dφb
d	̄

∝
∫

εa(φa)εb(φb) d	̄. (A9)

2The condition of Eq. (A6) can be violated by some experimental
effects, such as ghost-pair tracking artifacts at small angles. We
recover the result of Eq. (A6) by applying pair cuts to remove
such artifacts identically to same-event and mixed-event pairs. Pair
cuts affect the integrands in the numerator and denominator of
Eq. (A10) equally and so leave the end result of Eq. (A11) intact.

Writing the correlation function with Eqs. (A7) and (A9),
and applying Eqs. (A6) and (A4) yields

C(�φ) ≡ N same(�φ)

Nmixed(�φ)

∝ f (�φ)
∫

εab(φa, φb) d	̄∫
εa(φa)εb(φb) d	̄

(A10)

∝ f (�φ) ∝ dNab
0

d(�φ)
. (A11)

This shows that the shape of the true-pair distribution is
recovered in the correlation function.

APPENDIX B: ROLE OF THE REACTION PLANE

No mention, explicit or implicit, was made of the reaction
plane in the preceding proof; this is not surprising, since its
validity holds for any source of correlation, whether from flow,
jets, or other. We show that Eq. (A11) holds for limited detector
acceptance with the reaction plane included explicitly.

For events with reaction plane direction �, we define the
conditional probabilities of finding an a or b particle, including
the effects of acceptance, as

P a(φa|�) = εa(φa)
dNa

d(φa − �)
,

(B1)

P b(φb|�) = εb(φb)
dNb

d(φb − �)
.

We can write the acceptances, and the true singles distributions
with respect to �, into their Fourier expansions:

εa(φ) =
p=+∞∑
p=−∞

apeipφ, εb(φ) =
q=+∞∑
q=−∞

bqe
iqφ, (B2)

where a−p = a∗
p, b−q = b∗

q, and

dNa

d(φa − �)
= 1

2π

n=+∞∑
n=−∞

νa
n ein(φa−�)

= 1

2π

(
1 +

+∞∑
n=1

2νa
n cos n(φa − �)

)
,

(B3)

dNb

d(φb − �)
= 1

2π

m=+∞∑
m=−∞

νb
m eim(φb−�)

= 1

2π

(
1 +

+∞∑
m=1

2νb
m cos m(φb − �)

)
.

In the case that ab correlations are due to particle correlation
with respect to the same reaction plane, as would be true
of background pairs, then the measured same-event pair
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FIG. 34. (Color online) Distribu-
tion of the leading particle from the
dijets relative to the event plane cal-
culated from HIJING only (left) and
event plane from the embedded event
(right).

distribution can be written as

N same(�φ) =
∫

dφa

2π

d�

2π
P a(φa|�)P b[(φa − �φ)|�]

=
p=+∞∑
p=−∞

n=+∞∑
n=−∞

ap b∗
p νa

nνb
ne

i(p+n)�φ. (B4)

Similarly, the measured mixed-event pair distribution is

Nmixed(�φ) =
∫

dφad�ad�b

8π3
P a(φa|�a)P b[(φa − �φ)|�b]

=
p=+∞∑
p=−∞

ap b∗
p eip�φ. (B5)

Using these to construct the correlation function, we find

C(�φ) ≡ N same(�φ)

Nmixed(�φ)
=

n=+∞∑
n=−∞

νa
nνb

ne
in�φ. (B6)

It is clear that the dependence upon the reaction plane angle is
integrated out when forming the correlation function. It is also
clear that the quadruple modulation strength of the correlation
function νa

2 νb
2 for background pairs is exactly the product of

the true modulation strengths of the true singles distributions
νa

2 and νb
2 .

APPENDIX C: SIMULATION STUDY OF THE NONFLOW
EFFECT FROM JETS

The elliptic flow of the triggers and partners, which are
used to estimate the background contribution in the correlation
function of Eq. (15), are provided by the BBC reaction plane
method. In this section, we show that the large rapidity
separation of |�η| > 2.75 between the PHENIX BBC and
central arm greatly suppresses the bias due to jets and dijets to
the reaction plane determination. More details can be also be
found in Ref. [80].

The intrajet correlation is typically limited by the size of
the jet cone, which is much smaller than the �η separation
between the BBC and central arm. However, due to their

broad distribution of parton x values, the away-side jets have a
very broad distribution in �η. Hence the interjet correlations
can potentially bias the BBC reaction plane determination.
We study the biases by embedding back-to-back jet pairs
into HIJING events. The HIJING events serve as the underlying
Au+Au events and were checked to reproduce the charged
hadron multiplicity in η from PHOBOS [81]. Elliptic flow
is implemented by applying a track-by-track weight in each
HIJING event:

w(b, pT , η) = 1 + 2v2(b, pT , η) cos 2(φ − �),

where � is the direction of the impact parameter b. The
centrality and pT dependence of the v2 is tuned according
to the PHENIX measurement [82]. The η dependence of v2

is obtained from PHOBOS [60] minimum bias events. The
v2 shape vs η is assumed to be independent of centrality
selections. This gives an overall b, pT , and η dependence by
a single function,

v2(pT , b, η) = 0.02834 b e−0.5(η/3.92)2

(
1 − 2.1

1 + e1.357pT

)
.
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FIG. 35. False reaction plane v2 of the leading hadron from
the embedded dijet as function of centrality. The η range used to
determine the event plane is indicated in each panel. The embedded
dijet is required to have a trigger hadron above 6 GeV/c with a
midrapidity window of |η| < 0.35.
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FIG. 36. (Color online) Per-trigger yield vs �φ for successively increasing trigger and partner pT (pa
T ⊗ pb

T ) in p + p (open circles)
and 0–20% Au+Au (filled circles) collisions. Data are scaled to the vertical axes of the four left panels. Histograms indicate elliptic flow
uncertainties for Au+Au collisions.

FIG. 37. (Color online) Same as Fig. 36, but for 20–40% Au+Au collisions.
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FIG. 38. (Color online) Same as Fig. 36, but for 60–92% Au+Au collisions.

We then generate back-to-back jet pairs from the PYTHIA

event generator, requiring a leading particle above 6 GeV/c at
midrapidity (|η| < 0.35). Assuming the fractional momentum
of the leading hadron is 〈z〉 ≈ 0.7 [44], this corresponds to a
typical jet energy of 6/〈z〉 ≈ 9 GeV/c.

We evaluate the dijet bias by comparing the event plane
before and after the embedding. Dijets tend to bias the event
plane toward the dijet direction, resulting in a false v2 for the
jet particles. Figure 34 shows the relative azimuth distribution
between the jet leading hadrons and the event plane (EP)
from the HIJING event (left panel) or the combined event
(right panel). The dijets clearly become correlated with the
EP determined from the combined event, leading to a false
v2 for the leading hadrons. However, since we embed one
such dijet pair for every event, the bias shown in Fig. 34
should be interpreted as the bias for those events containing
a high-pT dijet. Thus it sets an upper limit for the bias
effect.

To understand the impact of the false v2, we have to
determine their magnitudes in the same way as the real data
analysis, i.e., according to

v2 = v2,raw

cv2

= 〈〈cos 2(φ − 	EP)〉〉
〈cos 2(	EP − 	RP)〉 .

We obtain the raw v2 by fitting the embedded trigger distribu-
tion (such as in Fig. 34) for each individual centrality bin. The

raw v2 is then divided by the corresponding reaction plane
resolution, which can be calculated as cv2 = 〈cos 2(	EP −
	RP)〉.

The magnitude of the false v2 depends on the rapidity
separation between the trigger and the subevent used to
determine the EP. Because of away-side jet swing, this bias
could persist to large rapidity regions. Figure 35 shows the
centrality dependence of false trigger v2 for events containing
high-pT dijets for various rapidity windows used for EP
determination. The false v2 decreases as the subevent used
to determine the EP moves toward large η. When the subevent
is in the BBC acceptance (3 < |η| < 4), the false v2 becomes
negligible.

APPENDIX D: COMPREHENSIVE DATA PLOTS AND DATA
TABLES

Figures 36–38 show the comprehensive array of results,
covering the momentum range of 0.4–10 GeV/c from which
the representative subset shown in Fig. 6 was derived. These
results are described in Secs. III and IV.

Tables VII to XIX show numerical values of the plotted
data. The corresponding figures are indicated in the table
captions.
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TABLE VII. D from FIT1 and FIT2 vs pb
T for three pa

T bins (Fig. 11).

〈pb
T 〉 GeV/c D±Stat.+Sys.−Sys. FIT1 D±Stat.+Sys.−Sys. FIT2

2 < pa
T < 3 GeV/c

0.6 0.88±0.01+0.12−0.12 1.09±0.01+0.03−0.05
1.2 0.94±0.01+0.09−0.10 1.14±0.01+0.04−0.04
1.7 1.00±0.01+0.08−0.09 1.17±0.01+0.03−0.03
2.2 1.04±0.01+0.07−0.08 1.17±0.01+0.03−0.03
2.7 1.10±0.02+0.06−0.07 1.19±0.02+0.03−0.03
3.3 1.11±0.05+0.05−0.05 1.13±0.05+0.03−0.03
4.4 1.11±0.17+0.15−0.12 1.29±0.09+0.02−0.03

3 < pa
T < 4 GeV/c

0.6 0.90±0.01+0.11−0.11 1.12±0.04+0.03−0.03
1.2 1.01±0.01+0.08−0.09 1.19±0.02+0.01−0.03
1.7 1.04±0.02+0.07−0.08 1.15±0.03+0.03−0.03
2.2 1.10±0.04+0.05−0.05 1.12±0.06+0.03−0.03
2.7 1.16±0.12+0.04−0.05 1.21±0.07+0.02−0.03
3.3 1.13±0.13+0.10−0.05 1.30±0.06+0.01−0.01

4 < pa
T < 5 GeV/c

0.6 0.89±0.05+0.08−0.10 1.07±0.13+0.03−0.03
1.2 0.85±0.06+0.08−0.07 0.85±0.09+0.08−0.05
1.7 1.13±0.13+0.08−0.10 1.20±0.13+0.03−0.04
2.2 1.09±0.16+0.08−0.08 1.21±0.16+0.03−0.04
2.7 1.11±0.20+0.11−0.10 1.19±0.17+0.03−0.04

TABLE VIII. Near-side jet width for p + p and 0-20% Au+Au for various pa
T and

pb
T bins (Fig. 16). The width is unchanged by interchanging pa

T and pb
T .

Au+Au 0–20% p+p

2 < pa
T < 3 GeV/c

〈pb
T 〉 GeV/c Width Stat. Sys. Width Sys.

0.6 0.415 0.002 +0.022–0.041 0.472 0.006
1.4 0.432 0.001 +0.024–0.028 0.364 0.003
2.3 0.410 0.002 +0.043–0.019 0.281 0.003

3 < pa
T < 4 GeV/c

0.6 0.383 0.015 +0.006–0.033 0.430 0.012
1.4 0.409 0.004 +0.028–0.039 0.314 0.005
2.3 0.365 0.012 +0.022–0.016 0.244 0.005
3.3 0.286 0.010 +0.005–0.035 0.199 0.007

4 < pb
T < 5 GeV/c

0.6 0.394 0.037 +0.036–0.027 0.402 0.018
1.4 0.340 0.017 +0.036–0.040 0.299 0.008
2.3 0.274 0.012 +0.011–0.022 0.225 0.007
3.3 0.223 0.010 +0.012–0.027 0.201 0.010
4.4 0.179 0.009 +0.002–0.013 0.148 0.011

5 < pa
T < 10 GeV/c

0.6 0.308 0.059 +0.016–0.036 0.385 0.008
1.4 0.303 0.029 +0.031–0.040 0.281 0.003
2.3 0.224 0.015 +0.007–0.028 0.208 0.003
3.3 0.198 0.012 +0.008–0.023 0.165 0.003
4.4 0.155 0.009 +0.007–0.014 0.155 0.005
6.6 0.135 0.008 +0.001–0.001 0.130 0.004
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TABLE IX. Centrality dependence of near-side jet widths for various pa
T ⊗ pb

T bins (Fig. 17).

〈Npart〉 Width Stat. err. Sys. err.

2–3 ⊗ 0.4–1 GeV/c 351.4 0.367 0.012 +0.032–0.043
299.0 0.415 0.007 +0.033–0.044
234.6 0.424 0.002 +0.024–0.027
166.6 0.431 0.002 +0.048–0.041
114.2 0.438 0.002 +0.048–0.041
74.4 0.438 0.003 +0.057–0.043
45.5 0.436 0.004 +0.055–0.030
14.5 0.435 0.003 +0.059–0.022
2.0 0.472 0.006 +0.001–0.001

2–3 ⊗ 2–3 GeV/c 351.4 0.415 0.005 +0.054–0.047
299.0 0.409 0.005 +0.035–0.017
234.6 0.410 0.003 +0.042–0.019
166.6 0.406 0.008 +0.006–0.028
114.2 0.360 0.008 +0.013–0.023
74.4 0.352 0.008 +0.014–0.033
45.5 0.307 0.005 +0.015–0.037
14.5 0.289 0.004 +0.006–0.009
2.0 0.281 0.003 +0.001–0.001

3–4 ⊗ 3–4 GeV/c 351.4 0.318 0.019 +0.023–0.032
299.0 0.287 0.021 +0.021–0.037
234.6 0.271 0.010 +0.008–0.013
166.6 0.260 0.010 +0.012–0.012
114.2 0.225 0.008 +0.015–0.030
74.4 0.228 0.008 +0.009–0.011
45.5 0.201 0.008 +0.005–0.026
14.5 0.211 0.006 +0.004–0.014
2.0 0.199 0.007 +0.001–0.001

4–5 ⊗ 4–5 GeV/c 351.4 0.202 0.020 +0.017–0.000
299.0 0.191 0.018 +0.009–0.019
234.6 0.168 0.013 +0.021–0.029
166.6 0.167 0.010 +0.008–0.019
114.2 0.142 0.008 +0.004–0.001
74.4 0.143 0.009 +0.005–0.010
45.5 0.143 0.011 +0.005–0.016
14.5 0.161 0.010 +0.001–0.003
2.0 0.148 0.011 +0.002–0.002

5–10 ⊗ 5–10 GeV/c 351.4 0.162 0.017 +0.014–0.034
299.0 0.135 0.017 +0.001–0.023
234.6 0.133 0.011 +0.008–0.031
166.6 0.136 0.009 +0.007–0.009
114.2 0.131 0.008 +0.002–0.005
74.4 0.113 0.015 +0.002–0.008
45.5 0.146 0.016 +0.001–0.004
14.5 0.137 0.015 +0.002–0.007
2.0 0.130 0.004 +0.002–0.002

TABLE X. RHS in p + p and 0–20% Au+Au for various pa
T and pb

T bins (Fig. 7).

Au+Au 0–20% p + p

〈pb
T 〉 GeV/c RHS Stat. v2 err. ZYAM err. RHS Total err.

2.0 < pa
T < 3.0 GeV/c

0.66 0.965 0.008 +0.211–0.236 +0.007–0.000 2.428 +0.007–0.000
1.22 0.722 0.008 +0.180–0.201 +0.038–0.002 2.419 +0.038–0.002
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TABLE X. (Continued.)

Au+Au 0–20% p + p

〈pb
T 〉 GeV/c RHS Stat. v2 err. ZYAM err. RHS Total err.

1.72 0.628 0.010 +0.176–0.196 +0.040–0.005 2.752 +0.040–0.005
2.23 0.531 0.016 +0.178–0.198 +0.051–0.009 2.673 +0.051–0.009
2.73 0.395 0.027 +0.198–0.208 +0.113–0.021 3.234 +0.113–0.021
3.43 0.402 0.044 +0.192–0.198 +0.083–0.035 3.325 +0.083–0.035
4.43 0.581 0.190 +0.278–0.285 +0.076–0.119 4.590 +0.076–0.119
6.42 0.638 0.213 +0.114–0.111 +0.070–0.114 5.438 +0.070–0.114

3.0 < pa
T < 4.0 GeV/c

0.66 1.003 0.021 +0.174–0.183 +0.000–0.001 2.553 +0.000–0.001
1.22 0.711 0.023 +0.169–0.180 +0.048–0.007 2.730 +0.048–0.007
1.72 0.550 0.028 +0.166–0.185 +0.044–0.016 3.199 +0.044–0.016
2.23 0.384 0.046 +0.190–0.213 +0.093–0.039 3.418 +0.093–0.039
2.73 0.467 0.088 +0.208–0.200 +0.109–0.065 3.525 +0.109–0.065
3.43 0.531 0.122 +0.166–0.185 +0.059–0.079 4.184 +0.059–0.079
4.43 2.145 1.271 +0.165–0.216 +2.705–0.472 5.528 +2.705–0.472
6.42 2.488 1.216 +0.042–0.048 +2.378–0.567 7.077 +2.378–0.567

4.0 < pa
T < 5.0 GeV/c

0.66 1.069 0.057 +0.157–0.164 +0.004–0.006 2.495 +0.004–0.006
1.22 0.971 0.087 +0.181–0.202 +0.003–0.003 3.464 +0.003–0.003
1.72 0.822 0.112 +0.184–0.185 +0.019–0.024 3.109 +0.019–0.024
2.23 0.520 0.179 +0.223–0.207 +0.093–0.132 3.835 +0.093–0.132
2.73 0.443 0.286 +0.225–0.254 +0.146–0.306 6.726 +0.146–0.306
3.43 2.145 1.271 +0.165–0.216 +2.705–0.472 5.528 +2.705–0.472
4.43 1.344 0.565 +0.056–0.060 +0.265–0.104 5.579 +0.265–0.104
6.42 2.489 0.972 +0.008–0.009 +2.250–0.358 9.191 +2.250–0.358

5.0 < pa
T < 10.0 GeV/c

0.66 1.339 0.165 +0.169–0.173 +0.050–0.039 3.073 +0.050–0.039
1.22 0.917 0.162 +0.140–0.144 +0.018–0.016 3.884 +0.018–0.016
1.72 0.645 0.219 +0.167–0.198 +0.071–0.117 4.915 +0.071–0.117
2.23 0.649 0.289 +0.141–0.165 +0.086–0.169 5.372 +0.086–0.169
2.73 0.620 0.283 +0.079–0.087 +0.092–0.178 5.525 +0.092–0.178
3.43 2.488 1.216 +0.042–0.048 +2.378–0.567 7.077 +2.378–0.567
4.43 2.489 0.972 +0.008–0.009 +2.250–0.358 9.191 +2.250–0.358
6.42 2.761 1.015 +0.004–0.004 +2.879–0.437 11.159 +2.879–0.437

TABLE XI. Centrality dependence of D from FIT1 and FIT2 (Fig. 10).

D from FIT1 D from FIT2 Fraction of shoulder yield (FIT2)

〈Npart〉 D Stat. err. Sys. err. D Stat. err. Sys. err. Frac Stat. err. Sys. err.

351.4 1.068 0.016 +0.032–0.032 1.192 0.024 +0.028–0.028 0.800 0.053 +0.027–0.028
299.0 1.090 0.013 +0.055–0.062 1.208 0.017 +0.028–0.030 0.800 0.044 +0.053–0.059
234.6 1.030 0.010 +0.100–0.120 1.126 0.022 +0.045–0.054 0.842 0.052 +0.108–0.128
166.6 0.976 0.016 +0.110–0.153 0.983 0.035 +0.103–0.036 0.981 0.111 +0.019–0.291
114.2 0.865 0.018 +0.141–0.123 0.930 0.064 +0.091–0.050 0.851 0.246 +0.149–0.253
74.4 0.786 0.030 +0.129–0.116 0.916 0.045 +0.085–0.085 0.750 0.043 +0.250–0.195
45.5 0.652 0.021 +0.074–0.066 0.996 0.029 +0.030–0.030 0.293 0.040 +0.091–0.064
14.5 0.000 0.989 +0.010–0.000 1.178 0.047 +0.050–0.047 0.120 0.029 +0.049–0.032
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TABLE XII. Truncated mean pT , 〈p′
T 〉, for various �φ ranges and centrality (Fig. 25).

Near-side (GeV/c) Away-side shoulder (GeV/c) Away-side head (GeV/c)

〈Npart〉 〈p′
T 〉 Stat. Sys. 〈p′

T 〉 Stat. Sys. 〈p′
T 〉 Stat. Sys.

2.0 < pa
T < 3.0 GeV/c

351.4 0.554 0.008 +0.009–0.019 0.445 0.011 +0.001–0.010 0.388 0.017 +0.006–0.017
299.0 0.538 0.007 +0.015–0.022 0.453 0.009 +0.001–0.011 0.379 0.014 +0.014–0.026
234.6 0.530 0.004 +0.025–0.012 0.439 0.006 +0.020–0.004 0.388 0.008 +0.042–0.032
166.6 0.531 0.004 +0.028–0.015 0.449 0.007 +0.018–0.005 0.407 0.008 +0.033–0.042
114.2 0.529 0.005 +0.028–0.020 0.441 0.008 +0.002–0.007 0.426 0.009 +0.005–0.020
74.4 0.549 0.006 +0.028–0.024 0.457 0.012 +0.005–0.011 0.491 0.012 +0.039–0.021
45.5 0.589 0.007 +0.021–0.025 0.503 0.017 +0.000–0.013 0.540 0.013 +0.032–0.027
25.7 0.587 0.009 +0.020–0.019 0.487 0.022 +0.000–0.014 0.557 0.013 +0.030–0.023
9.5 0.600 0.009 +0.011–0.022 0.491 0.025 +0.003–0.023 0.580 0.013 +0.016–0.023
2.0 0.609 0.005 +0.000–0.012 0.543 0.014 +0.000–0.023 0.603 0.008 +0.000–0.012

3.0 < pa
T < 4.0 GeV/c

351.4 0.630 0.020 +0.007–0.007 0.446 0.031 +0.018–0.022 0.349 0.054 +0.044–0.060
299.0 0.598 0.017 +0.021–0.017 0.446 0.026 +0.007–0.018 0.388 0.040 +0.021–0.039
234.6 0.590 0.011 +0.038–0.019 0.420 0.018 +0.028–0.013 0.361 0.027 +0.057–0.035
166.6 0.599 0.011 +0.034–0.022 0.439 0.019 +0.009–0.014 0.416 0.022 +0.019–0.040
114.2 0.623 0.011 +0.036–0.031 0.475 0.022 +0.006–0.014 0.495 0.023 +0.030–0.017
74.4 0.646 0.014 +0.034–0.025 0.457 0.029 +0.014–0.021 0.530 0.025 +0.036–0.021
45.5 0.640 0.015 +0.019–0.016 0.435 0.033 +0.011–0.027 0.539 0.024 +0.018–0.017
25.7 0.674 0.018 +0.016–0.016 0.446 0.042 +0.013–0.033 0.582 0.024 +0.015–0.014
9.5 0.725 0.019 +0.010–0.044 0.542 0.054 +0.002–0.045 0.646 0.024 +0.011–0.033
2.0 0.715 0.012 +0.000–0.002 0.595 0.030 +0.002–0.007 0.689 0.016 +0.000–0.001

4.0 < pa
T < 5.0 GeV/c

351.4 0.758 0.060 +0.018–0.013 0.533 0.140 +0.045–0.088 0.495 0.156 +0.064–0.146
299.0 0.649 0.039 +0.020–0.017 0.447 0.070 +0.039–0.055 0.381 0.081 +0.058–0.088
234.6 0.698 0.028 +0.022–0.043 0.433 0.058 +0.008–0.047 0.438 0.062 +0.006–0.054
166.6 0.703 0.026 +0.024–0.055 0.449 0.046 +0.002–0.034 0.513 0.055 +0.011–0.034
114.2 0.702 0.026 +0.039–0.029 0.501 0.058 +0.027–0.036 0.609 0.048 +0.064–0.036
74.4 0.717 0.026 +0.036–0.028 0.468 0.055 +0.033–0.040 0.603 0.043 +0.047–0.032
45.5 0.718 0.028 +0.018–0.015 0.485 0.073 +0.039–0.055 0.597 0.042 +0.022–0.021
25.7 0.795 0.034 +0.014–0.022 0.556 0.091 +0.017–0.047 0.693 0.049 +0.016–0.018
9.5 0.827 0.036 +0.017–0.014 0.627 0.109 +0.042–0.049 0.700 0.043 +0.017–0.013
2.0 0.778 0.022 +0.001–0.001 0.672 0.057 +0.005–0.006 0.777 0.030 +0.001–0.001

5.0 < pa
T < 10.0 GeV/c

351.4 0.976 0.110 +0.136–0.074 0.640 0.195 +0.018–0.051 0.577 0.162 +0.035–0.085
299.0 0.876 0.092 +0.071–0.042 0.528 0.161 +0.052–0.116 0.536 0.285 +0.081–0.410
234.6 0.754 0.056 +0.040–0.033 0.481 0.109 +0.043–0.083 0.619 0.131 +0.073–0.058
166.6 0.826 0.057 +0.023–0.016 0.356 0.136 +0.102–0.194 0.695 0.167 +0.045–0.028
114.2 0.758 0.045 +0.041–0.031 0.481 0.103 +0.047–0.076 0.722 0.077 +0.069–0.045
74.4 0.839 0.056 +0.031–0.103 0.516 0.161 +0.006–0.131 0.663 0.080 +0.021–0.064
45.5 0.889 0.054 +0.034–0.026 0.654 0.179 +0.014–0.033 0.768 0.072 +0.022–0.017
25.7 0.791 0.059 +0.012–0.013 0.649 0.177 +0.025–0.071 0.749 0.077 +0.015–0.012
9.5 0.871 0.071 +0.021–0.023 0.419 0.142 +0.073–0.135 0.853 0.088 +0.017–0.018
2.0 0.925 0.013 +0.001–0.001 0.720 0.028 +0.004–0.005 0.883 0.015 +0.001–0.001

TABLE XIII. Truncated mean pT , 〈p′
T 〉, in HR for various pa

T ⊗ pb
T bins (Fig. 26).

3.0 < pa
T < 4.0 GeV/c 4.0 < pa

T < 5.0 GeV/c

〈Npart〉 〈p′
T 〉 Stat. Sys. 〈p′

T 〉 Stat. Sys

1.0 < pb
T < 7.0 GeV/c

279.9 0.383 0.020 +0.017–0.039 0.448 0.049 +0.034–0.046
140.4 0.469 0.017 +0.010–0.014 0.602 0.042 +0.047–0.044
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TABLE XIII. (Continued.)

3.0 < pa
T < 4.0 GeV/c 4.0 < pa

T < 5.0 GeV/c

〈Npart〉 〈p′
T 〉 Stat. Sys. 〈p′

T 〉 Stat. Sys

60.0 0.560 0.018 +0.037–0.020 0.637 0.032 +0.039–0.030
14.5 0.643 0.018 +0.014–0.024 0.794 0.041 +0.030–0.024
2.0 0.732 0.017 +0.000–0.002 0.838 0.032 +0.002–0.002

1.5 < pb
T < 7.0 GeV/c

279.9 0.398 0.049 +0.032–0.042 0.559 0.111 +0.044–0.062
140.4 0.525 0.035 +0.071–0.059 0.697 0.073 +0.084–0.059
60.0 0.643 0.033 +0.057–0.040 0.725 0.054 +0.040–0.029
14.5 0.753 0.032 +0.024–0.021 0.917 0.065 +0.031–0.029
2.0 0.827 0.029 +0.002–0.002 0.903 0.053 +0.003–0.003

2.0 < pb
T < 7.0 GeV/c

279.9 0.570 0.135 +0.128–0.072 1.026 0.284 +0.240–0.150
140.4 0.722 0.075 +0.285–0.085 0.918 0.127 +0.171–0.093
60.0 0.747 0.054 +0.052–0.043 0.843 0.086 +0.042–0.033
14.5 0.865 0.051 +0.025–0.020 0.989 0.093 +0.024–0.026
2.0 0.869 0.045 +0.004–0.003 0.924 0.079 +0.004–0.004

2.5.0 < pb
T < 7.0 GeV/c

279.9 0.675 0.231 +0.078–0.085 1.188 0.354 +0.259–0.140
140.4 0.822 0.107 +0.231–0.095 1.021 0.162 +0.109–0.073
60.0 0.785 0.074 +0.044–0.030 0.884 0.114 +0.027–0.023
14.5 0.939 0.071 +0.018–0.014 1.037 0.124 +0.023–0.019
2.0 0.936 0.066 +0.006–0.005 0.972 0.116 +0.006–0.006

3.0 < pb
T < 7.0 GeV/c

279.9 0.750 0.305 +0.082–0.095 0.963 0.260 +0.047–0.037
140.4 0.857 0.121 +0.107–0.062 0.902 0.147 +0.039–0.032
60.0 0.836 0.092 +0.032–0.023 1.085 0.158 +0.035–0.029
14.5 0.932 0.085 +0.008–0.008 1.033 0.150 +0.009–0.008
2.0 0.906 0.083 +0.004–0.003 0.993 0.153 +0.004–0.004

TABLE XIV. Per-trigger yields in NR, HR, and SR and various pb
T ranges for 2.0 < pa

T < 3.0 GeV/c. Theses yields and those in Tables XV–
XVII are the bases for Figs. 12–14 and 18–20. The systematic uncertainties due to the single particle efficiency are not included (∼10%).

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield± Stat.+Sys.−Sys.

0–20% 0.4–1.0 (2.24 ± 0.01 + 0.80 − 0.42) × 10−1 (1.20 ± 0.01 + 0.45 − 0.31) × 10−1 (2.48 ± 0.01 + 0.68 − 0.05) × 10−1

1.0–1.5 (9.14 ± 0.05 + 2.03 − 1.43) × 10−2 (3.47 ± 0.03 + 1.23 − 1.02) × 10−2 (9.60 ± 0.06 + 1.54 − 0.24) × 10−2

1.5–2.0 (4.48 ± 0.02 + 0.68 − 0.54) × 10−2 (1.18 ± 0.02 + 0.43 − 0.39) × 10−2 (3.76 ± 0.03 + 0.46 − 0.10) × 10−2

2.0–2.5 (1.79 ± 0.01 + 0.22 − 0.18) × 10−2 (3.25 ± 0.08 + 1.40 − 1.27) × 10−3 (1.23 ± 0.02 + 0.15 − 0.04) × 10−2

2.5–3.0 (6.26 ± 0.07 + 0.98 − 0.52) × 10−3 (7.07 ± 0.44 + 5.60 − 3.80) × 10−4 (3.57 ± 0.09 + 0.83 − 0.13) × 10−3

3.0–4.0 (3.38 ± 0.05 + 0.34 − 0.22) × 10−3 (3.14 ± 0.31 + 2.04 − 1.61) × 10−4 (1.56 ± 0.07 + 0.25 − 0.09) × 10−3

4.0–5.0 (5.65 ± 0.19 + 0.47 − 0.44) × 10−4 (4.41 ± 1.24 + 2.86 − 2.72) × 10−5 (1.52 ± 0.26 + 0.34 − 0.34) × 10−4

5.0–7.0 (1.78 ± 0.12 + 0.26 − 0.23) × 10−4 (8.83 ± 8.19 + 14.41 − 12.59) × 10−6 (9.16 ± 1.67 + 2.28 − 2.22) × 10−5

7.0–10.0 (1.24 ± 0.28 + 0.67 − 0.49) × 10−5 – –

20–40% 0.4–1.0 (2.27 ± 0.01 + 0.72 − 0.67) × 10−1 (1.12 ± 0.01 + 0.49 − 0.48) × 10−1 (1.96 ± 0.01 + 0.34 − 0.11) × 10−1

1.0–1.5 (8.28 ± 0.04 + 2.46 − 2.37) × 10−2 (3.14 ± 0.03 + 1.70 − 1.73) × 10−2 (7.69 ± 0.06 + 1.12 − 0.39) × 10−2

1.5–2.0 (3.79 ± 0.02 + 1.08 − 0.90) × 10−2 (1.05 ± 0.01 + 0.70 − 0.66) × 10−2 (2.95 ± 0.03 + 0.70 − 0.15) × 10−2

2.0–2.5 (1.47 ± 0.01 + 0.52 − 0.24) × 10−2 (2.90 ± 0.08 + 2.97 − 1.90) × 10−3 (9.38 ± 0.16 + 4.41 − 0.20) × 10−3

2.5–3.0 (5.60 ± 0.06 + 1.27 − 0.72) × 10−3 (9.27 ± 0.42 + 7.91 − 5.83) × 10−4 (3.00 ± 0.09 + 0.93 − 0.12) × 10−3

3.0–4.0 (3.23 ± 0.05 + 0.43 − 0.42) × 10−3 (4.87 ± 0.30 + 3.04 − 3.11) × 10−4 (1.33 ± 0.06 + 0.12 − 0.11) × 10−3

4.0–5.0 (6.46 ± 0.18 + 0.63 − 0.66) × 10−4 (1.06 ± 0.12 + 0.43 − 0.46) × 10−4 (2.20 ± 0.24 + 0.32 − 0.32) × 10−4
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TABLE XIV. (Continued.)

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield± Stat.+Sys.−Sys.

5.0–7.0 (2.37 ± 0.11 + 0.27 − 0.26) × 10−4 (4.54 ± 0.76 + 1.68 − 1.67) × 10−5 (7.67 ± 1.50 + 1.98 − 1.96) × 10−5

7.0–10.0 (2.43 ± 0.26 + 0.43 − 0.43) × 10−5 – –

40–60% 0.4–1.0 (1.57 ± 0.01 + 0.43 − 0.35) × 10−1 (7.52 ± 0.07 + 2.84 − 2.55) × 10−2 (1.09 ± 0.01 + 0.19 − 0.06) × 10−1

1.0–1.5 (5.78 ± 0.04 + 1.59 − 1.21) × 10−2 (2.24 ± 0.03 + 1.03 − 0.89) × 10−2 (4.03 ± 0.06 + 0.92 − 0.21) × 10−2

1.5–2.0 (2.66 ± 0.02 + 0.49 − 0.44) × 10−2 (8.80 ± 0.15 + 3.32 − 3.26) × 10−3 (1.54 ± 0.03 + 0.29 − 0.08) × 10−2

2.0–2.5 (1.12 ± 0.01 + 0.14 − 0.14) × 10−2 (3.43 ± 0.08 + 1.02 − 1.04) × 10−3 (5.74 ± 0.15 + 0.42 − 0.31) × 10−3

2.5–3.0 (4.45 ± 0.06 + 0.52 − 0.48) × 10−3 (1.27 ± 0.04 + 0.36 − 0.35) × 10−3 (1.74 ± 0.08 + 0.19 − 0.14) × 10−3

3.0–4.0 (2.77 ± 0.05 + 0.24 − 0.22) × 10−3 (8.14 ± 0.31 + 1.64 − 1.60) × 10−4 (9.52 ± 0.61 + 1.01 − 0.86) × 10−4

4.0–5.0 (6.79 ± 0.19 + 0.46 − 0.48) × 10−4 (2.04 ± 0.13 + 0.29 − 0.30) × 10−4 (2.08 ± 0.24 + 0.33 − 0.33) × 10−4

5.0–7.0 (2.86 ± 0.12 + 0.25 − 0.25) × 10−4 (1.05 ± 0.08 + 0.14 − 0.15) × 10−4 (6.83 ± 1.55 + 2.10 − 2.11) × 10−5

7.0–10.0 (2.62 ± 0.31 + 0.48 − 0.47) × 10−5 – –

60–92% 0.4–1.0 (1.15 ± 0.01 + 0.18 − 0.17) × 10−1 (6.03 ± 0.07 + 1.17 − 1.15) × 10−2 (6.27 ± 0.12 + 1.08 − 0.50) × 10−2

1.0–1.5 (4.28 ± 0.04 + 0.66 − 0.49) × 10−2 (1.99 ± 0.03 + 0.40 − 0.36) × 10−2 (2.29 ± 0.05 + 0.49 − 0.11) × 10−2

1.5–2.0 (1.94 ± 0.02 + 0.19 − 0.18) × 10−2 (8.25 ± 0.15 + 1.31 − 1.28) × 10−3 (8.72 ± 0.29 + 0.74 − 0.47) × 10−3

2.0–2.5 (8.45 ± 0.12 + 0.53 − 0.57) × 10−3 (3.65 ± 0.08 + 0.37 − 0.41) × 10−3 (3.44 ± 0.15 + 0.26 − 0.21) × 10−3

2.5–3.0 (3.63 ± 0.07 + 0.23 − 0.26) × 10−3 (1.48 ± 0.04 + 0.15 − 0.17) × 10−3 (1.12 ± 0.08 + 0.12 − 0.13) × 10−3

3.0–4.0 (2.52 ± 0.05 + 0.14 − 0.15) × 10−3 (9.76 ± 0.35 + 0.87 − 0.97) × 10−4 (5.75 ± 0.64 + 0.91 − 0.93) × 10−4

4.0–5.0 (6.63 ± 0.23 + 0.44 − 0.46) × 10−4 (2.63 ± 0.16 + 0.25 − 0.28) × 10−4 (1.25 ± 0.27 + 0.36 − 0.36) × 10−4

5.0–7.0 (3.35 ± 0.16 + 0.21 − 0.21) × 10−4 (1.79 ± 0.11 + 0.11 − 0.11) × 10−4 (1.17 ± 0.18 + 0.22 − 0.21) × 10−4

7.0–10.0 (2.90 ± 0.41 + 0.55 − 0.55) × 10−5 – –

p + p 0.4–1.0 (1.02 ± 0.01 + 0.15 − 0.01) × 10−1 (6.24 ± 0.05 + 0.77 − 0.05) × 10−2 (5.14 ± 0.08 + 1.55 − 0.10) × 10−2

1.0–1.5 (4.00 ± 0.03 + 0.28 − 0.04) × 10−2 (2.04 ± 0.02 + 0.14 − 0.02) × 10−2 (1.69 ± 0.03 + 0.28 − 0.04) × 10−2

1.5–2.0 (1.78 ± 0.02 + 0.04 − 0.02) × 10−2 (8.64 ± 0.11 + 0.18 − 0.10) × 10−3 (6.28 ± 0.17 + 0.36 − 0.20) × 10−3

2.0–2.5 (8.20 ± 0.09 + 0.10 − 0.10) × 10−3 (3.81 ± 0.06 + 0.05 − 0.05) × 10−3 (2.85 ± 0.09 + 0.10 − 0.10) × 10−3

2.5–3.0 (3.54 ± 0.06 + 0.06 − 0.06) × 10−3 (1.71 ± 0.04 + 0.03 − 0.03) × 10−3 (1.06 ± 0.06 + 0.06 − 0.06) × 10−3

3.0–4.0 (2.64 ± 0.05 + 0.04 − 0.04) × 10−3 (1.33 ± 0.03 + 0.02 − 0.02) × 10−3 (7.99 ± 0.43 + 0.43 − 0.43) × 10−4

4.0–5.0 (6.94 ± 0.22 + 0.17 − 0.17) × 10−4 (4.17 ± 0.17 + 0.08 − 0.08) × 10−4 (1.81 ± 0.18 + 0.17 − 0.17) × 10−4

5.0–7.0 (3.64 ± 0.16 + 0.10 − 0.10) × 10−4 (2.23 ± 0.13 + 0.05 − 0.05) × 10−4 (7.22 ± 1.12 + 0.96 − 0.96) × 10−5

7.0–10.0 (3.76 ± 0.52 + 0.17 − 0.17) × 10−5 – –

TABLE XV. Same as Table XIV, but for 3.0 < pa
T < 4.0 GeV/c.

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

0–20% 0.4–1.0 (2.45 ± 0.04 + 0.98 − 0.31) × 10−1 (1.62 ± 0.02 + 0.54 − 0.26) × 10−1 (3.23 ± 0.05 + 0.89 − 0.08) × 10−1

1.0–1.5 (1.09 ± 0.02 + 0.26 − 0.14) × 10−1 (3.90 ± 0.10 + 1.51 − 1.02) × 10−2 (1.10 ± 0.02 + 0.22 − 0.03) × 10−1

1.5–2.0 (5.98 ± 0.08 + 0.72 − 0.60) × 10−2 (1.19 ± 0.05 + 0.46 − 0.42) × 10−2 (4.32 ± 0.11 + 0.48 − 0.17) × 10−2

2.0–2.5 (2.52 ± 0.04 + 0.28 − 0.20) × 10−2 (2.40 ± 0.27 + 1.68 − 1.40) × 10−3 (1.25 ± 0.06 + 0.22 − 0.08) × 10−2

2.5–3.0 (9.96 ± 0.22 + 1.09 − 0.59) × 10−3 (8.44 ± 1.43 + 6.18 − 4.04) × 10−4 (3.62 ± 0.30 + 0.94 − 0.40) × 10−3

3.0–4.0 (6.71 ± 0.16 + 0.36 − 0.37) × 10−3 (5.07 ± 1.02 + 2.20 − 2.29) × 10−4 (1.91 ± 0.21 + 0.28 − 0.28) × 10−3

4.0–5.0 (1.49 ± 0.06 + 0.12 − 0.12) × 10−3 (1.65 ± 0.40 + 0.62 − 0.63) × 10−4 (1.54 ± 0.83 + 1.09 − 1.09) × 10−4

5.0–7.0 (6.45 ± 0.42 + 0.75 − 0.75) × 10−4 (6.18 ± 2.70 + 3.82 − 3.85) × 10−5 (3.51 ± 5.43 + 7.28 − 7.28) × 10−5

7.0–10.0 (1.03 ± 0.10 + 0.16 − 0.16) × 10−4 – –

20–40% 0.4–1.0 (2.53 ± 0.03 + 0.85 − 0.65) × 10−1 (1.58 ± 0.02 + 0.54 − 0.48) × 10−1 (2.61 ± 0.04 + 0.56 − 0.09) × 10−1

1.0–1.5 (9.94 ± 0.13 + 2.78 − 2.44) × 10−2 (3.83 ± 0.09 + 1.84 − 1.78) × 10−2 (8.70 ± 0.18 + 1.63 − 0.45) × 10−2

1.5–2.0 (5.19 ± 0.07 + 1.40 − 0.87) × 10−2 (1.34 ± 0.05 + 0.84 − 0.65) × 10−2 (3.59 ± 0.09 + 1.11 − 0.16) × 10−2

2.0–2.5 (2.17 ± 0.04 + 0.29 − 0.31) × 10−2 (3.48 ± 0.24 + 2.09 − 2.25) × 10−3 (1.01 ± 0.05 + 0.08 − 0.08) × 10−2

2.5–3.0 (9.74 ± 0.20 + 1.15 − 1.22) × 10−3 (1.44 ± 0.13 + 0.78 − 0.84) × 10−3 (3.24 ± 0.26 + 0.48 − 0.49) × 10−3

3.0–4.0 (6.81 ± 0.15 + 0.54 − 0.57) × 10−3 (1.14 ± 0.09 + 0.36 − 0.38) × 10−3 (1.95 ± 0.19 + 0.28 − 0.29) × 10−3

4.0–5.0 (1.64 ± 0.06 + 0.11 − 0.11) × 10−3 (3.34 ± 0.38 + 0.63 − 0.65) × 10−4 (2.87 ± 0.74 + 0.95 − 0.95) × 10−4
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TABLE XV. (Continued.)

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

5.0–7.0 (9.23 ± 0.38 + 0.64 − 0.64) × 10−4 (2.46 ± 0.24 + 0.33 − 0.34) × 10−4 (1.95 ± 0.46 + 0.60 − 0.60) × 10−4

7.0–10.0 (8.37 ± 0.94 + 1.38 − 1.38) × 10−5 – –

40–60% 0.4–1.0 (1.92 ± 0.03 + 0.42 − 0.35) × 10−1 (1.19 ± 0.02 + 0.27 − 0.25) × 10−1 (1.68 ± 0.04 + 0.27 − 0.07) × 10−1

1.0–1.5 (7.55 ± 0.12 + 1.28 − 1.22) × 10−2 (3.33 ± 0.08 + 0.88 − 0.89) × 10−2 (5.51 ± 0.16 + 0.65 − 0.29) × 10−2

1.5–2.0 (3.77 ± 0.07 + 0.51 − 0.45) × 10−2 (1.23 ± 0.04 + 0.35 − 0.33) × 10−2 (1.85 ± 0.09 + 0.23 − 0.13) × 10−2

2.0–2.5 (1.53 ± 0.03 + 0.17 − 0.14) × 10−2 (4.58 ± 0.23 + 1.13 − 1.01) × 10−3 (5.31 ± 0.45 + 0.75 − 0.59) × 10−3

2.5–3.0 (8.39 ± 0.19 + 0.60 − 0.63) × 10−3 (2.29 ± 0.13 + 0.39 − 0.42) × 10−3 (2.47 ± 0.25 + 0.35 − 0.36) × 10−3

3.0–4.0 (6.41 ± 0.15 + 0.34 − 0.35) × 10−3 (1.71 ± 0.10 + 0.21 − 0.21) × 10−3 (1.63 ± 0.18 + 0.25 − 0.25) × 10−3

4.0–5.0 (1.85 ± 0.06 + 0.10 − 0.11) × 10−3 (4.38 ± 0.40 + 0.55 − 0.56) × 10−4 (2.47 ± 0.73 + 0.98 − 0.98) × 10−4

5.0–7.0 (8.94 ± 0.44 + 0.76 − 0.62) × 10−4 (3.37 ± 0.29 + 0.38 − 0.32) × 10−4 (9.01 ± 4.82 + 7.43 − 6.20) × 10−5

7.0–10.0 (1.16 ± 0.12 + 0.11 − 0.11) × 10−4 – –

60–92% 0.4–1.0 (1.37 ± 0.03 + 0.28 − 0.16) × 10−1 (8.92 ± 0.19 + 1.54 − 1.11) × 10−2 (9.12 ± 0.36 + 2.42 − 0.53) × 10−2

1.0–1.5 (6.04 ± 0.12 + 1.01 − 0.47) × 10−2 (3.38 ± 0.08 + 0.56 − 0.35) × 10−2 (3.58 ± 0.16 + 0.91 − 0.20) × 10−2

1.5–2.0 (2.91 ± 0.06 + 0.22 − 0.21) × 10−2 (1.32 ± 0.04 + 0.15 − 0.15) × 10−2 (1.13 ± 0.08 + 0.13 − 0.11) × 10−2

2.0–2.5 (1.40 ± 0.04 + 0.09 − 0.09) × 10−2 (5.61 ± 0.24 + 0.54 − 0.58) × 10−3 (3.77 ± 0.44 + 0.60 − 0.59) × 10−3

2.5–3.0 (6.90 ± 0.21 + 0.40 − 0.42) × 10−3 (2.63 ± 0.14 + 0.23 − 0.25) × 10−3 (1.42 ± 0.25 + 0.32 − 0.33) × 10−3

3.0–4.0 (6.11 ± 0.17 + 0.25 − 0.26) × 10−3 (2.56 ± 0.12 + 0.14 − 0.14) × 10−3 (1.18 ± 0.18 + 0.23 − 0.23) × 10−3

4.0–5.0 (2.11 ± 0.09 + 0.09 − 0.10) × 10−3 (7.84 ± 0.56 + 0.49 − 0.50) × 10−4 (3.02 ± 0.74 + 0.92 − 0.92) × 10−4

5.0–7.0 (1.16 ± 0.07 + 0.07 − 0.07) × 10−3 (6.24 ± 0.48 + 0.35 − 0.36) × 10−4 (1.31 ± 0.50 + 0.69 − 0.69) × 10−4

7.0–10.0 (6.14 ± 1.86 + 2.90 − 2.90) × 10−5 – –

p + p 0.4–1.0 (1.26 ± 0.02 + 0.12 − 0.03) × 10−1 (9.18 ± 0.14 + 0.61 − 0.14) × 10−2 (7.19 ± 0.22 + 1.22 − 0.29) × 10−2

1.0–1.5 (5.74 ± 0.08 + 0.16 − 0.11) × 10−2 (3.46 ± 0.06 + 0.08 − 0.05) × 10−2 (2.53 ± 0.09 + 0.16 − 0.11) × 10−2

1.5–2.0 (2.88 ± 0.05 + 0.06 − 0.06) × 10−2 (1.45 ± 0.04 + 0.03 − 0.03) × 10−2 (9.08 ± 0.52 + 0.60 − 0.58) × 10−3

2.0–2.5 (1.49 ± 0.03 + 0.03 − 0.03) × 10−2 (7.73 ± 0.24 + 0.16 − 0.16) × 10−3 (4.52 ± 0.31 + 0.31 − 0.31) × 10−3

2.5–3.0 (7.59 ± 0.21 + 0.18 − 0.18) × 10−3 (3.53 ± 0.15 + 0.09 − 0.09) × 10−3 (2.00 ± 0.18 + 0.18 − 0.18) × 10−3

3.0–4.0 (6.35 ± 0.18 + 0.13 − 0.13) × 10−3 (3.64 ± 0.14 + 0.06 − 0.06) × 10−3 (1.74 ± 0.15 + 0.13 − 0.13) × 10−3

4.0–5.0 (1.76 ± 0.09 + 0.02 − 0.02) × 10−3 (1.16 ± 0.08 + 0.01 − 0.01) × 10−3 (4.20 ± 0.70 + 0.16 − 0.16) × 10−4

5.0–7.0 (1.15 ± 0.08 + 0.01 − 0.01) × 10−3 (7.15 ± 0.65 + 0.05 − 0.05) × 10−4 (1.88 ± 0.44 + 0.10 − 0.10) × 10−4

7.0–10.0 (1.15 ± 0.26 + 0.03 − 0.03) × 10−4 – –

TABLE XVI. Same as Table XIV, but for 4.0 < pa
T < 5.0 GeV/c.

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

0–20% 0.4–1.0 (2.50 ± 0.11 + 0.48 − 0.36) × 10−1 (1.96 ± 0.07 + 0.32 − 0.27) × 10−1 (3.66 ± 0.14 + 0.33 − 0.19) × 10−1

1.0–1.5 (1.19 ± 0.05 + 0.17 − 0.17) × 10−1 (4.84 ± 0.31 + 1.14 − 1.17) × 10−2 (9.97 ± 0.63 + 1.03 − 0.87) × 10−2

1.5–2.0 (6.58 ± 0.24 + 0.66 − 0.58) × 10−2 (1.55 ± 0.16 + 0.43 − 0.38) × 10−2 (3.76 ± 0.34 + 0.46 − 0.44) × 10−2

2.0–2.5 (3.09 ± 0.12 + 0.30 − 0.25) × 10−2 (2.70 ± 0.81 + 1.76 − 1.51) × 10−3 (1.04 ± 0.17 + 0.25 − 0.22) × 10−2

2.5–3.0 (1.42 ± 0.07 + 0.13 − 0.13) × 10−2 (7.43 ± 4.34 + 7.21 − 7.37) × 10−4 (3.35 ± 0.92 + 1.19 − 1.19) × 10−3

3.0–4.0 (1.25 ± 0.05 + 0.09 − 0.09) × 10−2 (1.72 ± 0.31 + 0.47 − 0.48) × 10−3 (1.76 ± 0.63 + 0.84 − 0.84) × 10−3

4.0–5.0 (3.63 ± 0.20 + 0.33 − 0.33) × 10−3 (5.04 ± 1.24 + 1.65 − 1.65) × 10−4 (7.50 ± 2.55 + 3.26 − 3.26) × 10−4

5.0–7.0 (2.35 ± 0.13 + 0.22 − 0.22) × 10−3 (5.18 ± 0.85 + 1.09 − 1.09) × 10−4 (4.59 ± 1.64 + 2.16 − 2.16) × 10−4

7.0–10.0 (2.63 ± 0.35 + 0.46 − 0.46) × 10−4 – –

20–40% 0.4–1.0 (2.27 ± 0.08 + 1.03 − 0.45) × 10−1 (1.64 ± 0.06 + 0.60 − 0.36) × 10−1 (2.80 ± 0.11 + 0.84 − 0.17) × 10−1

1.0–1.5 (1.03 ± 0.04 + 0.26 − 0.16) × 10−1 (3.86 ± 0.24 + 1.70 − 1.29) × 10−2 (9.10 ± 0.48 + 1.58 − 0.71) × 10−2

1.5–2.0 (5.59 ± 0.19 + 0.97 − 0.66) × 10−2 (1.59 ± 0.13 + 0.63 − 0.51) × 10−2 (3.33 ± 0.26 + 0.66 − 0.34) × 10−2

2.0–2.5 (2.80 ± 0.10 + 0.31 − 0.33) × 10−2 (5.10 ± 0.65 + 2.08 − 2.21) × 10−3 (1.01 ± 0.13 + 0.18 − 0.18) × 10−2

2.5–3.0 (1.36 ± 0.05 + 0.12 − 0.13) × 10−2 (1.95 ± 0.35 + 0.77 − 0.80) × 10−3 (3.69 ± 0.72 + 0.94 − 0.94) × 10−3

3.0–4.0 (1.20 ± 0.04 + 0.08 − 0.08) × 10−2 (2.51 ± 0.26 + 0.47 − 0.48) × 10−3 (2.78 ± 0.51 + 0.69 − 0.69) × 10−3

4.0–5.0 (4.12 ± 0.17 + 0.26 − 0.26) × 10−3 (1.31 ± 0.11 + 0.14 − 0.14) × 10−3 (9.06 ± 2.02 + 2.57 − 2.57) × 10−4
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TABLE XVI. (Continued.)

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

5.0–7.0 (2.16 ± 0.12 + 0.18 − 0.18) × 10−3 (4.57 ± 0.75 + 0.91 − 0.91) × 10−4 < 2.4 × 10−4

7.0–10.0 (2.75 ± 0.34 + 0.18 − 0.18) × 10−4 – –

40–60% 0.4–1.0 (2.06 ± 0.07 + 0.54 − 0.34) × 10−1 (1.43 ± 0.05 + 0.31 − 0.23) × 10−1 (1.83 ± 0.09 + 0.46 − 0.13) × 10−1

1.0–1.5 (9.80 ± 0.32 + 1.36 − 1.36) × 10−2 (4.63 ± 0.21 + 0.90 − 0.92) × 10−2 (6.99 ± 0.42 + 0.68 − 0.65) × 10−2

1.5–2.0 (5.18 ± 0.17 + 0.46 − 0.49) × 10−2 (1.90 ± 0.11 + 0.30 − 0.32) × 10−2 (2.41 ± 0.22 + 0.30 − 0.30) × 10−2

2.0–2.5 (2.44 ± 0.09 + 0.21 − 0.21) × 10−2 (7.52 ± 0.59 + 1.23 − 1.30) × 10−3 (8.59 ± 1.17 + 1.56 − 1.57) × 10−3

2.5–3.0 (1.47 ± 0.05 + 0.09 − 0.10) × 10−2 (4.59 ± 0.34 + 0.52 − 0.54) × 10−3 (3.79 ± 0.64 + 0.83 − 0.83) × 10−3

3.0–4.0 (1.08 ± 0.04 + 0.07 − 0.07) × 10−2 (2.43 ± 0.26 + 0.36 − 0.36) × 10−3 (9.42 ± 4.72 + 6.40 − 6.41) × 10−4

4.0–5.0 (3.31 ± 0.18 + 0.26 − 0.25) × 10−3 (1.21 ± 0.12 + 0.13 − 0.13) × 10−3 (5.53 ± 1.90 + 2.62 − 2.52) × 10−4

5.0–7.0 (2.41 ± 0.14 + 0.14 − 0.14) × 10−3 (8.88 ± 0.95 + 0.69 − 0.69) × 10−4 (3.75 ± 1.33 + 1.36 − 1.36) × 10−4

7.0–10.0 (1.97 ± 0.43 + 0.43 − 0.43) × 10−4 – –

60–92% 0.4–1.0 (1.38 ± 0.07 + 0.52 − 0.24) × 10−1 (1.06 ± 0.05 + 0.28 − 0.16) × 10−1 (9.05 ± 0.89 + 4.79 − 1.23) × 10−2

1.0–1.5 (6.25 ± 0.30 + 0.77 − 0.70) × 10−2 (3.76 ± 0.21 + 0.49 − 0.48) × 10−2 (3.28 ± 0.39 + 0.60 − 0.51) × 10−2

1.5–2.0 (3.91 ± 0.17 + 0.34 − 0.32) × 10−2 (1.61 ± 0.11 + 0.21 − 0.20) × 10−2 (1.43 ± 0.21 + 0.28 − 0.27) × 10−2

2.0–2.5 (1.96 ± 0.09 + 0.17 − 0.15) × 10−2 (8.35 ± 0.63 + 0.94 − 0.86) × 10−3 (4.30 ± 1.10 + 1.43 − 1.40) × 10−3

2.5–3.0 (1.15 ± 0.06 + 0.09 − 0.09) × 10−2 (4.51 ± 0.39 + 0.46 − 0.49) × 10−3 (2.32 ± 0.65 + 0.82 − 0.82) × 10−3

3.0–4.0 (1.23 ± 0.05 + 0.06 − 0.06) × 10−2 (4.62 ± 0.34 + 0.29 − 0.30) × 10−3 (1.90 ± 0.45 + 0.55 − 0.55) × 10−3

4.0–5.0 (3.84 ± 0.27 + 0.24 − 0.23) × 10−3 (1.54 ± 0.18 + 0.12 − 0.11) × 10−3 (6.30 ± 2.14 + 2.36 − 2.28) × 10−4

5.0–7.0 (2.33 ± 0.22 + 0.14 − 0.14) × 10−3 (1.44 ± 0.18 + 0.07 − 0.07) × 10−3 (1.35 ± 1.32 + 1.37 − 1.37) × 10−4

7.0–10.0 (2.85 ± 0.83 + 0.27 − 0.27) × 10−4 – –

p + p 0.4–1.0 (1.67 ± 0.05 + 0.16 − 0.07) × 10−1 (1.21 ± 0.03 + 0.08 − 0.03) × 10−1 (9.66 ± 0.52 + 1.62 − 0.65) × 10−2

1.0–1.5 (7.94 ± 0.21 + 0.25 − 0.25) × 10−2 (4.83 ± 0.16 + 0.12 − 0.12) × 10−2 (2.79 ± 0.22 + 0.25 − 0.25) × 10−2

1.5–2.0 (4.16 ± 0.13 + 0.13 − 0.13) × 10−2 (2.34 ± 0.10 + 0.06 − 0.06) × 10−2 (1.50 ± 0.12 + 0.13 − 0.13) × 10−2

2.0–2.5 (2.21 ± 0.09 + 0.06 − 0.06) × 10−2 (1.36 ± 0.07 + 0.03 − 0.03) × 10−2 (7.09 ± 0.76 + 0.65 − 0.65) × 10−3

2.5–3.0 (1.16 ± 0.06 + 0.04 − 0.04) × 10−2 (7.13 ± 0.48 + 0.21 − 0.21) × 10−3 (2.12 ± 0.41 + 0.41 − 0.41) × 10−3

3.0–4.0 (1.05 ± 0.05 + 0.03 − 0.03) × 10−2 (6.29 ± 0.44 + 0.13 − 0.13) × 10−3 (2.46 ± 0.41 + 0.27 − 0.27) × 10−3

4.0–5.0 (4.30 ± 0.33 + 0.07 − 0.07) × 10−3 (2.53 ± 0.27 + 0.04 − 0.04) × 10−3 (9.06 ± 1.99 + 0.73 − 0.73) × 10−4

5.0–7.0 (2.39 ± 0.28 + 0.03 − 0.03) × 10−3 (1.55 ± 0.24 + 0.01 − 0.01) × 10−3 (4.20 ± 1.29 + 0.29 − 0.29) × 10−4

7.0–10.0 (2.29 ± 1.06 + 0.03 − 0.03) × 10−4 – –

TABLE XVII. Same as Table XIV, but for 5.0 < pa
T < 10.0 GeV/c.

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

0–20% 0.4–1.0 (2.04 ± 0.25 + 0.51 − 0.52) × 10−1 (2.25 ± 0.17 + 0.31 − 0.32) × 10−1 (3.36 ± 0.32 + 0.45 − 0.45) × 10−1

1.0–1.5 (1.17 ± 0.11 + 0.35 − 0.21) × 10−1 (5.59 ± 0.72 + 1.85 − 1.24) × 10−2 (1.22 ± 0.15 + 0.34 − 0.20) × 10−1

1.5–2.0 (8.45 ± 0.57 + 1.22 − 1.23) × 10−2 (1.34 ± 0.38 + 0.68 − 0.69) × 10−2 (4.14 ± 0.78 + 1.05 − 1.05) × 10−2

2.0–2.5 (3.05 ± 0.29 + 0.56 − 0.57) × 10−2 (5.22 ± 1.93 + 2.97 − 3.02) × 10−3 (1.61 ± 0.40 + 0.53 − 0.53) × 10−2

2.5–3.0 (2.27 ± 0.16 + 0.28 − 0.28) × 10−2 (2.67 ± 1.02 + 1.42 − 1.43) × 10−3 (8.61 ± 2.15 + 2.74 − 2.74) × 10−3

3.0–4.0 (2.22 ± 0.12 + 0.20 − 0.20) × 10−2 (4.01 ± 0.74 + 1.01 − 1.01) × 10−3 (3.22 ± 1.46 + 1.98 − 1.98) × 10−3

4.0–5.0 (8.47 ± 0.52 + 0.72 − 0.72) × 10−3 (2.09 ± 0.32 + 0.36 − 0.36) × 10−3 (1.68 ± 0.60 + 0.72 − 0.72) × 10−3

5.0–7.0 (5.76 ± 0.36 + 0.48 − 0.48) × 10−3 (1.40 ± 0.22 + 0.24 − 0.24) × 10−3 (7.07 ± 3.55 + 4.85 − 4.85) × 10−4

7.0–10.0 (8.24 ± 1.30 + 2.29 − 2.29) × 10−4 – –

20–40% 0.4–1.0 (2.53 ± 0.21 + 0.98 − 0.56) × 10−1 (2.15 ± 0.14 + 0.57 − 0.39) × 10−1 (3.22 ± 0.27 + 0.81 − 0.36) × 10−1

1.0–1.5 (1.11 ± 0.09 + 0.23 − 0.21) × 10−1 (3.78 ± 0.60 + 1.52 − 1.41) × 10−2 (9.89 ± 1.21 + 1.65 − 1.61) × 10−2

1.5–2.0 (6.54 ± 0.48 + 1.32 − 1.37) × 10−2 (1.08 ± 0.32 + 0.80 − 0.84) × 10−2 (9.71 ± 6.42 + 9.33 − 9.41) × 10−3

2.0–2.5 (3.40 ± 0.25 + 0.53 − 0.47) × 10−2 (4.62 ± 1.66 + 3.02 − 2.66) × 10−3 (6.14 ± 3.33 + 4.50 − 4.41) × 10−3

2.5–3.0 (2.14 ± 0.14 + 0.30 − 0.23) × 10−2 (5.97 ± 0.93 + 1.53 − 1.18) × 10−3 (5.03 ± 1.83 + 3.03 − 2.32) × 10−3

3.0–4.0 (2.14 ± 0.11 + 0.17 − 0.17) × 10−2 (6.53 ± 0.72 + 0.88 − 0.89) × 10−3 (3.25 ± 1.28 + 1.67 − 1.67) × 10−3

4.0–5.0 (8.49 ± 0.52 + 0.70 − 0.70) × 10−3 (2.57 ± 0.33 + 0.35 − 0.35) × 10−3 (8.49 ± 4.99 + 6.95 − 6.95) × 10−4
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TABLE XVII. (Continued.)

pb
T

∫
|�φ|<π/3,NR d�φ( 1

Na
dNab

d�φ
)

∫
|�φ−π |<π/6,HR d�φ( 1

Na
dNab

d�φ
)

∫
π/6<|�φ−π |<π/3,SR d�φ( 1

Na
dNab

d�φ
)

(GeV/c) Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys. Yield±Stat.+Sys.−Sys.

5.0–7.0 (6.82 ± 0.42 + 0.42 − 0.42) × 10−3 (2.12 ± 0.25 + 0.21 − 0.21) × 10−3 (6.51 ± 3.10 + 4.23 − 4.23) × 10−4

7.0–10.0 (7.18 ± 1.78 + 1.93 − 1.93) × 10−4 – –

40–60% 0.4–1.0 (2.07 ± 0.19 + 0.44 − 0.45) × 10−1 (1.57 ± 0.13 + 0.27 − 0.28) × 10−1 (1.92 ± 0.24 + 0.32 − 0.32) × 10−1

1.0–1.5 (1.15 ± 0.08 + 0.55 − 0.16) × 10−1 (6.97 ± 0.55 + 2.79 − 0.94) × 10−2 (6.58 ± 1.07 + 5.46 − 1.43) × 10−2

1.5–2.0 (6.80 ± 0.44 + 0.90 − 0.93) × 10−2 (2.40 ± 0.29 + 0.51 − 0.53) × 10−2 (1.59 ± 0.57 + 0.77 − 0.77) × 10−2

2.0–2.5 (3.61 ± 0.23 + 0.41 − 0.42) × 10−2 (1.59 ± 0.16 + 0.22 − 0.22) × 10−2 (1.37 ± 0.30 + 0.38 − 0.39) × 10−2

2.5–3.0 (1.96 ± 0.14 + 0.22 − 0.22) × 10−2 (5.31 ± 0.89 + 1.14 − 1.15) × 10−3 (1.59 ± 1.64 + 2.18 − 2.18) × 10−3

3.0–4.0 (2.18 ± 0.12 + 0.15 − 0.15) × 10−2 (7.76 ± 0.79 + 0.78 − 0.78) × 10−3 (3.08 ± 1.25 + 1.52 − 1.52) × 10−3

4.0–5.0 (8.98 ± 0.63 + 0.58 − 0.58) × 10−3 (3.18 ± 0.41 + 0.29 − 0.29) × 10−3 (1.24 ± 0.51 + 0.58 − 0.58) × 10−3

5.0–7.0 (6.63 ± 0.91 + 0.25 − 0.25) × 10−3 (1.87 ± 0.32 + 0.13 − 0.13) × 10−3 (7.67 ± 4.11 + 2.54 − 2.54) × 10−4

7.0–10.0 (6.68 ± 2.15 + 0.77 − 0.77) × 10−4 – –

60–92% 0.4–1.0 (1.84 ± 0.18 + 0.44 − 0.39) × 10−1 (1.48 ± 0.13 + 0.25 − 0.24) × 10−1 (1.62 ± 0.23 + 0.39 − 0.30) × 10−1

1.0–1.5 (1.20 ± 0.08 + 0.19 − 0.15) × 10−1 (7.38 ± 0.55 + 1.02 − 0.90) × 10−2 (5.49 ± 0.99 + 1.74 − 1.26) × 10−2

1.5–2.0 (5.16 ± 0.43 + 0.71 − 0.69) × 10−2 (3.01 ± 0.31 + 0.38 − 0.37) × 10−2 (2.17 ± 0.55 + 0.70 − 0.67) × 10−2

2.0–2.5 (3.69 ± 0.26 + 0.35 − 0.35) × 10−2 (1.95 ± 0.18 + 0.18 − 0.19) × 10−2 (1.11 ± 0.29 + 0.33 − 0.33) × 10−2

2.5–3.0 (2.21 ± 0.17 + 0.20 − 0.20) × 10−2 (9.52 ± 1.14 + 1.00 − 1.01) × 10−3 (5.62 ± 1.56 + 1.95 − 1.95) × 10−3

3.0–4.0 (1.91 ± 0.16 + 0.16 − 0.16) × 10−2 (1.17 ± 0.12 + 0.08 − 0.08) × 10−2 (1.77 ± 1.09 + 1.60 − 1.60) × 10−3

4.0–5.0 (8.40 ± 1.03 + 0.72 − 0.72) × 10−3 (5.09 ± 0.88 + 0.36 − 0.36) × 10−3 (4.09 ± 7.55 + 7.19 − 7.19) × 10−4

5.0–7.0 (8.14 ± 1.23 + 0.73 − 0.73) × 10−3 (3.07 ± 0.73 + 0.36 − 0.36) × 10−3 < 7.3 × 10−4

7.0–10.0 (7.30 ± 3.43 + 0.33 − 0.33) × 10−4 – –

p + p 0.4–1.0 (1.89 ± 0.03 + 0.06 − 0.03) × 10−1 (1.51 ± 0.02 + 0.03 − 0.02) × 10−1 (9.83 ± 0.28 + 0.65 − 0.35) × 10−2

1.0–1.5 (9.88 ± 0.13 + 0.14 − 0.14) × 10−2 (6.74 ± 0.10 + 0.07 − 0.07) × 10−2 (3.47 ± 0.12 + 0.14 − 0.14) × 10−2

1.5–2.0 (5.93 ± 0.08 + 0.08 − 0.08) × 10−2 (3.79 ± 0.07 + 0.04 − 0.04) × 10−2 (1.54 ± 0.07 + 0.08 − 0.08) × 10−2

2.0–2.5 (3.58 ± 0.06 + 0.04 − 0.04) × 10−2 (2.12 ± 0.05 + 0.02 − 0.02) × 10−2 (7.89 ± 0.44 + 0.39 − 0.39) × 10−3

2.5–3.0 (2.08 ± 0.05 + 0.02 − 0.02) × 10−2 (1.29 ± 0.04 + 0.01 − 0.01) × 10−2 (4.68 ± 0.29 + 0.25 − 0.25) × 10−3

3.0–4.0 (2.24 ± 0.05 + 0.02 − 0.02) × 10−2 (1.27 ± 0.04 + 0.01 − 0.01) × 10−2 (3.58 ± 0.24 + 0.23 − 0.23) × 10−3

4.0–5.0 (9.09 ± 0.39 + 0.06 − 0.06) × 10−3 (5.76 ± 0.28 + 0.03 − 0.03) × 10−3 (1.25 ± 0.13 + 0.06 − 0.06) × 10−3

5.0–7.0 (6.47 ± 0.47 + 0.02 − 0.02) × 10−3 (3.87 ± 0.29 + 0.01 − 0.01) × 10−3 (7.23 ± 0.99 + 0.21 − 0.21) × 10−4

7.0–10.0 (1.25 ± 0.44 + 0.00 − 0.00) × 10−3 – –

TABLE XVIII. Pair suppression factor JAA in NR and HR for various pa
T ⊗ pb

T bins. The systematic uncertainties due to the single particle
efficiency are not included (∼17%).

2.0 < pa
T < 3.0 GeV/c 3.0 < pa

T < 4.0 GeV/c

〈pb
T 〉 GeV/c JAA(|�φ| < π/3) JAA(|�φ − π | < π/6) 〈pb

T 〉
GeV/c

JAA(|�φ| < π/3) JAA(|�φ − π | < π/6)

0–20% 0.63 1.34 ± 0.01 + 0.52 − 0.25 1.17 ± 0.01 + 0.46 − 0.30 0.63 0.88 ± 0.02 + 0.36 − 0.11 0.80 ± 0.02 + 0.27 − 0.13
1.20 1.39 ± 0.01 + 0.32 − 0.22 1.03 ± 0.01 + 0.37 − 0.31 1.20 0.87 ± 0.02 + 0.21 − 0.11 0.51 ± 0.02 + 0.20 − 0.13
1.70 1.53 ± 0.02 + 0.24 − 0.19 0.83 ± 0.02 + 0.30 − 0.27 1.70 0.94 ± 0.02 + 0.12 − 0.10 0.37 ± 0.02 + 0.14 − 0.13
2.20 1.33 ± 0.02 + 0.17 − 0.13 0.52 ± 0.02 + 0.22 − 0.20 2.20 0.77 ± 0.02 + 0.09 − 0.06 0.14 ± 0.02 + 0.10 − 0.08
2.70 1.08 ± 0.02 + 0.17 − 0.09 0.25 ± 0.02 + 0.20 − 0.14 2.70 0.60 ± 0.02 + 0.07 − 0.04 0.11 ± 0.02 + 0.08 − 0.05
3.34 0.78 ± 0.02 + 0.08 − 0.05 0.14 ± 0.01 + 0.09 − 0.07 3.34 0.48 ± 0.02 + 0.03 − 0.03 0.06 ± 0.01 + 0.03 − 0.03
4.38 0.50 ± 0.02 + 0.04 − 0.04 0.06 ± 0.02 + 0.04 − 0.04 4.38 0.39 ± 0.03 + 0.03 − 0.03 0.06 ± 0.02 + 0.02 − 0.02
5.75 0.30 ± 0.02 + 0.04 − 0.04 0.02 ± 0.02 + 0.04 − 0.03 5.75 0.25 ± 0.02 + 0.03 − 0.03 0.04 ± 0.02 + 0.02 − 0.02
8.18 0.20 ± 0.05 + 0.11 − 0.08 – 8.17 0.41 ± 0.10 + 0.06 − 0.06 –

20–40% 0.63 1.67 ± 0.01 + 0.58 − 0.49 1.34 ± 0.01 + 0.61 − 0.58 0.63 1.24 ± 0.02 + 0.43 − 0.32 1.06 ± 0.02 + 0.37 − 0.32
1.20 1.55 ± 0.01 + 0.47 − 0.44 1.15 ± 0.01 + 0.63 − 0.64 1.20 1.07 ± 0.02 + 0.30 − 0.26 0.68 ± 0.02 + 0.33 − 0.32
1.70 1.60 ± 0.02 + 0.46 − 0.38 0.91 ± 0.02 + 0.61 − 0.57 1.70 1.11 ± 0.02 + 0.30 − 0.19 0.57 ± 0.02 + 0.36 − 0.28
2.20 1.35 ± 0.02 + 0.47 − 0.22 0.57 ± 0.02 + 0.58 − 0.37 2.20 0.90 ± 0.02 + 0.12 − 0.13 0.28 ± 0.02 + 0.17 − 0.18
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TABLE XVIII. (Continued.)

2.0 < pa
T < 3.0 GeV/c 3.0 < pa

T < 4.0 GeV/c

〈pb
T 〉 GeV/c JAA(|�φ| < π/3) JAA(|�φ − π | < π/6) 〈pb

T 〉
GeV/c

JAA(|�φ| < π/3) JAA(|�φ − π | < π/6)

2.70 1.19 ± 0.02 + 0.27 − 0.15 0.41 ± 0.02 + 0.35 − 0.26 2.70 0.79 ± 0.03 + 0.09 − 0.10 0.25 ± 0.02 + 0.14 − 0.15
3.34 0.92 ± 0.02 + 0.12 − 0.12 0.27 ± 0.02 + 0.17 − 0.18 3.34 0.66 ± 0.02 + 0.05 − 0.06 0.19 ± 0.02 + 0.06 − 0.06
4.38 0.70 ± 0.03 + 0.07 − 0.07 0.19 ± 0.02 + 0.08 − 0.08 4.38 0.57 ± 0.04 + 0.04 − 0.04 0.18 ± 0.02 + 0.03 − 0.03
5.70 0.49 ± 0.03 + 0.06 − 0.06 0.15 ± 0.03 + 0.06 − 0.06 5.70 0.49 ± 0.04 + 0.03 − 0.03 0.21 ± 0.03 + 0.03 − 0.03
8.10 0.48 ± 0.08 + 0.09 − 0.09 – 8.15 0.45 ± 0.11 + 0.08 − 0.08 –

40–60% 0.63 1.34 ± 0.01 + 0.42 − 0.30 1.05 ± 0.01 + 0.42 − 0.36 0.63 1.18 ± 0.03 + 0.28 − 0.22 1.00 ± 0.02 + 0.24 − 0.21
1.20 1.26 ± 0.01 + 0.36 − 0.26 0.95 ± 0.01 + 0.45 − 0.38 1.20 1.02 ± 0.02 + 0.17 − 0.17 0.75 ± 0.02 + 0.20 − 0.20
1.70 1.30 ± 0.02 + 0.24 − 0.22 0.89 ± 0.02 + 0.33 − 0.33 1.70 1.02 ± 0.03 + 0.14 − 0.12 0.66 ± 0.03 + 0.19 − 0.18
2.20 1.19 ± 0.02 + 0.15 − 0.15 0.78 ± 0.02 + 0.23 − 0.24 2.20 0.80 ± 0.02 + 0.09 − 0.07 0.46 ± 0.03 + 0.11 − 0.10
2.71 1.10 ± 0.02 + 0.13 − 0.12 0.65 ± 0.03 + 0.18 − 0.18 2.71 0.86 ± 0.03 + 0.06 − 0.07 0.50 ± 0.04 + 0.09 − 0.09
3.35 0.91 ± 0.02 + 0.08 − 0.07 0.53 ± 0.02 + 0.11 − 0.10 3.36 0.78 ± 0.03 + 0.04 − 0.05 0.36 ± 0.03 + 0.04 − 0.05
4.38 0.85 ± 0.04 + 0.06 − 0.06 0.43 ± 0.03 + 0.06 − 0.06 4.39 0.81 ± 0.05 + 0.05 − 0.05 0.29 ± 0.03 + 0.04 − 0.04
5.70 0.68 ± 0.04 + 0.06 − 0.06 0.41 ± 0.04 + 0.06 − 0.06 5.70 0.60 ± 0.05 + 0.05 − 0.04 0.37 ± 0.05 + 0.04 − 0.03
8.12 0.61 ± 0.11 + 0.11 − 0.11 – 8.07 0.79 ± 0.19 + 0.08 − 0.08 –

60–92% 0.63 1.04 ± 0.01 + 0.23 − 0.15 0.89 ± 0.01 + 0.20 − 0.17 0.63 0.95 ± 0.02 + 0.21 − 0.11 0.85 ± 0.02 + 0.16 − 0.11
1.20 0.98 ± 0.01 + 0.17 − 0.11 0.89 ± 0.01 + 0.19 − 0.16 1.20 0.92 ± 0.02 + 0.16 − 0.07 0.86 ± 0.03 + 0.14 − 0.09
1.70 1.00 ± 0.01 + 0.10 − 0.09 0.87 ± 0.02 + 0.14 − 0.14 1.71 0.89 ± 0.03 + 0.07 − 0.07 0.80 ± 0.03 + 0.09 − 0.09
2.21 0.94 ± 0.02 + 0.06 − 0.06 0.88 ± 0.02 + 0.09 − 0.10 2.21 0.82 ± 0.03 + 0.05 − 0.06 0.64 ± 0.03 + 0.06 − 0.07
2.71 0.94 ± 0.02 + 0.06 − 0.07 0.79 ± 0.03 + 0.08 − 0.09 2.71 0.80 ± 0.03 + 0.05 − 0.05 0.65 ± 0.04 + 0.06 − 0.06
3.36 0.87 ± 0.02 + 0.05 − 0.05 0.67 ± 0.03 + 0.06 − 0.07 3.38 0.84 ± 0.03 + 0.04 − 0.04 0.62 ± 0.04 + 0.03 − 0.04
4.39 0.87 ± 0.04 + 0.06 − 0.06 0.58 ± 0.04 + 0.06 − 0.06 4.40 1.05 ± 0.07 + 0.05 − 0.05 0.59 ± 0.06 + 0.04 − 0.04
5.70 0.84 ± 0.05 + 0.06 − 0.06 0.74 ± 0.06 + 0.05 − 0.05 5.73 0.89 ± 0.08 + 0.05 − 0.05 0.77 ± 0.09 + 0.04 − 0.04
8.01 0.71 ± 0.14 + 0.14 − 0.14 – 8.01 0.47 ± 0.18 + 0.22 − 0.22 –

TABLE XIX. Pair suppression factor JAA in NR and HR for various pa
T ⊗ pb

T bins. The systematic uncertainties due to the single particle
efficiency are not included (∼17%).

4.0 < pa
T < 5.0 GeV/c 5.0 < pa

T < 10.0 GeV/c

〈pb
T 〉 GeV/c JAA(|�φ| < π/3) JAA(|�φ − π | < π/6) 〈pb

T 〉
GeV/c

JAA(|�φ| < π/3) JAA(|�φ − π | < π/6)

0–20% 0.63 0.48 ± 0.02 + 0.10 − 0.07 0.52 ± 0.02 + 0.09 − 0.07 0.63 0.28 ± 0.04 + 0.07 − 0.07 0.39 ± 0.03 + 0.05 − 0.06
1.20 0.47 ± 0.02 + 0.07 − 0.07 0.32 ± 0.02 + 0.08 − 0.08 1.20 0.31 ± 0.03 + 0.09 − 0.06 0.21 ± 0.03 + 0.07 − 0.05
1.70 0.50 ± 0.02 + 0.05 − 0.05 0.21 ± 0.02 + 0.06 − 0.05 1.70 0.37 ± 0.03 + 0.05 − 0.05 0.09 ± 0.03 + 0.05 − 0.05
2.20 0.44 ± 0.02 + 0.05 − 0.04 0.06 ± 0.02 + 0.04 − 0.04 2.20 0.22 ± 0.02 + 0.04 − 0.04 0.06 ± 0.02 + 0.04 − 0.04
2.70 0.39 ± 0.03 + 0.04 − 0.04 0.03 ± 0.02 + 0.03 − 0.03 2.70 0.28 ± 0.02 + 0.03 − 0.03 0.05 ± 0.02 + 0.03 − 0.03
3.34 0.38 ± 0.02 + 0.03 − 0.03 0.09 ± 0.02 + 0.02 − 0.02 3.35 0.26 ± 0.01 + 0.02 − 0.02 0.08 ± 0.02 + 0.02 − 0.02
4.38 0.27 ± 0.03 + 0.02 − 0.02 0.06 ± 0.02 + 0.02 − 0.02 4.40 0.24 ± 0.02 + 0.02 − 0.02 0.09 ± 0.02 + 0.02 − 0.02
5.76 0.31 ± 0.04 + 0.03 − 0.03 0.11 ± 0.02 + 0.02 − 0.02 5.79 0.23 ± 0.02 + 0.02 − 0.02 0.09 ± 0.02 + 0.02 − 0.02
8.12 0.37 ± 0.18 + 0.06 − 0.06 – 8.03 0.17 ± 0.07 + 0.05 − 0.05 –

20–40% 0.63 0.67 ± 0.03 + 0.31 − 0.13 0.67 ± 0.03 + 0.25 − 0.15 0.63 0.57 ± 0.05 + 0.22 − 0.13 0.60 ± 0.04 + 0.16 − 0.11
1.20 0.63 ± 0.03 + 0.16 − 0.10 0.39 ± 0.03 + 0.17 − 0.13 1.20 0.47 ± 0.04 + 0.10 − 0.09 0.24 ± 0.04 + 0.10 − 0.09
1.70 0.66 ± 0.03 + 0.12 − 0.08 0.33 ± 0.03 + 0.13 − 0.11 1.70 0.47 ± 0.04 + 0.09 − 0.10 0.12 ± 0.04 + 0.09 − 0.09
2.20 0.62 ± 0.03 + 0.07 − 0.07 0.18 ± 0.03 + 0.07 − 0.08 2.20 0.40 ± 0.03 + 0.06 − 0.06 0.09 ± 0.03 + 0.06 − 0.05
2.71 0.57 ± 0.04 + 0.06 − 0.06 0.13 ± 0.03 + 0.05 − 0.06 2.71 0.43 ± 0.03 + 0.06 − 0.05 0.20 ± 0.03 + 0.05 − 0.04
3.35 0.56 ± 0.03 + 0.04 − 0.04 0.19 ± 0.02 + 0.04 − 0.04 3.36 0.40 ± 0.02 + 0.03 − 0.03 0.22 ± 0.02 + 0.03 − 0.03
4.39 0.47 ± 0.04 + 0.03 − 0.03 0.25 ± 0.03 + 0.03 − 0.03 4.40 0.40 ± 0.03 + 0.03 − 0.03 0.19 ± 0.03 + 0.03 − 0.03
5.72 0.44 ± 0.06 + 0.04 − 0.04 0.14 ± 0.03 + 0.03 − 0.03 5.77 0.45 ± 0.04 + 0.03 − 0.03 0.23 ± 0.03 + 0.02 − 0.02
8.06 0.59 ± 0.28 + 0.04 − 0.04 – 8.00 0.24 ± 0.10 + 0.07 − 0.07 –
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TABLE XIX. (Continued.)

4.0 < pa
T < 5.0 GeV/c 5.0 < pa

T < 10.0 GeV/c

〈pb
T 〉 GeV/c JAA(|�φ| < π/3) JAA(|�φ − π | < π/6) 〈pb

T 〉
GeV/c

JAA(|�φ| < π/3) JAA(|�φ − π | < π/6)

40–60% 0.63 0.85 ± 0.04 + 0.24 − 0.14 0.81 ± 0.04 + 0.19 − 0.14 0.63 0.62 ± 0.06 + 0.13 − 0.14 0.58 ± 0.05 + 0.10 − 0.11
1.20 0.85 ± 0.04 + 0.12 − 0.12 0.66 ± 0.04 + 0.13 − 0.13 1.20 0.66 ± 0.05 + 0.31 − 0.09 0.58 ± 0.05 + 0.23 − 0.08
1.70 0.85 ± 0.04 + 0.08 − 0.08 0.56 ± 0.04 + 0.09 − 0.10 1.70 0.65 ± 0.04 + 0.09 − 0.09 0.36 ± 0.04 + 0.08 − 0.08
2.21 0.76 ± 0.04 + 0.07 − 0.07 0.38 ± 0.04 + 0.06 − 0.07 2.21 0.57 ± 0.04 + 0.07 − 0.07 0.42 ± 0.04 + 0.06 − 0.06
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B. Love,55 D. Lynch,3 C. F. Maguire,55 Y. I. Makdisi,3 A. Malakhov,22 M.D. Malik,37 V. I. Manko,27 Y. Mao,41,43
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For Auþ Au collisions at 200 GeV, we measure neutral pion production with good statistics for

transverse momentum, pT , up to 20 GeV=c. A fivefold suppression is found, which is essentially constant

for 5< pT < 20 GeV=c. Experimental uncertainties are small enough to constrain any model-dependent

parametrization for the transport coefficient of the medium, e.g., hq̂i in the parton quenching model. The

spectral shape is similar for all collision classes, and the suppression does not saturate in Auþ Au

collisions.

DOI: 10.1103/PhysRevLett.101.232301 PACS numbers: 25.75.Dw

Large transverse momentum (pT) hadrons originate pri-
marily from the fragmentation of hard scattered quarks or
gluons. In high energy pþ p collisions, this is well de-
scribed in the framework of perturbative QCD [1]. In
ultrarelativistic heavy ion collisions, such hard scatterings
occur in the early phase of the reaction, and the transiting
partons serve as probes of the strongly interacting medium
produced in the collisions. Lattice QCD predicts a phase
transition to a plasma of deconfined quarks and gluons,
which induces gluon radiation from the scattered parton
and depletes hadron production at high pT (‘‘jet quench-
ing’’) [2,3]. The measurements in Auþ Au collisions at
Relativistic Heavy Ion Collider (RHIC) showed suppressed
hadron yields in central collisions [4] as predicted [5,6],
and motivated advanced theoretical studies of radiative
energy loss.

All energy loss models must incorporate the space-time
evolution of the medium, as it is not static, and the initial
distribution of the partons throughout the medium. Models
generally also include an input parameter for the medium
density and/or the coupling. Different assumptions in the
various models lead to similar descriptions of the �0 sup-
pression with different model-dependent parameters [7,8].
For instance, the Parton Quenching model (PQM) is a
Monte Carlo program using the quenching weights from
Baier-Dokshitzer-Mueller-Peigne-Schiff (BDMPS) [5]
that combines the coupling strength with the color-charge
density to create a single transport coefficient, often re-
ferred to as hq̂i [9,10], which gives the hp2

Ti transferred
from the medium to the parton per mean free path.

Establishing the magnitude, pT and centrality depen-
dence of the suppression pattern up to the highest possible
pT is crucial to constrain the theoretical models and sepa-
rate contributions of initial and final state effects from the
energy loss mechanism. As neutral pions can be identified
up to very high pT , their suppression and its centrality
(average pathlength) dependence puts important con-

straints on the energy loss. Whereas di-hadron suppression
at high pT may be somewhat more sensitive to medium
opacity [11] than single hadron suppression, such improve-
ment is contingent upon theoretical and experimental,
statistical and systematic uncertainties.
This Letter reports on the measurement of �0s up to

pT ¼ 20 GeV=c in Auþ Au collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼
200 GeV at RHIC, using the high statistics data taken in
2004. The results are used to extract the hq̂i parameter of
the PQM model for the most central collisions.
The analysis used 1:03� 109 minimum bias events

taken by the PHENIX experiment [12]. Collision centrality
was determined from the correlation between the number
of charged particles detected in the Beam-Beam Counters
(BBC, 3:0< j�j< 3:9) and the energy measured in the
Zero Degree Calorimeters (ZDC). A Glauber model
Monte Carlo program with a simulation of the BBC and
ZDC responses was used to estimate the average number of
participating nucleons (hNparti) and binary nucleon-

nucleon collisions (hNcolli) for each centrality bin [13].
Neutral pions were measured in the �0 ! �� decay

channel with the photons reconstructed in the
Electromagnetic Calorimeter (EMCal) located in the two
central arms of PHENIX (j�j � 0:35). The EMCal [14]
consists of two subsystems: six sectors of lead-scintillator
sandwich calorimeter (PbSc) and two sectors of lead-glass
Čerenkov calorimeter (PbGl) at the radial distance of about
5 m. The fine segmentation of the EMCal (��� ���
0:01� 0:01 for PbSc and �0:008� 0:008 for PbGl) en-
sures that the two photons from a �0 ! �� decay are well

resolved up to p�0

T � 12 (PbSc) and 16 (PbGl) GeV=c.
Data from the two subsystems were analyzed separately,
and the fully corrected results were combined.
Details of the analysis including extraction of the raw�0

yield, correction for acceptance, detector response, recon-
struction efficiency have been described elsewhere [15,16].
In this analysis, the higher pT range required an additional
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correction for losses in the observed (raw) �0s due to
‘‘cluster merging.’’

With increasing p�0

T , the minimum opening angle of the

two photons decreases, and eventually they will be recon-
structed as a single cluster. Such ‘‘merging’’ reaches 50%
of the total raw yield at pT ¼ 14 GeV=c in the PbSc and at
pT ¼ 18 GeV=c in the PbGl. Merged clusters were re-
jected by various shower profile cuts, and the loss was
determined by simulated �0s embedded into real events
and analyzed with the same cuts. The systematic uncer-
tainties were estimated by comparing�0 yields in the PbSc
extracted in bins of asymmetry jE�1

� E�2
j=ðE�1

þ E�2
Þ

and also by comparing yields in the PbSc and PbGl.
We considered two sources of �0s not coming from the

vertex (off-vertex �0): those produced by hadrons interact-
ing with detector material (instrumental background) and
feed-down products from weak decay of higher mass had-
rons (physics background). Based upon simulations both
types of background were found to be negligible (< 1% at
pT > 2:0 GeV=c) except for�0s fromK0

S decay ( � 3% of

�0 yield for pT > 1 GeV=c), which has been subtracted
from the data. Finally, the yields were corrected to the
center of the pT bins using the local slope.

The main sources of systematic uncertainties are yield
extraction, efficiency corrections, energy scale, and merg-
ing, none of which exhibits a significant centrality depen-
dence. The PbSc and PbGl have quite different systematics
with all but one of them (off-vertex �0) uncorrelated.
Therefore, when combining their results, the total error is
reduced in the weighted average of the two independent
measurements. The final systematic uncertainties (1 stan-
dard deviation) on the spectra are shown in Table I.

The top panel of Fig. 1 shows the �0 invariant yield for
all centralities and minimum bias, combined from the
independent PbSc and PbGl measurements which now
extend to pT � 20 GeV=c, 6 GeV=c higher than those
published earlier [15]. In the overlap region, the results
are consistent with the ones in [15] while the errors are
reduced by a factor of 2 to 2.5. The bottom panel shows the

consistency of the PbSc and PbGl results. The spectra are
similar at all centralities: when fitting pT > 5 GeV=c with
a power-law function (/p�n

T ), the exponents vary from
n ¼ 8:00� 0:12 in 0–5% to n ¼ 8:06� 0:08 in the 80–
92% (most peripheral) bin. Note that n ¼ 8:22� 0:09 in
pþ p collisions. The errors are combined statistical errors
and systematic uncertainties.
To quantify the comparison of spectra in heavy ion and

pþ p collisions, the nuclear modification factor

TABLE I. Summary of the systematic uncertainties on the �0 yield extracted independently with the PbSc (PbGl) electromagnetic
calorimeters. The last row is the total systematic uncertainty on the combined spectra.

pT (GeV=c) 2 6 10 16

uncertainty source PbSc (PbGl)

yield extraction (%) 3.0 (4.1) 3.0 (4.1) 3.0 (4.1) 3.0 (4.1)

PID efficiency (%) 3.5 (3.9) 3.5 (3.5) 3.5 (3.7) 3.5 (3.9)

Energy scale (%) 6.7 (9.0) 8.0 (9.2) 8.0 (8.2) 8.0 (12.3)

Acceptance (%) 1.5 (4.1) 1.5 (4.1) 1.5 (4.1) 1.5 (4.1)

�0 merging (%) � � � ( � � � ) � � � ( � � � ) 4.4 ( � � � ) 28 (4.8)

Conversion (%) 3.0 (2.5) 3.0 (2.5) 3.0 (2.5) 3.0 (2.5)

off-vertex �0 (%) 1.5 (1.5) 1.5 (1.5) 1.5 (1.5) 1.5 (1.5)

Total (%) 8.7 (12) 9.8 (11) 11 (11) 30 (15)

PbSc and PbGl combined: Total (%) 7.0 7.5 7.6 14

 (GeV/c)
T

p
0 2 4 6 8 10 12 14 16 18 20

0.8
0.9

1
1.1
1.2 Ratio of PbGl or PbSc to combined results

Minimum Bias

PbGl

PbSc

-2
 (

G
eV

/c
)

d
y

T
 d

p
T

 pπ2
N2 d

 
ev

t
N

1

-1810

-1610

-1410

-1210

-1010

-810

-610

-410

-210

1

210

410

610 3Minimum Bias x10
10-5% Central x10

00-10% x10
-110-20% x10
-220-30% x10
-330-40% x10
-440-50% x10
-550-60% x10
-660-70% x10
-770-80% x10
-880-92% x10

 spectra in Au+Au
T

 p0π
=200GeVNNs

PHENIX

FIG. 1 (color online). Top: �0 invariant yields for all central-
ities and minimum bias. Bottom: ratios of the (separately ana-
lyzed) PbSc and PbGl yields to the combined minimum bias
invariant yield, which is shown in the top panel.
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RAA ¼ 1=Nevtd
2N=dydpT

hTABid2�pp=dydpT

(1)

is used, where �pp is the production cross section of the

particle in pþ p collisions, and hTABi is the nuclear thick-
ness function averaged over a range of impact parameters
for the given centrality, calculated within a Glauber model
[13]. Figures 2 and 3 show RAA for �0 at different central-
ities. The reference pþ p yield was obtained from the
2005 (Run-5) RHIC pþ p measurement [17].

RAA reaches�0:2 in 0–10% centrality at pT > 5 GeV=c
with very little (if any) pT dependence. This trend is
compatible with most current energy loss models but not
with a semiopaque medium assumption, where RAA would
decrease with increasing pT [7]. While its magnitude
changes, the suppression pattern itself is remarkably simi-
lar at all centralities suggesting that the bulk RAA (inte-
grated over azimuth) is sensitive only to the Npart but not to
the specific geometry. Consequently, study of the
pT-integrated RAA vs centrality is instructive.
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FIG. 2 (color online). Nuclear modifi-
cation factor (RAA) for �0s. Error bars
are statistical and pT-uncorrelated errors,
boxes around the points indicate
pT-correlated errors. Single box around
RAA ¼ 1 on the left is the error due to
Ncoll, whereas the single box on the right
is the overall normalization error of the
pþ p reference spectrum.
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FIG. 3 (color online). Left: �0 RAA for
the most central (0–5%) Auþ Au colli-
sions and PQM model calculations for
different values of hq̂i. Right:
~�2ð�b; �c; pÞ distribution for the corre-
sponding values of hq̂i. The bold (red)
curve in the left panel and the round
(red) point in the right panel are the
best fit values.

PRL 101, 232301 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

5 DECEMBER 2008

232301-5



Figure 4 shows RAA for �0s integrated above pT >
5 GeV=c, and pT > 10 GeV=c, as a function of centrality.
The last two points indicate overlapping 0–10% and 0–5%
bins. In both cases, the suppression increases monotoni-
cally with Npart without any sign of saturation, suggesting

that larger colliding systems (such as UþU planned at
RHIC) should exhibit even more suppression.

The common power-law behavior (/p�n
T ) in pþ p and

Auþ Au allows the suppression to be reinterpreted as a

fractional energy loss Sloss ¼ 1� R1=ðn�2Þ
AA where n is the

power-law exponent, and we found that Sloss / Na
part

[15,18]. Fitting the integrated RAA with a function RAA ¼
ð1� S0N

a
partÞn�2, where n is fixed as 8.1, gives a ¼ 0:57�

0:13 for Npart > 20 for pT > 5 GeV=c, and a ¼
0:55� 0:14 for pT > 10 GeV=c. The fit does not take
errors on pþ p luminosity into account. The Gyulassy-
Levai-Vitev (GLV) [6] and PQM [10] models predict that
a � 2=3, which is consistent with the data. The fitted
values of S0 are ð9:0� 6:1Þ � 10�3 and ð9:4� 7:3Þ �
10�3 for pT > 5 GeV=c and pT > 10 GeV=c, respec-
tively. The fits are shown as dashed lines in Fig. 4.

We use the highest centrality (0–5%) RAA data as shown
in Fig. 3 to constrain the PQM model parameter hq̂i. This
must be done with careful consideration of the various,
partially coupled error sources, leading to necessary refine-
ment beyond a naive least square analysis. We calculate

~�2ð�b; �c; pÞ ¼
�Xn

i¼1

½yi þ �b�bi þ �cyi�c �	iðpÞ�2
~�2
i

�

þ �2b þ �2c; (2)

using theory curves	iðpÞwith different values of the input
parameter p, i.e., hq̂i in the PQM model. pT-uncorrelated,
statistical 	 systematic errors are �i, pT-correlated errors
are �bi (boxes on Figs. 2 and 3), while uniform fractional

shifts of all points are given by �c. All the measured values
yi are allowed to shift by the same fraction, �b, of their
systematic error �bi from the nominal values. The �c is a

similar correlated fraction of �c, and ~�i ¼ �iðyi þ
�b�bi þ �cyi�cÞ=yi is the point-to-point random error

scaled by the multiplicative shift, so that the fractional
error is unchanged by the shift, which is true for the present
measurement. The best fit, ~�2

min, the minimum of

~�2ð�b; �c; pÞ by variation of �b, �c, and p, is found by
standard methods. Further details are given in [16]. The
right panel of Fig. 3 shows the minima of ~�2ð�b; �c; pÞ by
varying �b and �c for a wide range of values of the PQM
model transport coefficient, hq̂i. Our data constrain hq̂i as
13.2 þ2:1

�3:2 and
þ6:3
�5:2 GeV2=fm at the 1 and 2 standard devia-

tion levels. These constraints include only the experimental
uncertainties and do not account for the large model-
dependent differences in the quenching scenario and de-
scription of the medium. Extracting fundamental model-
independent properties of the medium from the present
data requires resolution of ambiguities and open questions
in the models themselves, which also will have to account
simultaneously for the pT and centrality (average path-
length) dependence. This work demonstrates the power
of data for pion production in constraining the energy
loss of partons. The large hq̂i suggests that the matter
consists of strongly coupled partons.
The RAAðpTÞ for 0–5% was fitted with a simple linear

function in the entire pT > 5 GeV=c range as well: the
slope of the fit is 0.0017 þ0:0035

�0:0039 and
þ0:0070
�0:0076 c=GeV at the 1

and 2 standard deviation levels [16]. The fact that RAA as
well as the power (n) for all spectra from pþ p to Auþ
Au are essentially constant proves that the dominant term
in energy loss is proportional to pT .
In summary, PHENIX has measured neutral pions in

Auþ Au collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV at mid rapidity

in the transverse momentum range of 1< pT <
20 GeV=c, analyzing high statistics data taken in 2004.
The shape of the spectra is similar for all centralities, as is
the shape of RAAðpTÞ at pT > 5 GeV=c. In central colli-
sions, the yield is suppressed by a factor of�5 at 5 GeV=c
compared to the binary scaled pþ p reference, and the
suppression prevails with little or no change up to
20 GeV=c. The integrated RAA vs centrality does not

saturate at this nuclear size; also, the predicted Sloss /
N2=3

part [6,10] is consistent with our data. In this picture,

the energy loss increases with pT . Using the 0–5% (most
central) RAA, we find that the transport coefficient hq̂i of
the PQM model is constrained to 13.2 þ2:1

�3:2 ðþ6:3
�5:2Þ GeV2=fm

at the one (two) � level. The experimental evidence for a
high transport coefficient, derived with remarkable accu-
racy due to high quality data and sophisticated new analy-
sis, as presented here and in [16], reveals a totally
nontrivial feature of the dense QCD medium created at
RHIC. The shape of the spectra and the suppression pattern

partN
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FIG. 4 (color online). Integrated nuclear modification factor
(RAA) for �

0 as a function of collision centrality expressed in
terms of Npart. The error bars/bands are the same as in Fig. 2. The

two lines at unity show the errors on hNcolli. The last two points
correspond to partially overlapping centrality bins. The dashed
lines show the fit explained in the text.
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indicate that the dominant term in energy loss is propor-
tional to pT .

We thank the staff of the Collider-Accelerator and
Physics Departments at BNL for their vital contributions.
We acknowledge support from the Office of Nuclear
Physics in DOE Office of Science and NSF (USA),
MEXT and JSPS (Japan), CNPq and FAPESP (Brazil),
NSFC (China), MSMT (Czech Republic), IN2P3/CNRS,
and CEA (France), BMBF, DAAD, and AvH (Germany),
OTKA (Hungary), DAE (India), ISF (Israel), KRF and
KOSEF (Korea), MES, RAS, and FAAE (Russia), VR
and KAW (Sweden), U.S. CRDF for the FSU, US-
Hungarian NSF-OTKA-MTA, and US-Israel BSF.

*Deceased
+PHENIX Spokesperson:
jacak@skipper.physics.sunysb.edu

[1] D. de Florian and W. Vogelsang, Phys. Rev. D 71, 114004
(2005).

[2] M. Gyulassy and M. Plumer, Phys. Lett. B 243, 432
(1990).

[3] X.-N. Wang and M. Gyulassy, Phys. Rev. Lett. 68, 1480
(1992).

[4] K. Adcox et al., Phys. Rev. Lett. 88, 022301 (2001).
[5] R. Baier, Y. L. Dokshitzer, A.H. Mueller, S. Peigne, and

D. Schiff, Nucl. Phys. B 484, 265 (1997).
[6] M. Gyulassy, P. Levai, and I. Vitev, Phys. Rev. Lett. 85,

5535 (2000).
[7] T. Renk, Phys. Rev. C 74, 034906 (2006).
[8] R. Baier and D. Schiff, J. High Energy Phys. 09 (2006)

059.
[9] A. Dainese, C. Loizides, and G. Paic, Eur. Phys. J. C 38,

461 (2005).
[10] C. Loizides, Eur. Phys. J. C 49, 339 (2007).
[11] H. Zhang, J. F. Owens, E. Wang, and X.-N. Wang, Phys.

Rev. Lett. 98, 212301 (2007).
[12] K. Adcox et al., Nucl. Instrum. Methods Phys. Res., Sect.

A 499, 469 (2003).
[13] M. L. Miller, K. Reygers, S. J. Sanders, and P. Steinberg,

Annu. Rev. Nucl. Part. Sci. 57, 205 (2007).
[14] L. Aphecetche et al., Nucl. Instrum. Methods Phys. Res.,

Sect. A 499, 521 (2003).
[15] S. S. Adler et al., Phys. Rev. C 76, 034904 (2007).
[16] A. Adare et al., Phys. Rev. C 77, 064907 (2008).
[17] A. Adare, Phys. Rev. D 76, 051106 (2007).
[18] K. Adcox et al. (PHENIX), Nucl. Phys. A 757, 184

(2005).

PRL 101, 232301 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

5 DECEMBER 2008

232301-7





PHYSICAL REVIEW C 77, 064907 (2008)

Quantitative constraints on the transport properties of hot partonic matter from semi-inclusive
single high transverse momentum pion suppression in Au+Au collisions at

√
sN N = 200 GeV

A. Adare,8 S. Afanasiev,22 C. Aidala,9 N. N. Ajitanand,49 Y. Akiba,43,44 H. Al-Bataineh,38 J. Alexander,49 A. Al-Jamel,38

K. Aoki,28,43 L. Aphecetche,51 R. Armendariz,38 S. H. Aronson,3 J. Asai,44 E. T. Atomssa,29 R. Averbeck,50 T. C. Awes,39

B. Azmoun,3 V. Babintsev,18 G. Baksay,14 L. Baksay,14 A. Baldisseri,11 K. N. Barish,4 P. D. Barnes,31 B. Bassalleck,37

S. Bathe,4 S. Batsouli,9,39 V. Baublis,42 F. Bauer,4 A. Bazilevsky,3 S. Belikov,3,21,* R. Bennett,50 Y. Berdnikov,46

A. A. Bickley,8 M. T. Bjorndal,9 J. G. Boissevain,31 H. Borel,11 K. Boyle,50 M. L. Brooks,31 D. S. Brown,38 D. Bucher,34

H. Buesching,3 V. Bumazhnov,18 G. Bunce,3,44 J. M. Burward-Hoy,31 S. Butsyk,31,50 S. Campbell,50 J.-S. Chai,23

B. S. Chang,58 J.-L. Charvet,11 S. Chernichenko,18 J. Chiba,24 C. Y. Chi,9 M. Chiu,9,19 I. J. Choi,58 T. Chujo,55 P. Chung,49

A. Churyn,18 V. Cianciolo,39 C. R. Cleven,16 Y. Cobigo,11 B. A. Cole,9 M. P. Comets,40 P. Constantin,21,31 M. Csanád,13
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The PHENIX experiment has measured the suppression of semi-inclusive single high-transverse-momentum
π 0’s in Au+Au collisions at

√
sNN = 200 GeV. The present understanding of this suppression is in terms

of energy loss of the parent (fragmenting) parton in a dense color-charge medium. We have performed a
quantitative comparison between various parton energy-loss models and our experimental data. The statistical
point-to-point uncorrelated as well as correlated systematic uncertainties are taken into account in the comparison.
We detail this methodology and the resulting constraint on the model parameters, such as the initial color-charge
density dNg/dy, the medium transport coefficient 〈q̂〉, or the initial energy-loss parameter ε0. We find that
high-transverse-momentum π 0 suppression in Au+Au collisions has sufficient precision to constrain these
model-dependent parameters at the ±20–25% (one standard deviation) level. These constraints include only the
experimental uncertainties, and further studies are needed to compute the corresponding theoretical uncertainties.

DOI: 10.1103/PhysRevC.77.064907 PACS number(s): 25.75.Dw

I. INTRODUCTION

Heavy-ion collisions at very high energy are of interest due
to the formation of a novel partonic medium approximately the
size of a large nucleus, but with an energy density exceeding
that of normal nuclei by considerably more than an order of
magnitude. At such high energy densities, it is believed that
quarks and gluons are no longer confined in hadrons but may
be constituents of a quark-gluon plasma with characteristics
of a near-perfect fluid (for a detailed review see Ref. [1]).
Experiments at the Relativistic Heavy Ion Collider (RHIC)
have already demonstrated that a very hot and dense, strongly
interacting medium is created in Au+Au collisions at

√
sNN =

200 GeV [2]. The goal is now to quantitatively determine the
properties of this medium.

Important properties of the medium include the density of
color charges as well as the exchange of transverse momentum
between parton probes and the medium. In rare events, in
addition to the creation of the medium, there can also be a hard
scattering (high-Q2 process) between the colliding partons
that, at leading order, sends two high-energy quark or gluon
partons in opposite transverse directions. These high-energy
partons can be utilized to probe both the color-charge density of
the medium and the coupling strength between the parton and
the medium. There are various calculational frameworks for
modeling these interactions (for a detailed review see Ref. [3]).

In this article, we consider four specific calculations of par-
ton energy loss (discussed below): the parton quenching model
(PQM) [4], the Gyulassy-Levai-Vitev (GLV) model [5], the
Wicks-Horowitz-Djordjevic-Gyulassy (WHDG) model [6],
and the Zhang-Owens-Wang-Wang (ZOWW) model [7]. We
detail a quantitative method of assessing the sensitivity of the
latest measurements to the input parameters of these models
that characterize the initial parton density or medium transport
coefficients.

II. EXPERIMENTAL RESULTS

During the 2004 data-taking period at the Relativistic
Heavy Ion Collider, the PHENIX experiment recorded an
integrated luminosity of 0.24 nb−1 in

√
sNN = 200 GeV

*Deceased
†PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu

Au+Au collisions, which extends the measurement of π0 to
much higher pT than previous data sets allowed. The results
and further details of this measurement are given in Ref. [9].
A brief description is given below.

The PHENIX experiment measures π0’s via the two-photon
decay mode with two types of highly segmented (�η × �φ ≈
0.01 × 0.01) electromagnetic calorimeters (EMCal) located at
the radial distance of approximately 5 m from the vertex [8].
One is a lead scintillator sampling calorimeter (PbSc), which
covers the geometrical acceptance of |η| < 0.35 and �φ =
3/4π . The other is a lead glass Cerenkov calorimeter (PbGl),
whose geometrical coverage is |η| < 0.35 and �φ = π/4.
The energy resolution of the PbSc and PbGl calorimeters
as determined from test beam measurements are given by
8.1%/

√
E(GeV) ⊕ 2.1% and 5.9%/

√
E(GeV) ⊕ 0.8%, re-

spectively. The energy calibration of the EMCal modules is
based on the measured position of the π0 mass peak, the
deposited energy of minimum ionizing particles that traverse
the calorimeter, and the ratio of energy to momentum that
is expected to be about 1 for electrons identified by the
ring-imaging Cerenkov detector. The systematic uncertainty
on the energy scale is ∼1%, which corresponds to ∼7–12%
uncertainty on the invariant π0 yield over the pT range of the
measurement.

Neutral pions were reconstructed in their π0 → γ γ decay
channel. Photon candidates are identified by applying particle
identification cuts based mainly on the shower shape. The
invariant mass for all photon-pair combinations within one
event that satisfy cuts on the energy asymmetry |Eγ 1 −
Eγ 2|/|Eγ 1 + Eγ 2| < 0.8 were calculated in bins of pT . The
combinatorial background is determined by combining into
pairs uncorrelated photons from different events with similar
centrality, reaction plane, and vertex location.

The raw π0 yield was obtained by integrating the mass peak
region of the invariant mass distribution after subtracting the
combinatorial background. The raw spectra are corrected for
the detector response (energy resolution), the reconstruction
efficiency, and occupancy effects (e.g., overlapping clusters).
These corrections are made by embedding simulated single
π0’s from a full GEANT simulation of the PHENIX detector
into real events and analyzing the embedded π0 events with
the same analysis cuts as used with real events.

After computing the invariant yields in Au+Au collisions
[9], the medium effects are quantified using the nuclear
modification factor (RAA). RAA is the ratio between the
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FIG. 1. (Color online) The π 0 nuclear suppression factor RAA as
a function of transverse momentum for 0–5% Au+Au collisions
at

√
sNN = 200 GeV. Point-to-point uncorrelated statistical and

systematic uncertainties are shown as uncertainty bars. Correlated
systematic uncertainties are shown as gray boxes around the data
points. The global scale factor systematic uncertainty is ±12%.

measured yield and the expected yield for pointlike processes
scaled from the p+p result and is defined as:

RAA(pT ) =
(
1
/
N evt

AA

)
d2Nπ0

AA

/
dpT dy

〈TAA〉d2σπ0

N N/dpT dy
, (1)

where 〈TAA〉 is the average Glauber nuclear overlap function
for the Au+Au centrality bin under consideration

〈TAA〉 ≡
∫

TAA(b)db∫ (
1 − e−σ inel

NN TAA(b)
)
db

= 〈
N

σNN

coll

〉/
σ inel

NN, (2)

where 〈NσNN

coll 〉 is the average number of inelastic nucleon-
nucleon collisions for the Au+Au centrality bin under consid-
eration calculated with inelastic nucleon-nucleon cross section
σ inel

NN .
The measured nuclear modification factors for 0–5% central

Au+Au reactions at
√

sNN = 200 GeV are shown in Fig. 1
and tabulated in Table I with statistical and systematic
uncertainties. The systematic uncertainties fall into three
categories. We denote type A uncertainties as systematic
uncertainties that are uncorrelated from point to point. Type
A systematic uncertainties are added in quadrature with
statistical uncertainties and are shown as uncertainty bars.
Partially correlated point-to-point systematic uncertainties are
broken into a 100% correlated component, referred to as type
B, and the above mentioned type A. The type B uncertainties
are shown as gray boxes. The sources of type B uncertainties
are discussed in detail in Ref. [9] and are dominated by
energy scale uncertainties but also have contributions from
photon shower merging at the highest pT (≈15–20 GeV/c).
There are also global systematic uncertainties, referred to as
type C uncertainties, that are globally correlated systematic
uncertainties (i.e., where all data points move by the same

TABLE I. The π 0 nuclear suppression factor RAA as a function
of transverse momentum for 0-5% Au+Au collisions at

√
sNN =

200 GeV. The type A, B, and C uncertainties are tabulated for each
point.

pT (GeV/c) RAA Type A
uncertainty

Type B
uncertainty

Type C
uncertainty

1.25 0.347 ±0.007 ±0.033 ±0.041
1.75 0.398 ±0.007 ±0.040 ±0.047
2.25 0.387 ±0.007 ±0.042 ±0.046
2.75 0.289 ±0.006 ±0.032 ±0.034
3.25 0.235 ±0.005 ±0.027 ±0.028
3.75 0.21 ±0.005 ±0.024 ±0.025
4.25 0.198 ±0.005 ±0.024 ±0.023
4.75 0.193 ±0.006 ±0.023 ±0.023
5.25 0.172 ±0.006 ±0.021 ±0.020
5.75 0.180 ±0.007 ±0.021 ±0.021
6.25 0.171 ±0.007 ±0.020 ±0.020
6.75 0.189 ±0.007 ±0.022 ±0.022
7.25 0.184 ±0.008 ±0.022 ±0.022
7.75 0.179 ±0.008 ±0.021 ±0.021
8.25 0.178 ±0.010 ±0.021 ±0.021
8.75 0.170 ±0.011 ±0.020 ±0.020
9.25 0.180 ±0.014 ±0.022 ±0.021
9.75 0.226 ±0.019 ±0.028 ±0.027

11.00 0.190 ±0.014 ±0.026 ±0.022
13.00 0.153 ±0.020 ±0.027 ±0.018
15.00 0.329 ±0.063 ±0.065 ±0.039
17.00 0.264 ±0.093 ±0.065 ±0.031

multiplicative factor). The type C uncertainties are ±12% and
derive from uncertainties in the calculated nuclear thickness
function and from the p+p absolute normalization.

III. THEORETICAL CALCULATIONS

The parton quenching model (PQM) [4] encodes the
dissipative properties of the system in terms of a single
transport coefficient, often referred to as q̂, obtained as
the product of the parton-medium cross section times the
color-charge density. The average q̂ quantifies the average
squared transverse momentum transferred from the medium
to the parton per mean free path. The PQM model is
a Monte Carlo program constructed using the quenching
weights from BDMPS [10,11]. BDMPS is a perturbative
calculation explicitly including only coherent radiative energy
loss for the parton via gluon bremsstrahlung. The PQM model
incorporates a realistic transverse collision geometry, though
with a static medium. It is also notable that the PQM model
does not include initial state multiple scattering or modified
nuclear parton distribution functions (PDF’s).

The Gyulassy-Levai-Vitev (GLV) [5] model is a formalism
developed to calculate in-medium gluon bremsstrahlung. An
analytic expression is derived for the single gluon emission
spectrum to all orders in opacity, assuming an infrared cutoff
given by the plasmon frequency. Thus, within this framework,
one can extract the local color-charge density. The color-charge
density is written simply as dNg/dy, assuming a completely
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FIG. 2. (Color online) Left pan-
els show π 0 RAA for 0–5% Au+Au
collisions at

√
sNN = 200 GeV and

predictions from PQM [4], GLV [12],
WHDG [6], and ZOWW [7] models
with (from top to bottom) 〈q̂〉 values
of 0.3, 0.9, 1.2, 1.5, 2.1, 2.9, 4.4,
5.9, 7.4, 10.3, 13.2, 17.7, 25.0, 40.5,
101.4 GeV2/fm; dNg/dy values of
600, 800, 900, 1050, 1175, 1300,
1400, 1500, 1800, 2100, 3000, 4000;
dNg/dy values of 500, 800, 1100,
1400, 1700, 2000, 2300, 2600, 2900,
3200, 3500, 3800; and ε0 values of
1.08, 1.28, 1.48, 1.68, 1.88, 2.08, 2.28,
2.68, 3.08 GeV/fm. Red lines indi-
cate the best fit cases of (top) 〈q̂〉 =
13.2, (upper middle) dNg/dy = 1400,
(lower middle) dNg/dy = 1400, and
(bottom) ε0 = 1.88 GeV/fm. Right
panels show RAA at pT = 20 GeV/c.

gluonic medium, or an equivalent dNq,g/dy for a mixture of
quarks and gluons. In Ref. [12], using a realistic transverse
collision geometry, the authors calculate a priori, without
energy loss, the single fixed geometrical average path length
from the production point to the medium edge, 〈L〉prod, and use

it to calculate the parton energy loss in a Bjorken expanding
medium [13]. The calculation also incorporates initial-state
multiple scattering effects and modified nuclear PDF’s.

The Wicks-Horowitz-Djordjevic-Gyulassy (WHDG) [6]
model utilizes the generalized GLV formalism [15] for
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radiative energy loss described above. In addition, their
calculation includes a convolution of radiative energy loss
and collisional energy-loss mechanisms. A realistic transverse
collision geometry with a Bjorken time expansion is utilized,
and then a full distribution of parton paths through the
medium is calculated. The WHDG model does not yet include
initial-state multiple scattering or modified PDF’s.

The Zhang-Owens-Wang-Wang (ZOWW) [7] calculations
incorporate a next-to-leading-order perturbative QCD par-
ton model with modified jet fragmentation functions. The
calculation explicitly includes only radiative energy loss.
A hard-sphere transverse collision geometry with a one-
dimensional expanding medium is utilized. The calculation
also incorporates initial-state multiple scattering effects and
modified nuclear PDF’s.

The top left panel of Fig. 2 shows a comparison of the
experimental data with calculated results from the PQM
energy-loss model (as described in Ref. [4]) corresponding
to different 〈q̂〉 values [16]. Note that only a subset of all the
calculations corresponding to different 〈q̂〉 values are shown
in the figure for clarity. The upper right panel shows the π0

suppression factor predicted at pT = 20 GeV/c from the PQM
model as a function of the 〈q̂〉 value. One can see that as the
〈q̂〉 increases, the additional suppression becomes smaller (i.e.,
saturates). This saturation effect was noted in Ref. [14], and
interpreted as a result of the dominance of preferential surface
emission.

The other panels of Fig. 2 show similar comparisons
of the experimental data with calculated results utilizing
the GLV numerical calculation framework (as described
in Ref. [12]) corresponding to different dNg/dy values
[17]; the WHDG calculational framework (as described in
Ref. [6]) corresponding to different dNg/dy values [18];
and the ZOWW calculational framework (as detailed in
Ref. [7]) corresponding to different ε0 values [19]. Note that
all calculations are shown only for pT > 5 GeV/c as that is
where the calculations are considered applicable.

In Fig. 3, the same π0 suppression factor predicted at pT =
20 GeV/c from the PQM model as a function of the 〈q̂〉 value
is shown, but in this case with a log-x and log-y scale. The
RAA ≈ 0.75/

√〈q̂〉 with 〈q̂〉 in units of GeV2/fm over the range
5 < 〈q̂〉 < 100. This means that over this range for a given
fractional change in 〈q̂〉 there is always the same fractional
change in RAA (i.e., �〈q̂〉/〈q̂〉 ≈ 2.0 × �RAA/RAA).

IV. COMBINED RESULTS

The task is now to detail how the experimental uncertainties
(statistical and systematic) constrain the model parameters that
are reflected in the suppression factors. As described previ-
ously, the uncertainties of the measured points are separated
into type A (pT -uncorrelated, statistical ⊕ systematic, σi), type
B (pT -correlated, σbi

, boxes on Fig. 1), type C (normalization,
uniform fractional shift for all points, σc), where the σ ’s
represent the standard deviations of the assumed Gaussian
distributed uncertainties. With the predicted theory value µi (p)
for each data point calculated for different values of the input
parameter p, we perform a least-squares fit the to the theory

/fm)2 (GeV〉q〈PQM Model 
10 210

)] c
=2

0 
(G

eV
/

T
 [

p
A

A
R -110

FIG. 3. (Color online) The nuclear suppression factors at pT =
20 GeV/c for PQM as a function of 〈q̂〉 are shown as a blue
line with a log-x and log-y display. Also shown is the functional
form �〈q̂〉/〈q̂〉 ≈ 2.0 × �RAA/RAA) over the range 5 < 〈q̂〉 <

100 GeV2/fm.

by finding the values of p, εb, εc, that minimize:

χ̃2(εb, εc, p) =
{ n∑

i=1

[yi + εbσbi
+ εcyiσc − µi(p)]2

σ̃ 2
i

+ ε2
b + ε2

c

}
, (3)

where εb and εc are the fractions of the type B and C systematic
uncertainties that all points are displaced together and where
σ̃i = σi(yi + εbσbi

+ εcyiσc)/yi is the point-to-point random
uncertainty scaled by the multiplicative shift in yi such that the
fractional uncertainty is unchanged under systematic shifts,
which is true for the present measurement. For clarity of
presentation, the derivation of Eq. (3) (above) is given in
Appendix A.

For any fixed values of εb, εc, Eq. (3) follows the χ2

distribution with n+2 degrees of freedom, for testing the
theoretical predictions µi(p), because it is the sum of n+2
Gaussian distributed random variables. The best fit, χ̃2

min, the
minimum of χ̃2(εb, εc, p) by variation of εb, εc, and p, is
found by standard methods (for example, using a MINUIT type
minimization algorithm) and should follow the χ2 distribution
with n − 1 degrees of freedom. The correlated uncertainties
of the best fit parameters are estimated in the Gaussian
approximation by χ̃2(εb, εc, p) = χ̃2

min + N2 for N standard
deviation (σ ) uncertainties.

The present experimental type B uncertainties have point-
to-point correlations whose exact correlation matrix is difficult
to evaluate precisely. Thus, we consider two limiting correla-
tion cases. The first is where the type B uncertainties are 100%
correlated, i.e., all points move in the same direction by the
same fraction of their respective type B uncertainty. The second
is where the type B uncertainties are correlated such that the
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low pT and high pT points may shift with opposite sign (and
linearly scaled in between), thus tilting the RAA either upward
or downward as a function of pT . The minimum χ̃2 of the two
cases is used for each constraint.

We take as a first example the resulting theory predictions
from the PQM model. For each calculation characterized by
the 〈q̂〉, we calculate χ̃2. We determine this value by varying
εb and εc (the systematic offsets) until we obtain the minimum
χ̃2. These values are shown in Fig. 4 in the top panel. One
can see that the overall lowest χ̃2 value corresponds to 〈q̂〉 ≈
13 GeV2/fm.

We then calculate the p value for the χ̃2 [the minimum of
Eq. (3)], where the p value is defined as:

p value =
∫ ∞

χ̃2
χ2

(nd )(z)dz, (4)

where χ2
(nd ) is the chi-square distribution with the appropriate

number of degrees of freedom, nd [20]. This calculation is
valid because the goodness-of-fit statistic χ̃2 follows a standard
χ2 distribution. Note that p value is the probability, under
the assumption that the hypothesis is correct, of randomly
obtaining data with a worse fit to the hypothesis than the
experimental data under test [20]. These p value s are shown
in the middle panel of Fig. 4.
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FIG. 4. (Color online) The statistical analysis results from the
comparison of the PQM model with the π 0 RAA(pT ) experimental
data. The top panel shows the modified χ̃ 2 for different values of the
PQM 〈q̂〉. The middle panel shows the computed p value directly
from the modified χ̃ 2 as shown above. The bottom panel shows the
number of standard deviations (σ ) away from the minimum (best)
〈q̂〉 parameter value for the PQM model calculations.

We find the overall minimum (or best) χ̃2 and then
compute which 〈q̂〉 scenarios are 1 and 2 standard deviations
away from this minimum. The PQM transport coefficient
〈q̂〉 is constrained by the experimental data as 13.2+2.1

−3.2 and
+6.3
−5.2 GeV2/fm at the 1 and 2 standard deviation levels, re-
spectively. The two standard deviation constraints correspond
to the 95% confidence intervals. We note that this range
of large 〈q̂〉 values is currently under intense theoretical
debate (see, for example, Ref. [21]). Thus, the quoted 〈q̂〉
constraint is for the model-dependent parameter of the specific
PQM implementation, and relating this parameter to the
fundamental value of the mean transverse momentum squared
exchange per unit length traversed may substantially lower the
value.

We apply the identical procedure to the GLV, WHDG, and
ZOWW calculations and show those results in Figs. 5, 6,
and 7. For the GLV calculations this results in a constraint
of dNg/dy = 1400+270

−150 and +510
−290 at the 1 and 2 standard

deviation levels, respectively. All of these constraint results are
summarized in Table II. Constraints for the WHDG model are
dNg/dy = 1400+200

−375 and +600
−540 at the 1 and 2 standard deviation

levels, respectively. Constraints for the ZOWW model are
ε0 = 1.9+0.2

−0.5 and +0.7
−0.6 at the 1 and 2 standard deviation levels,

respectively.
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FIG. 5. (Color online) The statistical analysis results from the
comparison of the GLV model with the π 0RAA(pT ) experimental
data. The top panel shows the modified χ̃ 2 for different values of the
GLV dNg/dy. The middle panel shows the computed p value directly
from the modified χ̃ 2 as shown above. The bottom panel shows the
number of standard deviations (σ ) away from the minimum (best)
dNg/dy parameter value for the GLV model calculations.
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TABLE II. Quantitative constraints on the model parameters from the PQM, GLV, WHDG, and ZOWW
models and a linear functional form fit.

Model Model 1 standard deviation 2 standard deviation Maximum
name parameter uncertainty uncertainty p value (%)

PQM 〈q̂〉 = 13.2 GeV2/fm +2.1 − 3.2 +6.3 − 5.2 9.0
GLV dNg/dy = 1400 +270 − 150 +510 − 290 5.5
WHDG dNg/dy = 1400 +200 − 375 +600 − 540 1.3
ZOWW ε0 = 1.9 GeV/fm +0.2 − 0.5 +0.7 − 0.6 7.8
Linear b (intercept) = 0.168 +0.033 − 0.032 +0.065 − 0.066 11.6

m (slope) = 0.0017 (c/GeV) +0.0035 − 0.0039 +0.0070 − 0.0076

For each of the above fits, there is a best fit value of εb and εc

corresponding to the parameters in Eq. (3). For completeness,
these values are for PQM, GLV, WHDG, and ZOWW, εb = 0.6
and εc = −0.3, εb = 0.7 and εc = −0.0, εb = 2.1 and εc =
−1.5, and εb = 1.1 and εc = −0.6, respectively. All of the
models considered here have a steeper pT dependence of RAA

than the experimental data. Thus, the best fit is obtained within
the type B uncertainties by tilting the RAA.

It is notable that although there is a well-defined overall
minimum in the modified χ̃2 for all four models, the maximum
p value in each case is different. In the PQM, GLV, and
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FIG. 6. (Color online) The statistical analysis results from the
comparison of the WHDG model with the π 0RAA(pT ) experimental
data. The top panel shows the modified χ̃ 2 for different values of
the WHDG dNg/dy. The middle panel shows the computed p value
directly from the modified χ̃ 2 as shown above. The bottom panel
shows the number of standard deviations (σ ) away from the minimum
(best) dNg/dy parameter value for the WHDG model calculations.

ZOWW models the maximum p value s are approximately
9.0%, 5.5%, and 7.8%, respectively. However, in the WHDG
model the maximum p value is substantially smaller at 1.3%.
This is due to the fact that the WHDG model has a steeper pT

dependence of the nuclear modification factor RAA (regardless
of parameter input) than the other models and also steeper than
the experimental data points.

The identical best value of dNg/dy for the GLV and
WHDG calculations is interesting, because the inclusion of
important collisional energy loss in WHDG leads to the
naive expectation that a smaller color-charge density would
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FIG. 7. (Color online) The statistical analysis results from the
comparison of the ZOWW model with the π 0RAA(pT ) experimental
data. The top panel shows the modified χ̃ 2 for different values of the
ZOWW ε0. The middle panel shows the computed p value directly
from the modified χ̃ 2 as shown above. The bottom panel shows the
number of standard deviations (σ ) away from the minimum (best) ε0

parameter value for the ZOWW model calculations.
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be needed for a similar suppression. However, the different
treatments of the distribution of paths through the medium
may be compensating for this effect. Further theoretical studies
are needed to disentangle the physics implications of the
shape differences and the similar best dNg/dy from GLV and
WHDG. For all the models considered, the relevant parameter
constraint is approximately a ±20–25% uncertainty at the 1
standard deviation level.

It is also interesting to inquire what simple linear fit
function best describes the experimental data for pT >

5 GeV/c. The identical procedure to that described above is
applied to the function RAA(pT ) = b + m × pT to determine
the best values for the two parameters. The best fit line and
the envelope of lines with 1 standard deviation uncertainties
are shown in Fig. 8. The results including all types of
uncertainties are b(intercept) = 0.168+0.033

−0.032 and m(slope) =
0.0017+0.0035

−0.0039 (GeV/c). The uncertainties on these parameters
are correlated as shown by the 1, 2, and 3 standard deviation
contours in Fig. 9.

Thus the data are consistent with a completely flat pT

dependence of RAA for pT >5 GeV/c (i.e., m = 0) within
1 standard deviation uncertainties. The maximum p value for
this simple linear function fit is 11.6%.

The p value s for all models considered are less than 12%.
It is notable that the five highest pT points (pT > 9.5 GeV/c)
contribute over 70% to the total χ̃2. As a check on the influence
of these points on the extracted parameter values, we have
repeated the above procedure to the restricted range 5 < pT <

9.5 GeV/c. We find the following new constraints: PQM model
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FIG. 8. (Color online) The π 0 nuclear suppression factor RAA as
a function of transverse momentum for 0–5% Au+Au collisions
at

√
sNN = 200 GeV. Point-to-point uncorrelated statistical and

systematic uncertainties are shown as uncertainty bars. Correlated
systematic uncertainties are shown as gray boxes around the data
points. The global scale factor systematic uncertainty is quoted as text.
Also shown are the best fit and the envelope of lines with one standard
deviation uncertainty for a simple linear fit function constrained by
the statistical and systematic uncertainties.
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FIG. 9. (Color online) Shown are the best fit values for m(slope)
and b(intercept) as constrained by the experimental data. Also shown
are the 1, 2, and 3 standard deviation uncertainty contours.

〈q̂〉 = 13.2+1.8
−4.2 GeV2/fm; GLV model dNg/dy = 1400+200

−210;
WHDG model dNg/dy = 1000+300

−170; ZOWW model ε0 =
1.5+0.5

−0.2 GeV/fm; simple linear fit b(intercept) = 0.170+0.034
−0.034

and m(slope) = 0.0013+0.0047
−0.0051 (GeV/c). We find that the

resulting new constraints are within the 1 standard deviation
uncertainties of those quoted for the full pT range. However,
with the restricted range, the p value s increase to 55, 36,
17, 62, and 75% for the PQM model, GLV model, WHDG
model, ZOWW model, and the simple linear fit, respectively.
Improvements in the data for pT > 9.5 GeV/c expected from
future measurements will be crucial in determining whether
any of the models discussed provide a statistically valid
description of the data over the full range 5 � pT � 20 GeV/c.

V. SUMMARY AND CONCLUSIONS

In this article, we compared model predictions of parton
energy loss with experimental data of semi-inclusive single
high-transverse-momentum π0 suppression in central Au+Au
reactions at

√
sNN = 200 GeV. In the comparison, statistical

and systematic uncertainties were taken into account. We
obtained experimental constraints on model parameters of the
color-charge density of the medium or its transport coefficient.
These values indicate a large medium density. It is crucial to
note that the quoted constraints on these parameters do not
include any systematic uncertainties in the models but rather
give the limits assuming a “perfect theory” with one unknown
parameter, for example, the color-charge density, constrained
by the measurements, including the experimental statistical
and systematic uncertainties. Additional theoretical systematic
uncertainties from the time evolution, energy-loss approxima-
tions, and calculation details need further investigation.
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APPENDIX: CONSTRAINT FORMALISM

In the case of only point-to-point uncorrelated uncertainties
(statistical and/or systematic), if one assumes they are Gaus-
sian distributed and characterized by σ , the root-mean-square
(rms), calculating the best-parameter fit is straightforward via
a log-likelihood or least-squares χ2 method [20].

The likelihood function L is defined as the a priori proba-
bility of a given outcome. Let y1, y2, . . . yn be n samples from
a population with normalized probability density function
f (y, 
p), where 
p represents a vector of k parameters. For
instance, yi could represent a measurement of a cross section at
transverse momentum (pT )i , where the probability density of
the measurement is Gaussian distributed about the expectation
value µ = 〈y〉:

f (y, 
p) = 1√
2πσ 2

exp −
[

(y − µ)2

2σ 2

]
. (A1)

If the samples are independent, then the likelihood function is:

L =
∏

i

f (yi, 
p) = 1

σ1σ2 . . . σn

1√
2π

n exp −
{

n∑
i=1

[yi − µi( 
p)]2

2σ 2
i

}
. (A2)

However, if the samples are correlated, for example, via
correlated systematic uncertainties, then the full covariance

matrix must be used

Vij = 〈[yi − µi( 
p)][yj − µj ( 
p)]〉. (A3)

Then the likelihood function takes the more general form:

L = 1√|V |
1√
2π

n exp −



n∑
i=1

n∑
j=1

[yi − µi( 
p)]V −1
ij [yj − µj ( 
p)]

2


 , (A4)

where |V | is the determinant of the covariance matrix V . Note
that Eq. (A4) reduces to Eq. (A2) if the correlations vanish so
that the covariances are zero and Vij is diagonal

Vij = 〈[yi − µi( 
p)][yj − µj ( 
p)]〉
= δij 〈[yi − µi( 
p)]2〉 = δijσ

2
i . (A5)

Because Gaussian probability distributions are inevitable (as
a consequence of the central limit theorem) and because there
is also an important theorem regarding likelihood ratios for
composite hypotheses, it is convenient to use the logarithm of

the likelihood

−2 lnL = ln |V | + n log 2π

+
n∑

i=1

n∑
j=1

[yi − µi( 
p)]V −1
ij [yj − µj ( 
p)]. (A6)

We separate the uncertainties into four classes: type A
(point-to-point uncorrelated systematic uncertainties); type
B (correlated systematic uncertainties, for which the point-
to-point correlation is 100% by construction, because the
uncorrelated part has been separated out and included in
uncertainty A); type C [overall systematic uncertainties by
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which all the points move by the same fraction (i.e., normal-
ization uncertainties)]; and type D (statistical). Categories A
and D are simply added in quadrature and represent the total
point-to-point uncorrelated uncertainties, denoted σi below.

We model a correlated systematic uncertainty as if there
were an underlying uncertainty, e.g., absolute momentum
scale, which may cause correlated systematic variations �yi of
the set of measurements, yi , around their nominal value, that
can be represented as a random variable, zb. The correlated
type B variation of the measurements is represented by the
displacement of all points from their nominal values by the
correlated amounts

�yb(sys)i ≡ bi�zb (A7)

〈�yb(sys)i�yb(sys)j 〉 = bibjσ
2
b ≡ σbi

σbj
, (A8)

where �zb ≡ zb − 〈zb〉 = zb.
Because 〈zb〉 ≡ 0, 〈(�zb)2〉 = 〈z2

b〉 − 〈zb〉2 = σ 2
b and the

random variable zb is the same for all i measurements, whereas
bi is a constant of proportionality that may be different for
each i. We define σbi

≡ biσb, where ±|σbi
| is the systematic

uncertainty bar shown on each point (gray box on each data
point in Fig. 1) and where bi may be of either sign, as it
is possible that one point could move up while its neighbor
moves down. The random variable zb is assumed to have a
Gaussian probability distribution f (zb), with rms σb

f (zb) = 1

σb

√
2π

exp −
[

(�zb)2

2σ 2
b

]
. (A9)

The type C variation is independent of the type B variation.
It is similarly assumed to be caused by an underlying random
variable zc that results in a systematic displacement of the
measurement by an amount �yc

i with

�yc(sys)i/yi ≡ �zc (A10)

〈(�yc(sys)i/yi)(�yc(sys)j /yj )〉 = σ 2
c , (A11)

where by definition σc is the same for all points.
We then assume that the likelihood function factorizes

as the product of independent Gaussian probabilities as in
Eq. (A2) but that the distributions are correlated through their
dependence on the random variables zb and zc:

L =
∏

i

f (yi ; zb, zc, 
p)f (zb)f (zc) = 1

σ1σ2 . . . σnσbσc

1
√

2π
(n+2) exp

−
{ n∑

i=1

[yi + bi�zb + yi�zc − µi( 
p)]2

2σ 2
i

+ (�zb)2

2σ 2
b

+ (�zc)2

2σ 2
c

}
. (A12)

To account for the type B systematic uncertainty, we allow
any given sample of measurements, yi , corresponding to
theoretical predictions µi( 
p) to have a correlated variation
from their nominal values by an amount corresponding to
a certain fraction εb of the underlying root-mean-square

variation of zb, i.e., �zb = εbσb, such that each point moves
by an amount �yb

i = biεbσb ≡ εbσbi
, the same fraction εb of

its systematic uncertainty bar, and similarly for the type C
uncertainty. Then the likelihood function for any outcome,
including the variation of εb and εc, would be:

L = 1

σ1σ2 . . . σnσbσc

1
√

2π
(n+2) exp −

{
n∑

i=1

[yi + εbσbi
+ εcyiσc − µi( 
p)]2

2σ 2
i

+ ε2
b

2
+ ε2

c

2

}
, (A13)

where the last two terms represent (�zb)2/(2σ 2
b ) =

ε2
bσ

2
b /(2σ 2

b ) and (�zc)2/(2σ 2
c ) = ε2

c σ
2
c /(2σ 2

c ) because we as-
sumed the probability of the systematic displacements f (zb,c)
to be Gaussian. Other probability distributions for the corre-
lated systematic uncertainty could be used. For instance, if
±|σbi

| had represented full extent systematic uncertainties,
with equal probability for any �zb, then the ε2

b/2 term and
associated normalization constant 1/σb

√
2π would be absent

from Eq. (A13).
Then we use the likelihood ratio test to establish the validity

or the confidence interval of the theoretical predictions µi( 
p).

One can use the modified log likelihood

−2 lnL =
{

n∑
i=1

[yi + εbσbi
+ εcyiσc − µi( 
p)]2

σ 2
i

+ ε2
b + ε2

c

}

≡ χ2(εb, εc, 
p) (A14)

because we will eventually take the ratio of the likelihood of
a given set of parameters 
p to the maximum likelihood when
all the parameters εb, εc, and 
p are varied [the minimum value
of Eq. (A15)] so that the terms preceding the exponential in
Eq. (A13) cancel because they are not varied. Equation (A15)
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follows the χ2 distribution with n + 2 degrees of freedom
because it is the sum of n + 2 independent Gaussian distributed
random variables [i.e., in statistical terminology χ2(εb, εc, 
p)
is χ2

(n+2)]. This establishes Eq. (A15) as the χ2-distributed
quantity that we use for least-squares fit to the theoretical
predictions, including the systematic uncertainties. Note that
Eq. (A15) agrees with Eq. (8) in Ref. [24] in the discussion
of fits with correlated systematics. The specific procedure is
described in the next paragraph.

First “fit the theory” to the data by minimizing Eq. (A15)
by varying all the parameters to find ε̂b, ε̂c, 
̂p, the values
of the parameters that give the overall minimum χ2

min. If
the χ2

min for this fit is acceptable for the n + 2 − (m + 2) =
n − m degrees of freedom, where m are the number of
parameters in 
p, then the theory is not rejected at this level.
A confidence interval is then found for testing any other
set of k parameters constrained to specific values, 
p0, by
again finding the minimum of Eq. (A15) for the k fixed
values of 
p0, by letting all the other parameters, including
εb and εc, vary. For constant values of σi , and large values of
n, the “likelihood ratio” −2 ln[L( 
p0)/L( 
̂p)] = −2[lnL( 
p0) −
lnL( 
̂p)], i.e., χ2( 
p0) − χ2

min is χ2 distributed with k degrees of

freedom, from which the confidence interval on the parameters
can be evaluated. However, in general, the uncertainty on the
parameters is estimated in the Gaussian approximation by
χ2( 
p0) = χ2

min + N2 for N standard deviation uncertainties
(for example, using a MINUIT-type fitting algorithm [23]).

For the present data, the statistical and random systematic
uncertainties are such that the shift in the measurement yi

due to the correlated systematic uncertainties preserves the
fractional uncertainty. In this case the maximum likelihood
and least-squares methods no longer coincide and we use a
least-squares fit of Eq. (A16) instead of Eq. (A15) to estimate
the best fit parameters:

χ̃2 =
{

n∑
i=1

[yi + εbσbi
+ εcyiσc − µi( 
p)]2

σ̃ 2
i

+ ε2
b + ε2

c

}
,

(A15)

where σ̃i is the uncertainty scaled by the multiplicative shift
in yi such that the fractional uncertainty is unchanged under
shifts

σ̃i = σi

(
yi + εbσbi

+ εcyiσc

yi

)
. (A16)
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S. V. Greene,54 M. Grosse Perdekamp,19,43 T. Gunji,7 H.-Å. Gustafsson,32 T. Hachiya,17 A. Hadj Henni,50 C. Haegemann,36

J. S. Haggerty,3 H. Hamagaki,7 R. Han,40 H. Harada,17 E. P. Hartouni,29 K. Haruna,17 E. Haslum,32 R. Hayano,7

M. Heffner,29 T.K. Hemmick,49 T. Hester,4 X. He,16 H. Hiejima,19 J. C. Hill,21 R. Hobbs,36 M. Hohlmann,14

W. Holzmann,48 K. Homma,17 B. Hong,25 T. Horaguchi,42,52 D. Hornback,51 T. Ichihara,42,43 K. Imai,27,42 M. Inaba,53

Y. Inoue,44,42 D. Isenhower,1 L. Isenhower,1 M. Ishihara,42 T. Isobe,7 M. Issah,48 A. Isupov,22 B. V. Jacak,49,+ J. Jia,9 J. Jin,9

O. Jinnouchi,43 B.M. Johnson,3 K. S. Joo,34 D. Jouan,39 F. Kajihara,7 S. Kametani,7,55 N. Kamihara,42 J. Kamin,49

M. Kaneta,43 J. H. Kang,57 H. Kanou,42,52 D. Kawall,43 A.V. Kazantsev,26 A. Khanzadeev,41 J. Kikuchi,55 D. H. Kim,34

D. J. Kim,57 E. Kim,47 E. Kinney,8 A. Kiss,13 E. Kistenev,3 A. Kiyomichi,42 J. Klay,29 C. Klein-Boesing,33 L. Kochenda,41

V. Kochetkov,18 B. Komkov,41 M. Konno,53 D. Kotchetkov,4 A. Kozlov,56 A. Král,10 A. Kravitz,9 J. Kubart,5,20

G. J. Kunde,30 N. Kurihara,7 K. Kurita,44,42 M. J. Kweon,25 Y. Kwon,51,57 G. S. Kyle,37 R. Lacey,48 Y.-S. Lai,9

J. G. Lajoie,21 A. Lebedev,21 D.M. Lee,30 M.K. Lee,57 T. Lee,47 M. J. Leitch,30 M.A. L. Leite,46 B. Lenzi,46 T. Liška,10
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J. Zimányi,24,* and L. Zolin22

(PHENIX Collaboration)

PRL 101, 122301 (2008) P HY S I CA L R EV I EW LE T T E R S
week ending

19 SEPTEMBER 2008

0031-9007=08=101(12)=122301(6) 122301-1 � 2008 The American Physical Society



1Abilene Christian University, Abilene, Texas 79699, USA
2Department of Physics, Banaras Hindu University, Varanasi 221005, India

3Brookhaven National Laboratory, Upton, New York 11973-5000, USA
4University of California-Riverside, Riverside, California 92521, USA

5Charles University, Ovocný trh 5, Praha 1, 116 36, Prague, Czech Republic
6China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China

7Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan
8University of Colorado, Boulder, Colorado 80309, USA

9Columbia University, New York, New York 10027
and Nevis Laboratories, Irvington, New York 10533, USA

10Czech Technical University, Zikova 4, 166 36 Prague 6, Czech Republic
11Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France

12Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
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Yields for J=c production in Cuþ Cu collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV have been measured over the

rapidity range jyj< 2:2 and compared with results in pþ p and Auþ Au collisions at the same energy.

The Cuþ Cu data offer greatly improved precision over existing Auþ Au data for J=c production in

collisions with small to intermediate numbers of participants, in the range where the quark-gluon plasma

transition threshold is predicted to lie. Cold nuclear matter estimates based on ad hoc fits to dþ Au data

describe the Cuþ Cu data up to Npart � 50, corresponding to a Bjorken energy density of at least

1:5 GeV=fm3.

DOI: 10.1103/PhysRevLett.101.122301 PACS numbers: 25.75.Dw

High-energy heavy-ion collisions provide the opportu-
nity to study strongly interacting matter at very high-
energy densities where quantum chromodynamics (QCD)
predicts a transition from normal nuclear matter to a de-
confined system of quarks and gluons, the quark-gluon
plasma (QGP) [1]. At the Relativistic Heavy Ion Collider
(RHIC) the energy density in central Auþ Au collisions is
well in excess of the critical energy density expected for
this transition [2].

Over the past 20 years, there has been intense theoretical
and experimental work on J=c production. First predicted
by Matsui and Satz [3], suppression of quarkonia produc-
tion in ultrarelativistic heavy-ion collisions was expected
to be an unambiguous signature for the formation of a
QGP. It is now recognized that in order to interpret J=c
production as a QGP probe one has to consider cold
nuclear matter effects such as initial state energy loss [4]
and shadowing [5], as well as charm quark energy loss [6],
comover interactions [7], corrections for feed-down from
higher mass charmonium states, and secondary production
mechanisms, such as recombination of initially uncorre-
lated c �c pairs [8].

Experiment NA50 reported suppression of J=c produc-
tion in Pbþ Pb collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 17:3 GeV [9] that

exceeds expectations based on their measurements of cold
nuclear matter effects in pþ A collisions [10]. NA60
observed similar behavior in Inþ In collisions at the
same energy [11]. The PHENIX experiment [12] at
RHIC has characterized effects of the nuclear medium on
J=c production at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. The basic invariant

yield reference is obtained from pþ p data [13–15]. Cold
nuclear matter effects are studied using dþ Au data
[14,16]. Cold and hot nuclear matter effects are studied
for large numbers of participants (Npart) using Auþ Au

data [17,18], and for smaller Npart using Cuþ Cu data, the

subject of this Letter. The results are presented as a nuclear
modification factor, RAA, the ratio of the yield in heavy-ion
collisions to the yield in pþ p collisions scaled by the
number of binary nucleon-nucleon collisions (Ncoll), which
is appropriate for pointlike processes.

Lattice QCD calculations [19] indicate that the threshold
energy density for QGP formation is of order 1 GeV=fm3.
At

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV this is expected to occur below

Npart ¼ 100 [20], in a region where Auþ Au data have

limited statistical and systematic precision [18]. High sta-

tistics measurements with the intermediate sized system
Cuþ Cu provide crucial information in that important
region.
In this Letter we present results obtained by PHENIX

during the 2005 RHIC run on the production of J=c in
Cuþ Cu collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. J=c invariant

yields were studied via J=c ! eþe� decays measured at
midrapidity with the central arm spectrometers (jyj �
0:35, �� ¼ 2� 90�), and J=c ! �þ�� decays mea-
sured at forward rapidity with the two muon arm spec-
trometers (1:2< jyj< 2:2, �� ¼ 360�). Event centrality
and the location of the collision vertex along the beam axis
(zvtx) are measured with two Beam-Beam Counters (BBC)
located at 3:0< j�j< 3:9. A Glauber model and a simu-
lation of the BBC response was used to determine Npart and

Ncoll and their systematic uncertainties for different colli-
sion centrality ranges [21].
Data were recorded using lepton triggers in coincidence

with a minimum bias trigger which required a coincidence
between the BBC detectors and a valid zvtx. After applying
a cut of jzvtxj< 30 cm and quality assurance criteria, the
data correspond to a sampled luminosity of about 2:1 nb�1

(1:3 nb�1) in the eþe� (�þ��) analysis.
Electron detection at midrapidity used the drift cham-

bers for momentum measurement, the pad chambers for
pattern recognition and track location, and the ring imag-
ing Cherenkov (RICH) detector plus electromagnetic calo-
rimeter (EMCal) for electron identification. Charged
particle tracks were matched with a RICH ring and an
EMCal hit to select electron candidates by requiring at
least two RICH phototube hits inside an annulus around the
projected ring center, ring quality cuts, track or cluster
position matching cuts at the EMCal, and a cut on the
ratio of EMCal energy to track momentum, E=p�
hE=pi>�2�.
The J=c ! eþe� trigger required one signal above a

certain energy threshold in the EMCal and a matching
RICH hit. Two energy thresholds were used during the
run, 1.1 and 0.8 GeV, yielding average J=c trigger effi-
ciencies of �65% and 82%, respectively. The J=c !
eþe� signal extraction method was very similar to the
method used in the recent Auþ Au [18] and pþ p [15]
analyses. The like sign invariant mass spectrum was sub-
tracted from the unlike sign spectrum. The remaining yield
in the J=c mass region (2:9 � Minv � 3:3 GeV=c2) was
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corrected for pairs lost to the radiative tail and pairs added
by the continuum signal under the peak [15]. The total J=c
count in the eþe� channel was � 2050. The signal to
background ratio ðS=BÞ was � 1ð6Þ for the most central
(peripheral) collisions.

Muon detection at forward and backward rapidities used
the muon arms, consisting of cathode strip tracking cham-
bers in a magnetic field (MuTr) and Iarocci tube planes
interleaved with thick steel absorbers (MuID). Muon can-
didates were identified by penetration to the last MuID gap,
and their momenta were measured by their bend through
the MuTr.

The dimuon trigger required two candidate tracks to
penetrate the MuID, point back to the event vertex, and
pass an opening angle cut (� > 19�). The dimuon combi-
natorial background was estimated using the product of the

like sign counts, 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NþþN��p

, and was subtracted from the
unlike sign spectra. The residual background (notably from
the open charm pairs and Drell-Yan processes) was eval-
uated using an exponential form. The J=c ! �þ�� sig-
nal was estimated by direct counting of the remaining pairs
above the exponential fit in the mass range 2:6 � Minv �
3:6 GeV=c2 and also by using two fits with different
parameterizations (single and double Gaussian) of the
J=c line shapes, as described in [15,18]. The average of
the results gave the signal count and the variation gave the
systematic error. The total J=c yield was � 9000. The
S=B was � 0:3ð1:0Þ for the most central(peripheral)
collisions.

The J=c invariant yield in the appropriate centrality,
rapidity, and transverse momentum bin is given by

Bll

2�pT

d2NJ=c

dpTdy
¼ 1

2�pT

NJ=c

Nevt�y�pTA"
; (1)

with Bll the branching ratio for J=c ! lþl�, NJ=c the

number of observed J=c , Nevt the number of events; �y
the rapidity range; �pT the transverse momentum range,
and A" the acceptance and efficiency correction (including
trigger efficiency).

The determination of A" is done with a full GEANT

simulation. The method is described in more detail in
[15]. A" decreases with the collision centrality due to
overlapping hits in the RICH and the EMCal in the central
arm, and in the MuTr for the forward arms, leading to an
increasing fraction of misreconstructed tracks in higher
multiplicity events. This effect is evaluated by embedding
simulated single J=c events in real events. The efficiency
loss in the most central collisions is 3% for dielectron
measurements and 20% (16%) for dimuon measurements
at positive (negative) rapidity.

Systematic uncertainties in the measured J=c invariant
yield depend on J=c rapidity and transverse momentum as
well as on event centrality. Systematic uncertainties are
grouped into three categories: point to point uncorrelated
uncertainties (type A), which can move the points inde-

pendently of each other, point to point correlated uncer-
tainties (type B), which can move the points coherently,
though not necessarily by the same amount, and global
systematic uncertainties (type C). In all plots point to point
uncorrelated systematic uncertainties and statistical uncer-
tainties are quadratically summed and represented by ver-
tical bars, point to point correlated systematic uncertainties
are represented by boxes, and global systematic uncertain-
ties (if any) are quoted.
Systematic uncertainties of type A and B for RAA vs

Npart are summarized in Table I. Some uncertainties in the

invariant yield, such as that on the acceptance, cancel out
for RAA and are not shown. Global systematic uncertainties
for RAA vs Npart include the pþ p J=c yield uncertainty

and some pþ p systematic errors that do not cancel when
forming RAA.
Results for the two muon arms agree within uncertain-

ties and are combined where appropriate. Figure 1 shows
the J=c yield vs pT for different Cuþ Cu centrality
classes at mid and forward rapidity. As was done previ-
ously for the Auþ Au case [18], the mean square trans-
verse momentum, hp2

Ti, was calculated numerically from
the data for pT < 5 GeV=c. The Cuþ Cu data are plotted
vs Npart and compared with the corresponding values from

TABLE I. Systematic error sources, values, and types for RAA

vs Npart in the two rapidity intervals. Where a range is given, it is

from peripheral to central collisions.

Source jyj< 0:3 jyj 2 ½1:2; 2:2� Type

Signal extraction 6% 5%–6% A

Detectorþ trigger efficiency 1.4%–5% 3% B

Run by run variation 5% 2% B

Input yþ pT distributions 2% 3% B

Ncoll 14%–11% 14%–11% B
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FIG. 1 (color online). J=c yield vs pT at mid (left) and
forward (right) rapidity for different Cuþ Cu centrality bins
and for pþ p [15]. Uncertainties are described in the text.
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Auþ Au [18], dþ Au [16] and pþ p [15] collisions in
Fig. 2. Within uncertainties, the data for Cuþ Cu and
Auþ Au agree where they overlap in Npart, and the hp2

Ti
for the Cuþ Cu data seems independent of Npart.

The RAA values vs pT and rapidity are shown in Fig. 3
for the 0–20% most central Cuþ Cu collisions. We see
similar behavior for mid and forward rapidity, and there
appears to be no pT dependence in all centrality classes.
The rms width of the rapidity distribution (evaluated di-
rectly from the data) is identical, within�2–3% uncertain-
ties, in pþ p collisions and in all centrality classes for
Cuþ Cu collisions.

Figures 4(a) and 4(b) show similar behavior within
uncertainties for RAA in Cuþ Cu and Auþ Au [18] colli-
sions at comparable values of Npart. Theoretical calcula-

tions [22] including only modified initial parton
distribution functions and an added J=c � N breakup
cross section were fitted in [16] to dþ Au J=c RAA

data. The EKS98 [23,24] and nDSg [25] shadowing models

were used. The fit was made simultaneously to all rapid-
ities by optimizing the breakup cross section. While con-
sistent with the low statistics dþ Au data [16], this method
leads to a model dependence of the CNM effects, since the
rapidity shape is determined entirely by the shadowing
model. In an attempt to reduce this model dependence,
we used a data-driven ad hoc model to parameterize the
dþ Au data [16]. The ad hoc model uses EKS98 (method
1) and nDSg (method 2) shadowing parameterizations for
the relative rapidity dependence within the fitted rapidity
ranges, but the breakup cross section is replaced with a
quantity, which we call f, that is optimized separately for
y ¼ 0 and jyj ¼ 1:7. The fits using method 1 yielded
fdAu ¼ 2:3�2:1

1:6 mb at y ¼ 0 and 3:9�1:3
1:2 mb at jyj ¼

1:7. The method 2 fits yielded fdAu ¼ 0:9�1:9
1:8 mb at y ¼

0 and 3:3�1:3
1:2 mb at jyj ¼ 1:7. The resulting separate

parameterizations of the dþ Au data vs Ncoll at mid and
forward/backward rapidity can be projected to Cuþ Cu
and Auþ Au using the corresponding parton distribution
functions for Cu and Au [22]. The results for method 1 are
shown in Fig. 4 as cold nuclear matter baseline RAA curves
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calculated from the best fit values of f (solid lines) and the
1 standard deviation uncertainty in f (dashed lines). The
method 2 heavy-ion calculations are similar to those from
method 1, leading to very similar conclusions, and are not
shown in Fig. 4. In Fig. 4(c) the measured RAA values for
Cuþ Cu are shown divided by the method 1 calculations
for Cuþ Cu. The Cuþ Cu RAA is seen to be consistent
with the cold nuclear matter projection within about 15%
uncertainties up to Npart � 50. Given the uncertainty in the

cold nuclear matter reference at larger Npart values, we can

not currently draw any strong conclusions there. However
PHENIX completed in February 2008 a second dþ Au
run, with approximately 30 times the statistics of the first
dþ Au run in 2003. With the new reference dþ Au data,
we expect to be able to identify if and where the measured
Cuþ Cu RAA departs from the cold nuclear matter
baseline.

In summary, we present high statistics J=c data from
Cuþ Cu collisions at RHIC, providing for the first time

detailed information on RAA and hp2
Ti for Npart < 100. The

rms values of the rapidity distributions at all centralities are

consistent with that for pþ p, and the measured hp2
Ti for

pT < 5 GeV=c is nearly independent of centrality and
rapidity. At similar values of Npart, RAA and hp2

Ti are found
to agree within errors for Cuþ Cu andAuþ Au collisions.
Cold nuclear matter calculations based on ad hoc fits to
dþ Au data reproduce the peripheral Cuþ Cu data
well up to Npart � 50, corresponding to �Bjorken��
1:5 GeV=fm2=c [20], where �Bjorken is the Bjorken energy

density and � is the formation time. For an estimate of the
thermalized energy density, hydrodynamical models give
thermalization times in the range of 0:6 fm=c to 1:0 fm=c
[2], which implies that cold nuclear matter effects domi-
nate J=c production up to thermalized energy densities of
�1:5 to 2:5 GeV=fm3.
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11Florida State University, Tallahassee, Florida 32306, USA
12Georgia State University, Atlanta, Georgia 30303, USA

13Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan
14IHEP Protvino, State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, 142281, Russia

15University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA
16Iowa State University, Ames, Iowa 50011, USA

17Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia
18KAERI, Cyclotron Application Laboratory, Seoul, Korea

19KEK, High Energy Accelerator Research Organization, Tsukuba, Ibaraki 305-0801, Japan
20KFKI Research Institute for Particle and Nuclear Physics of the Hungarian Academy of Sciences (MTA KFKI RMKI),

H-1525 Budapest 114, PO Box 49, Budapest, Hungary
21Korea University, Seoul, 136-701, Korea

22Russian Research Center ‘‘Kurchatov Institute,’’ Moscow, Russia
23Kyoto University, Kyoto 606-8502, Japan

24Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128, Palaiseau, France
25Lawrence Livermore National Laboratory, Livermore, California 94550, USA

26Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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A three-dimensional correlation function obtained from midrapidity, low pT , pion pairs in central Au�
Au collisions at

��������
sNN
p

� 200 GeV is studied. The extracted model-independent source function indicates
a long range tail in the directions of the pion pair transverse momentum (out) and the beam (long). A
proper breakup time �0 � 9 fm=c and a mean proper emission duration ��� 2 fm=c, leading to sizable
emission time differences (hj�tLCMji � 12 fm=c), are required to allow models to be successfully
matched to these tails. The model comparisons also suggest an outside-in ‘‘burning’’ of the emission
source reminiscent of many hydrodynamical models.

PRL 100, 232301 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
13 JUNE 2008

232301-2



DOI: 10.1103/PhysRevLett.100.232301 PACS numbers: 25.75.Ld

Collisions between heavy nuclei at ultrarelativistic en-
ergies produce transient systems with energy densities
much greater than that required to decompose bulk nuclear
matter into quarks and gluons [1]. Such systems were
predicted to have long lifetimes if a first order phase
transition occurred during their formation or decay [2].

A number of interferometry studies [3] have been made
to search for signals of long time delays in emissions from
actual reaction sources [4]. For a Gaussian source function,
assumed in the traditional Hanbury Brown–Twiss method-
ology, this would be signaled by an increase in the width R
of the emission source function in the out direction of the
Berstch-Pratt coordinate system, i.e., Rout=Rside � 1. In
this system, ‘‘out’’ designates the direction of the pair total
transverse momentum, ‘‘long’’ designates the beam direc-
tion, and ‘‘side’’ is perpendicular to ‘‘long’’ and ‘‘out.’’ No
such result has been found by these Hanbury Brown–Twiss
studies and the reported Gaussian source functions are
spheroidal with Rout � Rside in the longitudinally comov-
ing system (LCMS) [4]. However, a recent study with a
one-dimensional (1D) source imaging technique [5] has
observed a long non-Gaussian tail in the radial source
function and attributed it to possible lifetime effects
[6,7]. This suggests that further study of the source image
may give new insights into the reaction dynamics leading
to source breakup.

Here, we extract and perform a detailed study of the 3D
two-pion source function using the technique proposed by
Danielewicz and Pratt [8,9]. Namely, the 3D correlation
function is first decomposed into a basis of Cartesian
surface-spherical harmonics to extract the coefficients,
also called moments, of the expansion. In turn, they are
then imaged or fitted with a trial function to extract the 3D
source function, which is then used to probe the emission
dynamics of the pion source produced.

Au� Au data (at
��������
sNN
p

� 200 GeV) were recorded
during 2004 with the PHENIX detector [10] at the
Relativistic Heavy Ion Collider (RHIC). The collision
vertex z (along the beam axis) was constrained to jzj<
30 cm of the nominal crossing point. Charged pions were
detected in the east and west central arms of PHENIX, each
of which subtends 90� in azimuth �, and �0:35 units of
pseudorapidity �. Tracking and momentum reconstruction
were accomplished with the drift chamber and two layers
of multiwire proportional chambers with pad readout (PC1
and PC3). Particle momenta were measured with a resolu-
tion �p=p � 0:7% � 1:0%p 	GeV=c
.

Pion identification was achieved for transverse momen-
tum pt & 2:0 GeV=c and pt & 1 GeV=c in the time of
flight and electromagnetic calorimeter, respectively. For
this analysis, midrapidity (�0:35< y< 0:35, where y is
particle rapidity in the nucleus-nucleus center of mass
frame) pion pairs were selected with 0:2< pT <
0:36 GeV=c, where pT is half the pion pair total transverse

momentum, from semicentral (0%–20%) Au� Au colli-
sions at

��������
sNN
p

� 200 GeV. Track merging and splitting
effects were removed by appropriate cuts on both the real
and mixed pair distributions [7]. Systematic variations of
these cuts were explored to obtain systematic error esti-
mates; on average, they are well within the statistical
uncertainty. Hence, the pair cuts do not introduce any
significant bias in the correlation function.

The 3D correlation function C	q
 � Nfgd	q
=Nbkg	q

was constructed as a ratio of 3D relative momentum dis-
tribution for ���� and ���� pairs in the same event
Nfgd	q
 to that from mixed events Nbkg	q
. Here, q �
	p1�p2


2 where p1 and p2 are the momentum 4-vectors in
the pair center of mass system (PCMS). The Lorentz trans-
formation of q from the laboratory frame to the PCMS is
made by first transforming to the pair LCMS along the
beam direction and then to the PCMS along the pair
transverse momentum [11]. C	q
 is flat and normalized
to unity over 50< jqj< 100 MeV=c.

To obtain the moments, the 3D correlation function C	q

is expanded in a Cartesian harmonic basis [8,9]

 C	q
 � 1 � R	q
 �
X

l;�1;...;�l

Rl�1;...;�l	q
A
l
�1;...;�l	�q
 (1)

where l � 0; 1; 2; . . . , �i � x, y or z, Al�1;...;�l	�q
 are
Cartesian harmonic basis elements (�q is the solid angle
in q space), Rl�1;...;�l	q
 are Cartesian correlation moments
given by Eq. (2), and q is the modulus of q.

 Rl�1;...;�l	q
 �
	2l� 1
!!

l!

Z d�q

4�
Al�1;...;�l	�q
R	q
: (2)

Here, the coordinate axes are oriented so that z (long) is
parallel to the beam direction and x (out) points in the
direction of the total transverse momentum of the pair.

Correlation moments can be calculated from the mea-
sured 3D correlation function using Eq. (2). In this analy-
sis, Eq. (1) is truncated at l � 6 and expressed in terms of
independent moments only. As expected from symmetry
considerations, odd moments were consistent with zero
within statistical uncertainty; higher order moments were
negligible [12]. Up to order 6, there are 10 independent
moments: R0, R2

x2, R2
y2, R4

x4, R4
y4, R4

x2y2, R6
x6, R6

y6, R6
x4y2, and

R6
x2y4 (R2

x2 is shorthand for R2
xx, dependent moments are

obtained from independent ones [8,9]). These independent
moments were extracted as a function of q by fitting the
truncated series to the measured 3D correlation function
with the moments as the parameters of the fit. The statis-
tical error on the moments reflects the statistical error on
the 3D correlation function.

Figure 1 shows the correlation moments Rl�1;...;�l up to
order l � 6. In 1(a), R0	q
 is shown along with R	q
 �
C	q
 � 1; both represent angle-averaged correlation func-
tions, but R0	q
 is obtained from the 3D correlation func-
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tion via Eq. (1) while R	q
 is evaluated directly from the
1D correlation function as in Ref. [7].

The very good agreement between R0	q
 and R	q

underlines the absence of any significant angular accep-
tance issues and attests to the reliability of the moment
extraction technique. Figures 1(b)–1(j) show that contri-
butions decrease with increasing l in each direction and are
relatively small for l � 6 [12]. This justifies truncating
Eq. (1) at l � 6. The 3D source function S	r
 is obtained
from these moments via imaging or fitting (see below).

Analogous to Eq. (1), S	r
 can be expanded in a
Cartesian Surface-spherical harmonic basis [Eq. (3)]

 S	r
 �
X
l

X
�1;...;�l

Sl�1;...;�l	r
A
l
�1;...;�l	�r
: (3)

Substitution of the series for R	q
 and S	r
 into the 3D
Koonin-Pratt formalism [Eq. (4)] [3] gives a set of 1D
relations [Eq. (5)] [8,9] which connects the correlation
moments Rl�1;...;�l	q
 and source moments Sl�1;...;�l	r
.

 C	q
 � 1 � R	q
 �
Z
drK	q; r
S	r
 (4)

 Rl�1;...;�l	q
 � 4�
Z
drr2Kl	q; r
S

l
�1;...;�l	r
: (5)

S	r
 gives the probability of emitting a pair of particles
with a separation vector r in the PCMS. The 3D kernel,
K	q; r
, incorporates Coulomb force and Bose-Einstein
symmetrization. Strong interaction is assumed to be neg-
ligible for pions. Hence, no correction to the measured
correlation function for Coulomb and other final-state
interaction effects is required. The 1D imaging code of
Brown and Danielewicz [5] was used to numerically invert
each correlation moment Rl�1;...;�l	q
 to extract the corre-
sponding source moment Sl�1;...;�l	r
; combining the latter
as in Eq. (3) yielded the source function.

The 3D source function can also be extracted by directly
fitting the 3D correlation function with an assumed func-
tional form for S	r
. This corresponds to a simultaneous fit
of the ten independent moments. A 4-parameter 3D
Gaussian (ellipsoid) fit, using MINUIT minimization, gives
a poor result (�2=ndf � 3:7, where ndf is the number of
degrees of freedom). The solid curve in Fig. 1 shows the
result of a fit to the independent moments with an empirical
Hump function given by

 SH	rx; ry; rz
 � � exp
�
�fs

�
x2

4r2
xs
�

y2

4r2
ys
�

z2

4r2
zs

�

� fl

�
x2

4r2
xl

�
y2

4r2
yl

�
z2

4r2
zl

��
; (6)

where �, r0, rxs, rys, rzs, rxl, ryl, rzl are fit parameters and
fs � 1=�1� 	r=r0


2, fl � 1� fs. This 8-parameter
Hump function achieves a better fit to the data (�2=ndf �
1:4). Smearing the track momenta by the measured reso-
lution has a negligible effect on the data points and fits.

Figure 2(a)–2(c) shows a comparison of source function
profiles in the x, y, and z directions [S	rx
, S	ry
, and S	rz
]
obtained via fitting (line) and source imaging (squares).
Source image extraction makes no assumption for the
shape of the 3D source function, whereas moment fitting
explicitly assumes a shape. Therefore, the good agreement
from the two extraction methods confirms the sufficiency
of the Hump function but not its uniqueness.

The function S	rx
 is characterized by a long tail, which
is resolved up to �60 fm, in contrast to S	ry
 and S	rz

which range up to�25 fm. This difference is also reflected
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FIG. 1 (color online). Experimental correlation moments Rl	q

for l � 0; 2; 4; 6. Panel (a) also shows a comparison between
R0	q
 and R	q
. Systematic errors are less than the statistical
errors. The solid curves indicate the Hump function [Eq. (6)] fit.
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in the respective correlation profiles [Figs. 2(d)–2(f)] ob-
tained by summation of the data (circle), fit (line), and
image (square) moments up to order l � 6 (Coulomb
effects are not removed). The broader S	rx
 is associated
with the narrower C	qx
 [Figs. 2(a) and 2(d)], as expected.

The extended tail lies along the pair total transverse
momentum. Thus, the relative emission times between
pions, as well as the source geometry, will contribute to
S	rx
. The source lifetime contributes to the range of S	rz
,
and S	ry
 reflects its mean transverse geometric size. The
difference between S	rx
 and S	ry
 is thus driven by the
combination of the emission time difference, freeze-out
dynamics, and kinematic Lorentz boost.

The event generator THERMINATOR [12,13] can shed
more light on the source breakup and emission dynamics.
It gives thermal emission from a longitudinally oriented
cylinder of radius 	max, includes all known resonance
decays, and assumes Bjorken longitudinal boost invari-
ance. The option for blast-wave transverse expansion was
employed with radial velocity vr semilinear in 	 [14], i.e.,
vr		
 � 		=	max
=		=	max � vt
, where vt � 1:41. A
differential fluid element is a ring defined by cylindrical
coordinates z and 	; it breaks up at proper time � in its rest
frame or at time t in the lab frame, where t2 � �2 � z2. The
freeze-out hypersurface is given by � � �0 � a	, where �0

is the proper breakup time for 	 � 0 and a represents the
slope of the freeze-out hypersurface in 	-� space (it sets
the space-time correlation for particle emission: a > 0
implies earlier emission of particles at small 	’s, i.e.,

inside-out ‘‘burning’’ while a < 0 implies the reverse,
i.e., outside-in ‘‘burning’’). In blast-wave mode,
THERMINATOR sets a � �0:5 for source emission from
outside in as in many hydrodynamical models.

Using a set of parameters tuned to fit charged pion and
kaon spectra [15], midrapidity pion pairs from
THERMINATOR were obtained with the effects of all known
resonance decay processes on and off. These pairs were
then transformed to the PCMS, as in the data analysis, to
obtain S	ri
 distributions for comparison with the data.

Figure 3 shows that the 3D source function generated by
THERMINATOR calculations (solid triangles) with �0 �
8:55 fm=c, 	max � 8:92 fm, and other previously tuned
parameters [15], underestimates S	rx
, S	ry
, and S	rz
.
Open triangles (Fig. 3) show that resonance decays repro-
duce S	ry
 [3(b)] and extend the calculated source function
in x [3(a)] as expected, but not enough to account for the
long tails in x and z (these are longer than THERMINATOR

source profiles with resonance decays alone). This suggests
that they have substantial contribution from pion pairs with
significantly longer emission time differences. Attempts to
fit the distributions by only increasing �0 or with a � 0
failed. The requirement of a < 0 in order to reproduce the
extracted source function suggests a fireball burning from
outside in.

The generated distribution of time differences can also
be lengthened by sampling pions from a family of hyper-
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,
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 in PCMS. Panel (d) compares �tLCM from
THERMINATOR events with various assumptions for �� and
resonance emission.
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indicated. The bands indicate statistical and systematic errors.
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surfaces defined by a range of values of proper breakup
times �0. One such parametrization consists of replacing �
by �0 chosen from an exponential distribution dN=d�0 �
�	�0��


�� exp��	�0 � �
=��, where the width of the distri-
bution �� represents the mean proper emission duration.
Figure 3 shows that this approach, with �� � 2 fm=c
(open circles), leads to a fairly good match to the three
observed source profiles. A 10% change in �� (with other
parameters unchanged) spoils this match.

Figure 3(d) shows the relative emission time distribution
in the LCMS, �tLCM, for pion pairs from events with the
parametrizations indicated. For a fixed �0 � 8:55 fm=c
(�� � 0) and resonance decays excluded, the distribution
�tLCM is narrow, hj�tLCMji � 2:4 fm=c. The addition of
resonance decays adds a long tail and gives hj�tLCMji �
8:8 fm=c. Replacing � with the exponential distribution �0

with �� � 2 fm=c results in a �tLCM distribution which is
significantly broadened to give hj�tLCMji � 11:8 fm=c.
The wider distribution of time delays is needed to repro-
duce the source distributions. This implies a finite nonzero
proper emission duration in the emission rest frame. Note
that this �tLCM distribution broadening has only a small
effect on S	ry
.

The source distensions in Fig. 3 point to substantial time
differences �tLCM; however, the interplay between proper
time and breakup dynamics is model dependent.
Nevertheless, the picture emerging from the data, in the
context of the THERMINATOR model, is consistent with an
expanding fireball of proper breakup time �0 � 9 fm=c
which hadronizes and emits particles over a short but
nonzero mean proper emission duration ��� 2 fm=c.

In summary, a new model-independent, three-
dimensional source imaging technique has been applied
to extract the 3D pion emission source function in the
PCMS frame from Au� Au collisions at

��������
sNN
p

�

200 GeV. The source function has a much greater extent
in the out (x) and long (z) than in the side (y) direction.
THERMINATOR model comparison indicates a fireball burn-
ing from outside in with proper lifetime �0 � 9 fm=c and a
mean proper emission duration ��� 2 fm=c, leading to

significant relative emission times (hj�tLCMji � 12 fm=c),
including those due to resonance decay.
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Measurements in Au� Au collisions at
��������
sNN
p

� 200 GeV of jet correlations for a trigger hadron at
intermediate transverse momentum (pT;trig) with associated mesons or baryons at lower pT;assoc indicate
strong modification of the away-side jet. The ratio of jet-associated baryons to mesons increases with
centrality and pT;assoc. For the most central collisions, the ratio is similar to that for inclusive measure-
ments. This trend is incompatible with in-vacuum fragmentation but could be due to jetlike contributions
from correlated soft partons, which recombine upon hadronization.
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Recent measurements at the Relativistic Heavy Ion
Collider (RHIC) have indicated the creation of a new state
of matter in heavy-ion collisions [1]. The ‘‘soft’’ or small
momentum transfer processes leading to the formation of
this collision medium are sometimes accompanied by hard
parton-parton scatterings. These scattered partons interact
strongly with the medium and lose energy as they propa-
gate through it, before fragmenting into jets [2]. This can
lead to strong modification of both the yield and the
angular correlation patterns of jets [3,4].

Parton energy loss in the nuclear collision medium [2]
has been associated with the observation that the single
particle yields of mesons (M) are significantly suppressed
in Au� Au collisions, when compared to similar yields in
p� p collisions scaled by the number of binary nucleon-
nucleon collisions [5,6]. This suppression factor RMAA de-
creases to �0:2 for transverse momentum pT * 4 GeV=c
(in the absence of suppression, RAA � 1:0). A general
pattern of baryon (B) enhancement (for intermediate pT �
2–5 GeV=c) relative to mesons has been observed in cen-
tral Au� Au collisions at RHIC [7,8]. No suppression is
observed for pT � 1:5–4 GeV=c [i.e., (RBAA � 1:0)] [9],
and the proton to pion ratio is observed to be about 3 times
larger than in p� p collisions [1].

Quark recombination [10–13] has been used to explain
the enhancement of baryon emission in the intermediate pT
range. Such models also provide an explanation for the
observed dependence of the elliptic flow on hadron species
in terms of the ‘‘universal’’ elliptic flow of constituent
quarks [14,15]. However, model comparisons to jetlike
hadron correlation measurements [16] indicate that jet
fragmentation, in concert with the recombination of ther-
mal quarks in a flowing medium, is insufficient to account
for the dihadron correlations at intermediate pT . Thus, the
search for a consistent model, which combines fragmenta-
tion and recombination dynamics to explain all of the
observations in the intermediate pT range at RHIC, re-
mains open.

Dihadron correlation measurements have indicated sup-
pression of the away-side jet in Au� Au collisions [17].
Recently, modifications to the distributions of the away-
side jet partner hadrons measured at lower momentum
have also been observed [3,4]. Indeed, these distributions
show local minima at �� � �, which contrasts with the
characteristic jet peak observed in p� p collisions. This
modification has been attributed to strong parton-medium
interactions [4,18]. A crucial question is whether or not
such interactions could lead to a change in the recombina-
tion dynamics and influence the dihadron jet correlations
observed at intermediate pT .

Fries et al. [19,20] have argued that such a change in the
recombination dynamics is to be expected from the corre-
lations among medium partons and an energetic jet parton,
induced by a ‘‘wake effect’’ generated by strong parton-
medium interactions. That is, the energy and momentum
dissipated by a hard scattered parton are absorbed by the

surrounding medium, increasing the temperature by a
small amount and setting the medium into motion in the
direction of the energetic parton. Thus, dihadron jet corre-
lations could be influenced by correlated medium partons
which recombine with each other or with a hard jet parton
[21]. The process of recombination would also amplify
these jetlike correlations for baryon creation compared to
that for mesons and, hence, result in particle ratios different
from the in-vacuum fragmentation values [19,21].

To gain more insight into parton-medium interactions
and how they might impact recombination, we use mea-
surements of relative azimuthal angle (��) correlation
functions to make detailed investigations of the distribu-
tions and conditional yields of jet-associated baryons and
mesons. Our study is made as a function of collision
centrality and partner pT , for the trigger hadron selection
2:5< pT;trig < 4:0 GeV=c.

Au� Au data (at
��������
sNN
p

� 200 GeV) were recorded
during 2004 with the PHENIX detector [22]. Collision
centrality was determined with the beam-beam counters
(BBCs) and zero degree calorimeters [22]. Charged parti-
cle tracking, identification, and momentum reconstruction
in the central rapidity region (j�j � 0:35) was provided by
two drift chambers, each with an azimuthal coverage
�’ � �=2, and two layers of multiwire proportional
chambers with pad readout (PC1 and PC3). To reject
most background (i.e., conversions, decays, etc.), a con-
firming hit was required within a 2� matching window in
PC3 [5].

Charged particles were identified via time-of-flight mea-
surement with the time-of-flight (TOF) and lead scintillator
(PbSc) detectors. The TOF covers �’ � �=4 with good
timing resolution ’ 120 ps (see Refs. [16,23]); the PbSc as
used here covers a larger solid angle (�’ � 3�=4) with a
modest timing resolution of 400 ps. The time-of-flight
measurements were used in conjunction with the measured
momentum and flight-path length to generate a mass-
squared (m2) distribution [24] for charged particle identi-
fication. A cut about the baryon � �p; p� peak in the m2

distribution was used to distinguish baryons and mesons
(��, K�). The kaon contamination of the baryon sample is
& 3% for the highest associated pT bin used (1:6<
pM;BT;assoc < 2 GeV=c). We generated area-normalized two-
particle correlation functions, in relative azimuthal
angle C����, as the ratio of a signal distribution
Ncor����, constructed with correlated particle pairs from
the same event, and a background distribution Nmix����,
for pairs obtained by mixing particles from different
events having similar collision vertex and centrality
[3,25]: C���� � �Ncor����

R
d��Nmix����	=

�Nmix����
R
d��Ncor����	.

Representative examples of the correlation functions
[C����], so obtained for associated mesons and baryons
(1:3< pM;BT;assoc < 1:6 GeV=c) per trigger hadron (2:5<
pT;trig < 4:0 GeV=c), are shown for two centrality selec-
tions in Fig. 1. They indicate an asymmetry characteristic
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of (di)jet-pair correlations [J����]and an anisotropy sig-
naling elliptic flow [H���� � 1� 2�vtrig

2 
 vB;M2 �


cos�2���]with amplitude vtrig
2 
 vM;B2 [3]. The correlation

functions for associated partner mesons are more asym-
metric than those for associated partner baryons, indicating
that the jet signal is stronger for hadron-meson correla-
tions. However, clear separation of the jet and flow corre-
lations is required for further study.

To extract J���� from C����, a two-source ansatz [25]
is used [i.e., C���� � boH���� � J����]. Values for
vtrig

2 and vM;B2 were obtained via measurements of the
single particle distributions relative to the reaction plane,
determined in the BBCs [14,15]. The large (pseudo)rapid-
ity separation (�j�j> 2:75) between each BBC and the
PHENIX central arms minimizes any nonflow contribu-
tions to these v2 values [26].

To fix the value of bo, we followed the procedure in
Refs. [3,25] and assumed that J���� has zero yield at
some minimum ��min (ZYAM). That is, the elliptic flow
contributions are required to coincide with C���� at
��min. Good precision for ��min was achieved via a fit
to the correlation function; the systematic error on the
magnitude of the integrated jet function J����, due to
the ZYAM procedure, is estimated to be & 3% from the
uncertainty in setting J���� � 0 at ��min. The solid lines
in Fig. 1 show examples of the ZYAM-normalized elliptic
flow (v2) contributions. The gray bands represent system-
atic errors on the v2 amplitudes (�6% for central and
midcentral events and �40% for peripheral events) pri-
marily due to an uncertainty in the reaction plane resolu-
tion [3].

The efficiency-corrected associated meson and baryon
jet distributions 1

Ntrig

d2N
dpTd�� are shown in Fig. 2 for two

associated pT bins and for the centralities 0–20% and
20%–40%. The shaded error bars and dashed lines indi-
cate the respective systematic error related to v2 subtrac-

tion and fixing bo. The associated baryon jet-pair distri-
butions are multiplied by the indicated factors to facilitate
a shape comparison with the distributions for mesons.

Figure 2 shows that the correlation strength of the near-
side jet (�� � ��min, NS) is substantially weaker for
associated baryons. In contrast, the shapes of the away-
side jet distributions (�� � ��min, AS) are qualitatively
similar for associated mesons and baryons. For the central
and midcentral collisions shown, these distributions are
also broad and decidedly non-Gaussian, with evidence
for local minima at �� � � [3]. They provide confirma-
tion that the topological signatures for strong jet modifica-
tion are reflected in the jet-pair distributions for both
associated baryons and mesons [27]. The latter finding
for baryons and mesons is an important constraint for
models of strong jet modification [11,28–30].

For a given centrality and partner pT , the integral of the
extracted J���� distribution is the fraction of particle pairs
associated with the jet, i.e., the jet-pair fraction (JPF):
JPFNS;AS �

P
i2NS;ASJ���i�=

P
iC���i� [25]. We use it

to determine the conditional yield hNM;Bi=hNtrigi, or
efficiency-corrected pairs per trigger [25],

 

hNM;Bi

hNtrigi
� JPF

hNM;B
d i

hNtrig
s i 
 hN

M;B
s i
hNM;B

eff i;

where hNM;B
d i is the average number of detected hadron-

meson(baryon) pairs per event, hNtrig
s i and hNM;B

s i are the
detected singles rates for hadrons, mesons, and baryons,
respectively, and hNM;B

eff i are the efficiency-corrected sin-
gles rates. The systematic error associated with the latter is
�10%. A further division by the pT bin width gives the
conditional yield CY � 1

Ntrig

dN
dpT

, which is equivalent to an

integration of the distributions shown in Fig. 2.
The conditional yields, for near- and away-side associ-

ated mesons and baryons, are shown as a function of
pM;BT;assoc and collision centrality in Fig. 3. The shaded error
bars reflect the combined systematic error associated with
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v2, bo, and the efficiency. The yields for associated mesons
[Figs. 3(a) and 3(b)] indicate an essentially exponential
decrease with increasing pMT;assoc, for both the near- and
away-side jets. An increase in the inverse slope parameter
Teff (‘‘temperature’’) from central (Teff � 390 MeV) to
peripheral (Teff � 700 MeV) collisions is also apparent
for the away-side distributions. For a fixed pMT;assoc, these
yields also show an increase from peripheral to central
events, albeit with a stronger dependence for the away-
side jet. This trend is incompatible with in-vacuum frag-
mentation but could be due to jetlike contributions from
correlated soft partons which recombine upon hadroniza-
tion [19,21], softening of the fragmentation function, and
fragmentation of radiated gluons, due to energy loss [31].

The conditional yields for associated baryons differ
strongly from those for associated mesons [cf. Figs. 3(c)
and 3(d)]. That is, they do not show an exponential depen-
dence on pBT over the measured range, and the yields for the
away-side jet are substantially larger than those for the
near-side jet. For a given pBT;assoc, the near- and away-side
conditional yields increase as the collisions become more
central; i.e., this trend is similar to that for the associated
mesons. The baryon yields show a much stronger increase
with centrality [27], as might be expected if correlated soft
partons recombine and contribute to the away-side jet
correlations [20].

The ratio of associated baryons to associated mesons is
shown as a function of associated particle pT in Fig. 4; the
left and right panels show the ratios for the near- and away-
side jets, respectively, for three centrality selections as
indicated. These ratios clearly increase with pT and with
centrality for pT * 1:4 GeV=c. For peripheral collisions,
the near-side ratios are qualitatively similar to the p=�
ratio for jets produced in e� � e� collisions [32]. For more
central collisions, the near- and away-side ratios are much
larger, suggesting that the medium influences the relative
composition of the associated particles.

The hatched bands in Fig. 4(b) show the inclusive B=M
ratios (uncorrected for baryon and meson feeddown) as a

function of pT for the 0–20% and 70%–92% most central
Au� Au collisions [24]; an estimate of these ratios after
feeddown corrections is within the systematic errors indi-
cated by the bands. These ratios indicate that the trend of
the centrality dependent baryon enhancement, apparent in
the jetlike associated conditional yields, is similar to that
observed for the inclusive particle yields. This suggests
that the mechanisms for baryon enhancement in both the
inclusive and the current away-side jet measurements have
a common origin. Since recombination models can explain
the enhancement of inclusive baryon yields, a qualitative
explanation is that the away-side correlations result from
the recombination of correlated soft partons induced via
strong parton-medium interactions.

In summary, we have measured per-trigger yield distri-
butions for jetlike associated mesons and baryons over a
wide range of centrality and pT in Au� Au collisions. The
distributions for both species show similar shape modifi-
cations for the away-side jet, compatible with several
jet-modification models [11,28–30]. The conditional yield
distributions for mesons and baryons show different
dependencies on collision centrality and associated par-
ticle pT . The ratio of associated baryons to mesons in-
creases with centrality and pT , similar to the data for
inclusive measurements. These results may be qualitatively
understood in terms of parton-medium interactions which
induce correlations between soft partons, followed by re-
combination at hadronization [19–21]. The observation
that the baryon to meson ratio of the away-side jet ap-
proaches the ratio measured for inclusive hadrons in cen-
tral Au� Au collisions suggests that the increased jetlike
associated yield and large baryon to meson ratio have the
same origin.

It may therefore be possible to reconcile the observed
jetlike structures and the increased baryon/meson ratio at
intermediate pT in a single model for hadron production.
Future quantitative model comparisons as well as measure-
ments at higher pT are required to fully understand the
interplay between fragmentation and soft production
processes.
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H. Lim,49 T. Liška,12 A. Litvinenko,24 M. X. Liu,32 X. Li,8 X. H. Li,6 B. Love,56 D. Lynch,5 C. F. Maguire,56 Y. I. Makdisi,5

A. Malakhov,24 M. D. Malik,38 V. I. Manko,28 Y. Mao,42,44 G. Martinez,52 L. Mašek,7,22 H. Masui,55 F. Matathias,11,51
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V. Veszprémi,14 A. A. Vinogradov,28 M. Virius,12 M. A. Volkov,28 V. Vrba,22 E. Vznuzdaev,43 M. Wagner,29,44 D. Walker,51

X. R. Wang,18,39 Y. Watanabe,44,45 J. Wessels,35 S. N. White,5 N. Willis,41 D. Winter,11 F. K. Wohn,23 C. L. Woody,5

0556-2813/2008/77(2)/024912(15) 024912-1 ©2008 The American Physical Society



A. ADARE et al. PHYSICAL REVIEW C 77, 024912 (2008)

M. Wysocki,10 W. Xie,6,45 Y. L. Yamaguchi,57 A. Yanovich,20 Z. Yasin,6 J. Ying,18 S. Yokkaichi,44,45 G. R. Young,40

I. Younus,38 I. E. Yushmanov,28 W. A. Zajc,11 O. Zaudtke,35 C. Zhang,11,40 S. Zhou,8 J. Zimányi,26,* L. Zolin,24 and X. Zong23
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We present a new analysis of J/ψ production yields in deuteron-gold collisions at
√

sNN = 200 GeV using
data taken from the PHENIX experiment in 2003 and previously published in S. S. Adler et al. [Phys. Rev. Lett
96, 012304 (2006)]. The high statistics proton-proton J/ψ data taken in 2005 are used to improve the baseline
measurement and thus construct updated cold nuclear matter modification factors (RdAu). A suppression of J/ψ

in cold nuclear matter is observed as one goes forward in rapidity (in the deuteron-going direction), corresponding
to a region more sensitive to initial-state low-x gluons in the gold nucleus. The measured nuclear modification
factors are compared to theoretical calculations of nuclear shadowing to which a J/ψ (or precursor) breakup
cross section is added. Breakup cross sections of σbreakup = 2.8+1.7

−1.4 (2.2+1.6
−1.5) mb are obtained by fitting these

calculations to the data using two different models of nuclear shadowing. These breakup cross-section values are
consistent within large uncertainties with the 4.2 ± 0.5 mb determined at lower collision energies. Projecting this
range of cold nuclear matter effects to copper-copper and gold-gold collisions reveals that the current constraints
are not sufficient to firmly quantify the additional hot nuclear matter effect.

DOI: 10.1103/PhysRevC.77.024912 PACS number(s): 25.75.Dw

I. INTRODUCTION

Understanding the behavior of QCD matter under different
conditions of temperature and density is the subject of intense
experimental and theoretical work in nuclear physics. The
transition from hadronic matter to a quark-gluon plasma at
high temperature is expected to be achieved in high-energy
heavy-ion collisions. The hadronization of partons in vacuum
or cold nuclear matter (i.e., in a nucleus) is also of keen interest
and represents a nonperturbative and dynamic QCD process.
The formation and interaction of heavy quarkonia (e.g., J/ψ

mesons) in vacuum, cold nuclear matter, and hot nuclear matter
present an excellent laboratory for gaining insights on these
transformations. Recent results from the Relativistic Heavy
Ion Collider reveal a significant suppression of the final J/ψ

yield in central (small impact parameter) Au + Au reactions
at

√
sNN = 200 GeV, relative to expectations scaled from

p + p reactions at the same energy [1,2]. A possible source of
this suppression is the screening of the attractive interaction
between the quark-antiquark pair in the hot nuclear medium, as
temperatures are expected to be above the critical temperature
for a quark-gluon plasma transition. Larger J/ψ suppression
is observed at forward rapidity than at midrapidity, which
contradicts models with only color screening of quarkonia
proportional to the local energy density.

Produced cc̄ pairs must pass through the remaining nuclear
material from the incident cold nuclei, in addition to surviving
any hot medium environment. The so-called cold nuclear
matter effects [3], including modification of initial parton
distribution functions (shadowing, gluon saturation, antishad-
owing, EMC effect, etc.), initial- and final-state partonic
multiple scattering, and related initial-state parton energy loss
need to be accounted for before firm conclusions can be drawn

*Deceased.
†PHENIX Spokesperson; electronic address: jacak@skipper.

physics.sunysb.edu

about the effect of the hot medium thought to be created. In
fact, these various cold nuclear matter effects are interesting in
their own right, notably in terms of hadronization time scales,
parton energy loss in matter, and the various initial-state effects
just mentioned.

This paper presents a new analysis of the modification of
J/ψ production in deuteron-gold (d + Au) collisions relative
to proton-proton (p + p) collisions at

√
sNN = 200 GeV

and the implications for understanding the Au + Au and
Cu + Cu data at the same energy. The PHENIX experiment
has previously published a result using p + p and d + Au
data taken in 2003 [4]. A modest J/ψ suppression was
observed at forward rapidity (i.e., in the deuteron-moving
direction), which is a possible indication of shadowing of
low-x gluons in the gold nucleus. A substantially larger (more
than an order of magnitude) p + p data set was recorded in
2005, with the J/ψ results published in Ref. [2], and has
been used as the baseline for recent Au + Au and Cu + Cu
nuclear modification factors [1,5]. The same p + p data
set is used in the analysis presented here to determine the
d + Au nuclear modifications more accurately and in a fully
consistent way with those in the Au + Au and Cu + Cu
cases. In addition, during the two years between the analyses
of the 2003 and 2005 data sets significant improvements
in the reconstruction software and signal-extraction method
were achieved along with an overall better understanding
of the detector performance. These improvements have been
included in this analysis, allowing maximal cancellation of
systematic errors when using the 2005 p + p data sample to
form the J/ψ nuclear modification factor. We first describe the
updated analysis, then present the new nuclear modification
factors and their implications.

II. EXPERIMENT

The PHENIX apparatus is described in Ref. [6]. It consists
of two sets of spectrometers referred to as the central arms,
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which measure particles emitted at midrapidity (|y| < 0.35),
and the muon arms, measuring particles emitted at backward
and forward rapidity (−2.2 < y < −1.2 and 1.2 < y < 2.2).

At midrapidity, J/ψ particles are measured via their decay
into two electrons. Electrons are identified by matching tracks
reconstructed with drift chambers (DC) and pad chambers
(PC) to clusters in the electromagnetic calorimeters (EMCAL)
and hits in the ring imaging Cerenkov counters (RICH). In
d + Au collisions, a charged track is identified as an electron
candidate by requiring at least three matching RICH phototube
hits within a certain radius with respect to the the center defined
by the track projection at the RICH, a position matching
of ±4 standard deviations between the EMCAL cluster and
the reconstructed track, and a cut on the ratio of energy to
momentum. In p + p collisions the electron identification cuts
are the same except that only two matching RICH phototube
hits are required.

At forward and backward rapidity, J/ψ particles are
measured via their decay into two muons. Muons are identified
by matching tracks measured in cathode strip chambers
(referred to as the muon tracker, or MuTR) to hits in alternating
planes of Iarocci tubes and steel absorbers (referred to as the
muon identifier, or MuID). Each muon arm is located behind
a thick copper and iron absorber that is meant to absorb most
hadrons produced during the collisions, so that the measured
muons must penetrate 8 to 11 interaction lengths of material
in total.

The d + Au data used for this analysis were recorded in
2003 using a minimum-bias trigger that required hits in each
of the two beam-beam counters (BBCs) located at positive
and negative rapidity (3 < |η| < 3.9) and represent integrated
luminosities for the different spectrometers ranging from 1.4 to
1.7 nb−1 (or, equivalently, from 2.7 to 3.4 billion interactions).
This trigger covers 88% ± 4% of the total d + Au inelastic
cross section of 2260 mb [7]. For the electrons, an additional
trigger was used that required one hit above threshold in the
EMCAL and a matching hit in the RICH. For the muons, two
additional triggers were used at different times during the data-
taking period. The muon triggers are based on information
from the MuID, which has five active detector layers between
the steel absorbers. For the first part of the data-taking period,
one of the tracks was required to reach the fourth MuID plane,
while the other was only required to reach the second MuID
plane. For the latter part, the trigger required at least two tracks
to reach the fourth MuID plane of Iarocci tubes.

The BBCs are also used to determine the centrality of
the d + Au collisions by measuring the energy deposited in
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FIG. 1. (Color online) Invariant mass spectra in minimum-bias
d + Au reactions for J/ψ −→ e+e− at |y| < 0.35, with the func-
tional forms used to extract the number of reconstructed J/ψ mesons.

the counters located at negative rapidity (in the gold-going
direction). For a given centrality bin, the average number of
equivalent nucleon-nucleon collisions (Ncoll) is derived from
this energy by using a Glauber calculation [8] coupled to
a simulation of the BBC. The centrality bins used in this
analysis and the corresponding number of collisions are listed
in Table I. To ensure that the centrality categories are well
defined, collisions are required to be within ±30 cm of the
center of the interaction region.

III. SIGNAL EXTRACTION

The number of J/ψ particles is determined by using the
invariant mass distribution of unlike-sign lepton pairs. At
midrapidity, the J/ψ signal count is obtained via counting
the number of unlike-sign dielectrons after subtracting the like-
sign pairs in a fixed mass window of 2.6 � Me+e− � 3.6 GeV/c2

or 2.7 � Me+e− � 3.5 GeV/c2, depending on the number of DC
hits required for track reconstruction. Figure 1 shows the J/ψ

mass spectrum after subtracting the background. The solid

TABLE I. Characterization of the collision centrality for d + Au collisions. Listed are the
centrality bins used in this analysis, the corresponding number of binary collisions, Ncoll, and the
values of c = εBBC

MB(cent)/ε
BBC
J/ψ for J/ψ mesons emitted in the three rapidity ranges used for this

analysis.

Centrality 0–20% 20–40% 40–60% 60–88% 0–100%

Ncoll 15.4 ± 1.0 10.6 ± 0.7 7.0 ± 0.6 3.1 ± 0.3 7.6 ± 0.3
c (|y| < 0.35) 0.95 ± 0.03 0.99 ± 0.01 1.03 ± 0.01 1.04 ± 0.03 0.94 ± 0.02
c (−2.2 < y < −1.2) 0.93 ± 0.03 0.99 ± 0.01 1.04 ± 0.01 1.05 ± 0.03 0.94 ± 0.02
c (1.2 < y < 2.2) 1.00 ± 0.03 1.00 ± 0.01 1.02 ± 0.01 1.02 ± 0.03 0.94 ± 0.02
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black line is the sum of the J/ψ line shape (dashed curve)
and an exponential function (dot-dashed curve) describing
the continuum component determined from the 2005 p + p

data set [2]. The J/ψ line-shape function takes into account
the momentum resolution of track reconstruction, internal
radiative effects [9], and external radiative effects evaluated by
using a GEANT [10] simulation of the PHENIX detector. The
number of J/ψ particles in d + Au collisions is too small to
allow a good fit but a comparison between d + Au and p + p

J/ψ line shapes shows good agreement. The fraction of J/ψ

candidates outside of the mass window owing to the radiative
effects is estimated to be 7.2% ± 1.0% based on the line-shape
functions. The J/ψ signal is also corrected for the dielectron
continuum yield, which originates primarily from open charm
and Drell-Yan pairs inside the mass window. The estimated
contribution is 10% ± 5%, based on the fitting function and
PYTHIA [11] simulations. Approximately 400 J/ψ mesons are
obtained.

At backward and forward rapidity an event-mixing tech-
nique is now used to estimate the combinatorial background,
whereas the like-sign pairs were used in the previous analysis
[4]. The previous method suffered from a larger statistical
uncertainty for bins where the signal over background is poor.
A sample mass distribution after the subtraction of the mixed-
event background is shown in Fig. 2. Approximately 500
and 750 J/ψ mesons are obtained for backward and forward
rapidity, respectively. The signal counts are determined from
this subtracted dimuon invariant mass distribution with a
log-likelihood fit and for three different assumed functional
forms and parameters. In all three cases, an exponential form
is used to account for correlated physical background sources
(e.g., Drell-Yan or open charm) and the possible systematic

offset in the normalization of the mixed-event background. The
number of J/ψ particles is then estimated by direct counting
of the remaining number of pairs above the exponential in
the mass range 2.6 � Mµ+µ− � 3.6 GeV/c2, using a Gaussian
function with the center fixed to the J/ψ mass and the
width and integrated yield left free, or using two Gaussian
functions for which both the center and widths are fixed to
the values measured in p + p collisions. The two Gaussian
functions account for the non-Gaussian tails in the invariant
mass distribution. The normalization of the mixed background
is varied by a systematic uncertainty of ±2% prior to its
subtraction from the mass distribution. This uncertainty is
determined by comparing different normalization methods.
The corresponding signal variations are included in the
systematic uncertainty. Because of the particular fit procedure,
for all p + p and d + Au cases this normalization uncertainty
results in a very small systematic uncertainty on the number
of measured J/ψ particles. This entire procedure is identical
to the one used in Refs. [1,2].

IV. INVARIANT YIELD

The J/ψ invariant yield in a given centrality, transverse
momentum, and rapidity bin is

Bll

2πpT

d2NJ/ψ

dpT dy
= 1

2πpT �pT �y

N
J/ψ
counts

AεrecεtrigN
MB
evt

εBBC
MB(cent)

εBBC
J/ψ

, (1)

where Bll is the branching ratio for J/ψ → l+l−, N
J/ψ
counts

is the number of reconstructed J/ψ mesons, NMB
evt is the

number of minimum-bias events sampled, εBBC
MB(cent) is the BBC

trigger efficiency for minimum-bias events in a given centrality
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FIG. 2. (Color online) Invariant mass spec-
tra in minimum-bias d + Au reactions for
(left) J/ψ −→ µ+µ− at −2.2 < y < −1.2 and
(right) J/ψ −→ µ+µ− at 1.2 < y < 2.2, with
the functional forms used to extract the number
of reconstructed J/ψ mesons.

024912-5



A. ADARE et al. PHYSICAL REVIEW C 77, 024912 (2008)

TABLE II. Statistical and type A systematic uncertainties added in quadrature and type B systematic uncertainties. Type C errors
are shown in the relevant figures.

Rapidity Centrality (%) pT (GeV/c) y Invariant yield RdAu

Backward 0–100 All [−2.2, −1.2] (4.264 ± 0.326 ± 0.923) × 10−6 0.90 ± 0.08 ± 0.19
rapidity results 0–100 All [−2.2, −1.7] (3.583 ± 0.395 ± 0.775) × 10−6 0.95 ± 0.12 ± 0.20

0–100 All [−1.7, −1.2] (5.292 ± 0.483 ± 1.145) × 10−6 0.90 ± 0.09 ± 0.19
0–100 0–1 [−2.2, −1.2] (3.040 ± 0.460 ± 0.658) × 10−7 0.69 ± 0.11 ± 0.15
0–100 1–2 [−2.2, −1.2] (1.782 ± 0.201 ± 0.386) × 10−7 0.84 ± 0.10 ± 0.18
0–100 2–3 [−2.2, −1.2] (8.141 ± 0.937 ± 1.762) × 10−8 1.44 ± 0.18 ± 0.31
0–100 3–4 [−2.2, −1.2] (1.789 ± 0.359 ± 0.387) × 10−8 1.21 ± 0.26 ± 0.26
0–100 4–5 [−2.2, −1.2] (4.016 ± 1.451 ± 0.869) × 10−9 1.14 ± 0.43 ± 0.24
0–20 All [−2.2, −1.2] (9.084 ± 0.922 ± 1.925) × 10−6 0.94 ± 0.10 ± 0.21
20–40 All [−2.2, −1.2] (3.676 ± 0.642 ± 0.770) × 10−6 0.55 ± 0.10 ± 0.12
40–60 All [−2.2, −1.2] (4.013 ± 0.583 ± 0.842) × 10−6 0.92 ± 0.14 ± 0.21
60–88 All [−2.2, −1.2] (2.062 ± 0.312 ± 0.436) × 10−6 1.07 ± 0.17 ± 0.25

Midrapidity 0–100 All [−0.35, 0.35] (6.750 ± 0.540 ± 0.950) × 10−6 0.85 ± 0.07 ± 0.15
results 0–100 0–1 [−0.35, 0.35] (6.700 ± 0.800 ± 0.940) × 10−7 1.05 ± 0.14 ± 0.21

0–100 1–2 [−0.35, 0.35] (2.400 ± 0.340 ± 0.340) × 10−7 0.74 ± 0.11 ± 0.15
0–100 2–3 [−0.35, 0.35] (1.200 ± 0.190 ± 0.170) × 10−7 0.96 ± 0.17 ± 0.19
0–100 3–4 [−0.35, 0.35] 1.37 × 10−8 (90% CL) 0.41 (90% CL)
0–100 4–5 [−0.35, 0.35] (7.500 ± 3.600 ± 1.100) × 10−9 1.09 ± 0.61 ± 0.22
0–20 All [−0.35, 0.35] (1.144 ± 0.160 ± 0.160) × 10−5 0.71 ± 0.10 ± 0.12
20–40 All [−0.35, 0.35] (7.990 ± 1.290 ± 1.120) × 10−6 0.71 ± 0.12 ± 0.11
40–60 All [−0.35, 0.35] (6.800 ± 1.010 ± 0.950) × 10−6 0.93 ± 0.14 ± 0.14
60–88 All [−0.35, 0.35] (3.030 ± 0.500 ± 0.420) × 10−6 0.94 ± 0.16 ± 0.14

Forward 0–100 All [1.2, 2.2] (3.300 ± 0.242 ± 0.592) × 10−6 0.63 ± 0.06 ± 0.11
rapidity results 0–100 All [1.2, 1.7] (4.522 ± 0.341 ± 0.811) × 10−6 0.68 ± 0.06 ± 0.11

0–100 All [1.7, 2.2] (2.406 ± 0.224 ± 0.432) × 10−6 0.59 ± 0.06 ± 0.10
0–100 0–1 [1.2, 2.2] (2.779 ± 0.285 ± 0.498) × 10−7 0.55 ± 0.06 ± 0.09
0–100 1–2 [1.2, 2.2] (1.362 ± 0.115 ± 0.244) × 10−7 0.60 ± 0.06 ± 0.10
0–100 2–3 [1.2, 2.2] (4.667 ± 0.566 ± 0.837) × 10−8 0.73 ± 0.10 ± 0.12
0–100 3–4 [1.2, 2.2] (1.472 ± 0.225 ± 0.264) × 10−8 0.93 ± 0.16 ± 0.16
0–100 4–5 [1.2, 2.2] (2.842 ± 0.756 ± 0.510) × 10−9 0.84 ± 0.25 ± 0.14
0–20 All [1.2, 2.2] (5.705 ± 0.501 ± 0.987) × 10−6 0.54 ± 0.05 ± 0.09
20–40 All [1.2, 2.2] (4.577 ± 0.474 ± 0.783) × 10−6 0.62 ± 0.07 ± 0.11
40–60 All [1.2, 2.2] (2.950 ± 0.347 ± 0.505) × 10−6 0.62 ± 0.08 ± 0.11
60–88 All [1.2, 2.2] (1.671 ± 0.195 ± 0.289) × 10−6 0.79 ± 0.10 ± 0.15

category, �pT and �y are the pT and y bin widths, A and εrec

are the acceptance and reconstruction efficiency corrections,
εtrig is the additional J/ψ trigger efficiency, and εBBC

J/ψ is the
BBC efficiency for events containing a J/ψ . All invariant
yields as a function of pT and y including statistical and
systematic uncertainties are given in Table II.

The experiment measures the number of J/ψ particles
per BBC triggered events, which in d + Au collisions rep-
resent only 88% ± 4% of the total inelastic cross section.
An additional correction is then applied such that the in-
variant yield represents 100% of the total inelastic cross
section (as done in previous PHENIX d + Au analyses).
The correction factor ratio εBBC

MB(cent)/ε
BBC
J/ψ depends a priori

on the centrality bin and the rapidity range of the measured
J/ψ particles. The values are given in Table I. The same
procedure is applied for p + p collisions, so that the yields
are normalized to the p + p total inelastic cross section
of 42 mb.

The acceptance and efficiency corrections are determined
by using a full GEANT simulation [10] of the detector with
realistic resolutions and detector plane efficiencies determined
from real data. Compared to the original result [4], this
simulation benefits from improvements in the understanding
of the detector alignment, resolution, and overall performance.
It also includes the improvements added to the reconstruc-
tion software and used for the recent p + p, Cu + Cu, and
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TABLE III. Sources of systematic uncertainties on the J/ψ

invariant yield in d + Au collisions. Columns 2 (3) are the av-
erage values at midrapidity (forward rapidity). When two values
are given, the first (second) is for peripheral (central) collisions.
Uncertainties of type A (type B) are point-to-point uncorrelated
(correlated).

Source |y| < 0.35 |y| ∈ [1.2, 2.2] Type

signal extraction 6% <10% A
acceptance 8% 10% B
efficiency 6% 8–20% B
run-by-run variation 5% 8% B
input y, pT distributions 2% 4% B
embedding 4% 5% B

Au + Au analyses [1,2,5]. Although the additional underlying
hit occupancies per event are modest in p + p and d + Au
collisions, they are accounted for by embedding the simulated
J/ψ mesons in real data events. The observed differences
(4–5%) between embedded and nonembedded events are not
significant given the statistics of the simulations, and therefore
they are included only as a contribution to the systematic
uncertainty.

The systematic uncertainties in the J/ψ invariant yield
(Table III) are grouped into three categories as in the
previous analyses: point-to-point uncorrelated (type A), for
which the points can move independently from one another;
point-to-point correlated (type B), for which the points
can move coherently though not necessarily by the same
amount; and global uncertainties (type C), for which all
points move by the same multiplicative factor. Statistical and
uncorrelated systematic uncertainties (type A) are summed
in quadrature and represented as vertical bars. Type B
uncertainties are represented with boxes. Type C globally
correlated systematic uncertainties are quoted directly on the
figures.

Figure 3 shows the invariant J/ψ yield as a function of
transverse momentum for d + Au collisions from this new
analysis together with the published invariant yield measured
in p + p collisions [2]. From these yields, a 〈p2

T〉 is calculated

TABLE IV. 〈p2
T〉 calculated from a fit

to the data and restricted to the range 0 <

pT < 5 GeV/c. See text for description of
the uncertainties.

Species Rapidity 〈p2
T〉[0, 5]

d + Au [−2.2, −1.2] 4.3 ± 0.3 ± 0.4
d + Au [−0.35, 0.35] 3.9 ± 0.3 ± 0.3
d + Au [1.2, 2.2] 4.0 ± 0.2 ± 0.4
p + p [−2.2, −1.2] 3.4 ± 0.1 ± 0.1
p + p [−0.35, 0.35] 4.1 ± 0.2 ± 0.1
p + p [1.2, 2.2] 3.4 ± 0.1 ± 0.1
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FIG. 3. (Color online) J/ψ invariant yield versus pT in d + Au
collisions and p + p collisions. The three panels are for rapidity
selections −2.2 < y < −1.2, |y| < 0.35, and 1.2 < y < 2.2 from
top to bottom. See text for description of the uncertainties and details
of the functional fits.

by using the following generic functional form to fit the data:

d2N

pT dpT

∼ A[1 + (pT/B)2]−6. (2)

To account for finite pT binning, the fit function is first
integrated over each �pT range and the integral is compared
to data in the corresponding bin. The measured 〈p2

T〉 values as
well as the associated statistical and systematic uncertainties
are shown in Table IV.

In previous J/ψ analyses [1,2], it was found that only for
the high-statistics p + p data set (where the measurement has
good precision out to pT ≈ 8 GeV/c) is the functional form
of the pT spectrum well constrained. In the Au + Au case,
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the functional form is not well constrained and leads to a very
large systematic uncertainty on 〈p2

T〉 if integrated from 0 to ∞.
The integral was therefore limited to pT < 5 GeV/c, where it
is best constrained by the data. The d + Au data set suffers
from the same statistical limitations and the same truncation to
pT < 5 GeV/c is applied. Finally, this constraint is also applied
to the p + p case to make a direct comparison possible.

Two uncertainties are quoted in Table IV. The first
corresponds to the statistical and point-to-point uncorrelated
systematic uncertainties (type A) on the measured yields. It is
obtained directly from the fit by using the second derivatives
of the χ2 surface at the minimum. The second corresponds to
the point-to-point correlated systematic uncertainties (type B).
The contribution from type B uncertainty is estimated inde-
pendently by coherently moving the measured points within
the one-standard-deviation limit given by these uncertainties,
allowing them to be either correlated or anticorrelated, and then
redoing the fit in all cases. The largest difference observed in
the values obtained by the fit is used as an upper limit to the
one-standard-deviation point-to-point correlated uncertainties
on 〈p2

T〉.
In our previous publication [4] values for the fully integrated

〈p2
T〉 in p + p and d + Au collisions are quoted. However,

a significant systematic uncertainty originating from not
knowing the functional form to best describe the data was
found that was not included in the uncertainty quoted in
the paper. In addition, the new analysis revealed a bias
in the previous result that increased the signal, particularly
in the lowest pT bin. This bias is now corrected by using
the mixed-event background-subtraction technique described
here together with the modified log-likelihood fit over a
more appropriate range, corresponding to the region where
the physical background can accurately be described by a
single exponential function. Finally, no separate treatment
of the point-to-point correlated systematic uncertainties was
performed at that time, because it was assumed that it would
move all points in the same direction (positive correlation) and
thus have no impact on the measured 〈p2

T〉.
The data, within uncertainties, include the possibility of a

modest broadening of the transverse momentum distribution
relative to p + p collisions. This is often attributed to initial-
and final-state multiple scattering, sometimes referred to
as the “Cronin effect.” However, in calculating �〈p2

T〉 =
〈p2

T〉dAu − 〈p2
T〉pp one finds that this effect needs reduced

uncertainties from future larger data sets to make any firm
conclusions.

Figure 4 shows the J/ψ invariant yield, integrated over
all pT, as a function of rapidity for d + Au collisions. Shown
are the results of the new analysis presented in this paper, as
well as the previously published results [4] using the same
data set. Overall the agreement of the two analysis results
is good. The two sets of points differ in the reconstruction
software, analysis cuts, and signal-extraction technique. Thus
many of the systematic uncertainties are different, and even the
statistical uncertainties are not identical owing to the different
analysis cuts and the use of event mixing to estimate the
combinatorial background in the new analysis, as opposed
to the like-sign mass distribution used in Ref. [4].

Figure 5 shows the J/ψ invariant yield for p + p collisions,
from both the published high-statistics result from Run-5
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FIG. 4. (Color online) J/ψ invariant yield as a function of
rapidity for d + Au collisions. Shown are the new analysis results
from this paper, in addition to the originally published results [4]
using the same data. The global systematic uncertainty quoted is for
the new analysis.

[2], as well as the lower statistics result from Run-3 as
published in Ref. [4]. In both cases the points are in good
agreement within the systematic uncertainty bands. A new
analysis of the Run-3 p + p lower statistics data set was
also performed by using the same technique and analysis cuts
as for d + Au collisions. It also shows good agreement with
these two sets of measurements, albeit with larger statistical
uncertainties.
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FIG. 5. (Color online) J/ψ invariant yield as a function of
rapidity for p + p collisions. Shown are the high statistics results
from the 2005 p + p PHENIX data-taking period [2] and the
originally published results [4] using the 2003 p + p data set. The
global systematic uncertainty quoted is for the new analysis.
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In Figs. 4 and 5, the highest rapidity point is not located
exactly at the same rapidity position between the original
and the new analysis. This is because the positive-rapidity
muon arm has a slightly larger rapidity coverage than the
negative-rapidity arm. This property was used in the 2003
analysis to include additional J/ψ mesons at forward rapidity
to probe a slightly lower region of x. It was found, however,
that there were very few counts in this region and that the
asymmetric rapidity range created additional difficulties when
comparing the results measured at forward and backward
rapidity (in case of symmetric collisions) and when comparing
the results obtained in p + p collisions to Cu + Cu or Au + Au
collisions, for which this extra rapidity coverage was not
available (because of high-occupancy limitations at forward
rapidity). As a consequence, it was decided for the later
analyses to forgo the extra few J/ψ counts at very forward
rapidity and use the same-width rapidity bins at both positive
and negative rapidity.

V. NUCLEAR MODIFICATION FACTOR

The J/ψ nuclear modification factor in a given centrality
and rapidity bin is

RdAu = 1

〈Ncoll〉
dNd+Au

J/ψ /dy

dN
p+p

J/ψ /dy
, (3)

where dNdAu
J/ψ /dy is the J/ψ invariant yield measured in d +

Au collisions, dN
pp

J/ψ/dy is the J/ψ invariant yield measured
in p + p collisions for the same rapidity bin, and 〈Ncoll〉 is
the average number of binary collisions in the centrality bin
under consideration, as listed in Table I. All RdAu values as
a function of pT , y, and centrality including statistical and
systematic uncertainties are given in Table II.

Figure 6 shows the nuclear modification factor RdAu

calculated by using the d + Au new analysis presented in
this paper for the numerator and the 2005 p + p data for

Rapidity
-3 -2 -1 0 1 2 3

d
A

u
R

0

0.5

1

 11% Global Scale Uncertainty±

FIG. 6. J/ψ nuclear modification factor RdAu as a function of
rapidity.

the denominator. In contrast to the previous analysis [4],
where the p + p results were symmetrized around y = 0
before calculating RdAu to compensate for lower J/ψ statistics
in the 2003 p + p data set, in this case the RdAu values are
calculated independently at each rapidity.

The understanding of the detector performance in terms
of alignment, resolution, and efficiency has significantly
improved between this analysis and previously published
PHENIX d + Au results [4]. This resulted in changes in
the reconstruction software, analysis cuts, signal-extraction
technique, and handling of both the physical and combina-
torial background in the dilepton invariant mass distribution.
Simultaneously, the systematic uncertainties associated with
the measurement have also been reevaluated in a way con-
sistent with what was learned for the p + p, Cu + Cu, and
Au + Au analyses. The new uncertainties are in general larger,
although some of them cancel with their p + p counterpart
when forming RdAu. This approximately counterbalances the
reduction of the statistical uncertainty achieved by using the
2005 p + p data set as a reference. Additionally, the J/ψ

production cross sections in p + p collisions measured in
2005 [2] are compatible within uncertainties but higher than
the values used in Ref. [4] (based on the 2003 p + p data set)
by about 13%. As a consequence, the new nuclear modification
factors are systematically lower than the ones previously
published by about 5–20% for most points, depending on the
pT, y, or centrality bin considered.

Within uncertainties, the nuclear modification factors are
consistent with RdAu = 1.0 at negative and midrapidities and
are significantly lower than 1.0 at forward rapidity only, that
is, in the deuteron-going direction. This trend is similar to
that shown in Fig. 1 of Ref. [4], although the new values are
systematically smaller for all rapidity bins.

Figure 7 shows the J/ψ nuclear modification factor in d +
Au collisions as a function of the number of binary collisions
for three rapidity ranges and four centrality classes. Only at
forward rapidity is there statistically significant suppression.

VI. DISCUSSION

As stated in the Introduction, the d + Au data are interesting
both to fundamentally understand issues of quarkonia and cold
nuclear matter and also to separate these effects from hot
nuclear matter effects in heavy-ion collisions. To address both
issues, we compare the experimental data with two different
models including both modification of the initial parton
distribution functions (PDFs) and a free parameter to account
for the breakup of correlated cc̄ pairs that might have otherwise
formed J/ψ mesons. Note that, often in the literature, this
breakup process in cold nuclear matter is referred to as an
absorption cross section of the J/ψ particles on the nucleons
in the nucleus. Here we avoid this nomenclature, both because
the object that is “absorbed” is generally not a fully formed
J/ψ but rather a cc̄ pair, and because the actual process is
more a breakup of this pair, rather than the absorption of it.

Shown in Fig. 8 is the nuclear modification factor RdAu as
a function of rapidity in comparison to theoretical calculations
[3] that include either EKS [12] or NDSG [13] shadowing
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FIG. 7. J/ψ nuclear modification factor RdAu as a function of
Ncoll for three rapidity ranges.

models for the nuclear PDFs. In each case an additional
suppression associated with a σbreakup is also included. Note
that there is no ab initio calculation of this cross section, and
although one might expect a similar value to results at lower
energy [14], it need not be identical.

Taking full account of the statistical and systematic uncer-
tainties on the experimental data, we can determine the breakup
cross section under certain assumptions. We have followed
the statistical procedure detailed in Ref. [15]. If we assume
that the EKS-modified nuclear PDFs are exactly correct,
and that the only additional suppression is accounted for by
σbreakup, then the data constrain σbreakup = 2.8+1.7

−1.4 mb with the
uncertainties as one standard deviation. Similarly, if we assume
the NDSG-modified nuclear PDFs, then we obtain σbreakup =
2.2+1.6

−1.5 mb. These breakup cross-section values are consis-
tent (within the large uncertainties) with the 4.2 ± 0.5 mb
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FIG. 8. (Color online) RdAu data compared to various theoretical
curves for different σbreakup values. Also shown as a band are the
range of σbreakup values found to be consistent with the data within one
standard deviation. The top panel is a comparison for EKS shadowing
[12]; the bottom panel is for NDSG shadowing [13].

value determined at lower energies at the CERN-SPS [14].
The extracted breakup cross section at lower energies are
found by assuming no contribution from the modification
of nuclear PDFs. At the lower energies, J/ψ production is
sensitive to higher x partons in the antishadowing regime
where the modifications are expected to be smaller and in
the opposite direction [16].

The modified nuclear PDFs from EKS and NDSG are
constrained from other experimental measurements such as
deep inelastic scattering from various nuclear targets and the
resulting F2(A) structure functions. A geometric parametriza-
tion of these PDFs based on the path of the parton through
the nucleus is described in Refs. [17] and [3]. One can test
this geometric dependence by comparison with the d + Au
nuclear modification factors as a function of Ncoll. Using this

024912-10



COLD NUCLEAR MATTER EFFECTS ON J/ψ . . . PHYSICAL REVIEW C 77, 024912 (2008)

TABLE V. Most probable values and one
standard deviations of σbreakup determined by
assuming two different shadowing models,
from a fit to minimum-bias RdAu points as
a function of rapidity (Fig. 8), and fits to RdAu

as a function of Ncoll in three separate rapidity
bins (Fig. 9).

Fit range in y EKS (mb) NDSG (mb)

All 2.8+1.7
−1.4 2.2+1.6

−1.5

[−2.2, −1.2] 5.2+1.6
−1.8 3.3+2.0

−1.7

[−0.35, 0.35] 2.4+1.9
−1.6 1.0+1.8

−1.7

[1.2, 2.2] 3.2+1.6
−1.5 3.3+1.5

−1.5

geometric dependence, we can calculate the most probable
σbreakup values independently in three rapidity ranges (see
Table V). The corresponding nuclear modification values and
their one-standard-deviation bands are shown as a function of
Ncoll in Fig. 9. The two calculations with EKS and NDSG
nuclear PDFs yield almost identical bands since the same
geometric dependence is used in both cases. However, each
band represents a different balance of modification owing to
the nuclear PDF and the breakup cross section.

For both the EKS and the NDSG PDFs, the values of σbreakup

extracted from the overall rapidity dependence of RdAu and
from the Ncoll dependence of RdAu within the different rapidity
ranges are consistent within the large systematic uncertainties.
It should be noted that though the confidence level for the
best fit is poor at backward rapidity (as can be seen in Fig. 9),
there is still a well-defined maximum in the likelihood function
for σbreakup. A future higher precision RdAu measurement as a
function of centrality will be crucial to constrain the exact
geometric dependence.

One can also utilize this model to do a consistent calculation
of the contribution from cold nuclear matter effects that
should be present in Cu + Cu and Au + Au collisions. These
contributions, obtained using the best-fit value of σbreakup and
their one-standard-deviation values extracted from the data in
Fig. 8 for each of the two shadowing models, are shown in
Figs. 10 and 11. In the Cu + Cu case, J/ψ production is not
suppressed beyond cold nuclear matter effects at midrapidity or
at forward rapidity, within the limits of the large error bands,
and the midrapidity data in the Au + Au case are similarly
inconclusive. However, there is a significant suppression in
the data at forward rapidity, beyond the uncertainties in both
the data and the projection. It should be noted that the
uncertainty bands at forward rapidity and midrapidity are
entirely correlated, as they reflect only the uncertainty in
σbreakup. There is no systematic uncertainty included for the
choice of modified nuclear PDF model, which is the only way
to change the relative suppression between forward rapidity
and midrapidity within the context of this calculation. The
more data-driven calculation described later in this section,
however, is performed independently at different rapidities
and does not suffer the same stipulation.

It should also be noted that the theoretical calculations
yield RAA as a continuous function of the number of
participants, whereas the data points are at discrete values
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FIG. 9. (Color online) RdAu data as a function of Ncoll for
three different rapidity ranges. Overlayed are theoretical curves
representing the best-fit σbreakup values as determined in each rapidity
range separately, utilizing EKS and NDSG nuclear PDFs and a simple
geometric dependence. Also shown as bands are the range of σbreakup

values found to be consistent with the data within one standard
deviation.

representing a convolution of the modification factor with
the Npart distribution within a particular centrality category. A
Glauber simulation combined with a Monte Carlo simulation
of the PHENIX experimental trigger and centrality selection
is utilized to convert the continuous theory predictions into
discrete predictions in the simulated PHENIX centrality
categories. Thus, the results shown in the figures are in fact
predictions for the matched event selection categories of the
experimental data points.

To explore the cold nuclear matter constraints further,
an alternative data-driven method proposed in Ref. [18] is
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FIG. 10. (Color online) RAA for Cu + Cu [5] collisions compared
to a band of theoretical curves for the σbreakup values found to be
consistent with the d + Au data as shown in Fig. 8. The top figure
includes both EKS shadowing [12] and NDSG shadowing [13] at
midrapidity. The bottom figure is the same at forward rapidity.

used. In this approach it is assumed that there is a single
modification factor parametrizing all cold nuclear matter
effects that is a simple function of the radial position in
the nucleus. This computation has the advantage of our not
having to assume a specific shadowing scheme and a specific
breakup cross section, but instead relies only on the measured
impact parameter dependence. The cold nuclear matter effects
suffered by a J/ψ in a Au + Au collision at a given rapidity
are assumed to be the product of the modifications measured
in d + Au collisions at the same rapidity and the modifications
measured at the opposite rapidity (or, equivalently, in a
Au + d collision). This assumption holds for the two effects
considered so far, namely, shadowing and subsequent breakup.
In the computation it is also assumed that the same parton
distributions are sampled by the J/ψ particles observed in
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FIG. 11. (Color online) RAA for Au + Au [1] collisions compared
to a band of theoretical curves for the σbreakup values found to be
consistent with the d + Au data as shown in Fig. 8. The top figure
includes both EKS shadowing [12] and NDSG shadowing [13] at
midrapidity. The bottom figure is the same at forward rapidity.

the (wide) rapidity range in Au + Au and d + Au collisions.
Note that since this model implicitly includes any possible
modified nuclear PDFs, the modification factors may have an x

dependence that is accounted for by considering the backward,
mid, and forward rapidity d + Au data. The different rapidity
regions are sensitive to the initial-state partons in the gold
nucleus in three broad ranges of x, corresponding to x ≈
0.002–0.01, 0.01–0.05, and 0.05–0.2, as determined from
PYTHIA.

A Glauber Monte Carlo simulation and a simulation of the
BBC detector used for centrality determination and triggering
are done. The resulting four centrality categories (0–20%,
20–40%, 40–60%, and 60–88%) in d + Au collisions are
characterized by a distribution in the number of binary
collisions, as shown in the top panel of Fig. 12. In addition,
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FIG. 12. (Color online) Results from a Glauber model Monte
Carlo simulation of the d + Au centrality selection and triggering
based on the PHENIX BBC. The top panel shows the distribution of
the number of binary collisions for events in each of the four centrality
classes 0–20%, 20–40%, 40–60%, and 60–88%. The distribution for
radial impact points in the gold nucleus of binary collisions is shown
in the lower panel.

the distribution of radial positions r in the Au nucleus of
binary collisions is calculated and shown in the bottom panel
of Fig. 12.

The procedure is to use the forward, mid, and backward
rapidity centrality-dependent RdAu values to constrain the
modification factor 	(r) for three broad regions of initial
parton x (	low,	mid, and 	high, respectively). Then one can use
these parametrizations to project the cold nuclear matter effect
in the Au + Au case. The current d + Au data are insufficient
to constrain the functional form of 	(r). As a simplifying
case, 	(r) is assumed to be linear in r and to be fixed at
	(r � 8 fm) = 1.0 at the edge of the gold nucleus. Thus, the
only free parameter is the slope (or, equivalently, the magnitude
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FIG. 13. (Color online) Predictions of the data-driven method
[18] constrained by RdAu as a function of collision centrality for the
Au + Au RAA for midrapidity (top) and at forward rapidity (bottom).

of the modification factor at r = 0). Other functions were tried
and essentially differ by their extrapolation to lower and higher
radial positions, because the data are not precise enough to
constrain the shape. This has a particularly strong impact on
the most peripheral collisions for which our assumption that
	(r � 8 fm) = 1.0 adds a significant constraint to the shape.

For all possible slope parameters, consistency with the
experimental data is checked by using the procedure detailed
in Ref. [15], which utilizes the full statistical and systematic
uncertainties. The range of parameters within one standard
deviation of the uncertainties is determined separately for
backward, mid, and forward rapidity. Using this range of
parameters, we can project the cold nuclear matter suppression
expected in Au + Au collisions as a function of collision
centrality and for midrapidity and forward rapidity. Note that
the forward rapidity Au + Au J/ψ production is sensitive
to the low-x partons in one gold nucleus and the high-x
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partons in the other gold nucleus. Thus, in the Monte Carlo
simulation, for every binary collision at r1 and r2 (the radii
with respect to the center of each nucleus) the expected
modification is 	low(r1) × 	high(r2). The midrapidity Au + Au
J/ψ production is predominantly sensitive to the mid-x
partons from both gold nuclei and therefore the expected
modification is 	mid(r1) × 	mid(r2). The total modification
expected is calculated by taking the average over all correlated
r1 and r2 positions for binary collisions within overall Au + Au
collisions in each Au + Au centrality class.

The results of these calculations matched to the exper-
imentally measured Au + Au centrality bins are shown in
Fig. 13. It is notable that the midrapidity cold nuclear matter
extrapolation agrees within the uncertainty of the experimental
data at midrapidity. Thus, it is not possible within the current
constraints to determine the potential extent of hot nuclear
matter effects. This conclusion is qualitatively similar to that
reached from the previous model calculations as shown in
Fig. 11. However, at forward rapidity, this method projects a
somewhat larger range of possible cold nuclear matter effects
than the previous models.

Neither the predictions of cold nuclear matter effects in
heavy-ion collisions based on fitting of the d + Au data
with theoretical curves (Figs. 10 and 11) nor those obtained
directly from the d + Au data points (Fig. 13) are well-enough
constrained to permit quantitative conclusions about additional
hot nuclear matter effects.

VII. CONCLUSIONS

A new analysis of J/ψ production in d + Au collisions
at

√
sNN = 200 GeV has been presented using the PHENIX

2003 d + Au data set. Cuts and analysis techniques that
are consistent with the previously published results for
p + p, Cu + Cu, and Au + Au collisions at the same energy
[1,2,5] are used. The new analysis also benefits from the
significantly larger p + p data set from Run-5.

A statistical comparison of these new results to theoretical
calculations has been performed with a detailed handling of
the experimental uncertainties to estimate a J/ψ (or precursor)
breakup cross section in cold nuclear matter on top of models
for the modifications of the parton distribution functions in the
nucleus. Using EKS (NDSG) shadowing, we obtain a breakup
cross section of 2.8+1.7

−1.4 (2.2+1.6
−1.5) mb. These breakup cross-

section values are consistent within large uncertainties with
the 4.2 ± 0.5 mb determined at lower energies at the CERN-
SPS [14]. The measured values are then used to predict the
expected cold nuclear matter effects on J/ψ production in
Cu + Cu and Au + Au collisions, and these are compared to
the measured nuclear modification factors for those systems.

These predictions are found to be similar to those from a
less model-dependent and more data-driven method based on
the variation of the nuclear modification factor measured in
d + Au collisions as a function of both rapidity and centrality
[18]. It is notable that the latter method yields a somewhat
larger possible suppression in the forward rapidity case. In
all cases the large error bars associated with the extrapolation
prevent us from making firm quantitative statements on any
additional J/ψ suppression in Au + Au collisions beyond that
expected from cold nuclear matter effects. A d + Au data set
with much improved statistical precision is needed to both
reduce the statistical uncertainties and permit better control
over the systematic uncertainties.
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A. Hadj Henni, C. Haegemann, J. S. Haggerty, H. Hamagaki, R. Han, A. G. Hansen, H. Harada, E. P. Hartouni, K. Haruna,

M. Harvey, E. Haslum, K. Hasuko, R. Hayano, M. Heffner, T. K. Hemmick, T. Hester, J. M. Heuser, X. He, P. Hidas,
H. Hiejima, J. C. Hill, R. Hobbs, M. Hohlmann, W. Holzmann, K. Homma, B. Hong, A. Hoover, T. Horaguchi, D. Hornback,

T. Ichihara, V. V. Ikonnikov, K. Imai, M. Inaba, Y. Inoue, M. Inuzuka, D. Isenhower, L. Isenhower, M. Ishihara, T. Isobe,
M. Issah, A. Isupov, B. V. Jacak,† J. Jia, J. Jin, O. Jinnouchi, B. M. Johnson, S. C. Johnson, K. S. Joo, D. Jouan, F. Kajihara,
S. Kametani, N. Kamihara, J. Kamin, M. Kaneta, J. H. Kang, H. Kanou, K. Katou, T. Kawabata, D. Kawall, A. V. Kazantsev,

S. Kelly, B. Khachaturov, A. Khanzadeev, J. Kikuchi, D. H. Kim, D. J. Kim, E. Kim, G.-B. Kim, H. J. Kim, E. Kinney,
A. Kiss, E. Kistenev, A. Kiyomichi, J. Klay, C. Klein-Boesing, H. Kobayashi, L. Kochenda, V. Kochetkov, R. Kohara,

B. Komkov, M. Konno, D. Kotchetkov, A. Kozlov, A. Král, A. Kravitz, P. J. Kroon, J. Kubart, C. H. Kuberg,* G. J. Kunde,
N. Kurihara, K. Kurita, M. J. Kweon, Y. Kwon, G. S. Kyle, R. Lacey, Y.-S. Lai, J. G. Lajoie, A. Lebedev, Y. Le Bornec,

S. Leckey, D. M. Lee, M. K. Lee, T. Lee, M. J. Leitch, M. A. L. Leite, B. Lenzi, H. Lim, T. Liška, A. Litvinenko, M. X. Liu,
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All of the experimental data points presented in the
original paper are correct and unchanged (including statistical
and systematic uncertainties). However, herein we correct a
comparison between the experimental data and a theoretical
picture using a set of shadowing models for the nuclear parton
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FIG. 1. (Color online) RdAu data compared to various theoretical
curves for different σbreakup values. Also, shown as a band are the range
of σbreakup found to be consistent with the data within one standard
deviation. The top panel is a comparison for EKS shadowing [1],
while the bottom panel is for NDSG shadowing [2].

distribution functions (PDFs) combined with a nuclear breakup
cross section (σbreakup). Under the assumption that a given
modified nuclear PDF is correct, we put constraints on the
σbreakup values as presented in the original paper in Table V,

TABLE I. Most probable values and one standard
deviations of σbreakup assuming two different shadowing
models, from a fit to minimum bias RdAu points as a
function of rapidity (Fig. 1), and fits to RdAu as a function
of Ncoll in three separate rapidity bins (Fig. 2).

Fit range in y EKS (mb) NDSG (mb)

All 2.8+2.3
−2.1 2.6+2.2

−2.6

[−2.2, −1.2] 5.2+2.4
−2.8 3.3+2.9

−2.7

[−0.35, 0.35] 2.3+3.6
−1.9 0.8+3.6

−0.8

[1.2, 2.2] 3.4+2.0
−2.5 3.5+2.0
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FIG. 2. (Color online) RdAu data as a function of Ncoll for
three different rapidity ranges. Overlayed are theoretical curves
representing the best fit σbreakup values as determined in each rapidity
range separately, utilizing EKS and NDSG nuclear PDFs and a
simple geometric dependence. Also, shown as bands are the range
of σbreakup found to be consistent with the data within one standard
deviation.

Sec. VI. In the code that calculated these constrained σbreakup

values we discovered a mistake, which we now correct. Table I
shows the new results, for which all of the most probable
σbreakup values differ by less than 0.4 mb from those originally
presented. However, the one standard deviation uncertainties
(that include contributions from both the statistical and
systematic uncertainties on the experimental data points) are
approximately 30–60% larger than originally reported.

Thus, the one standard deviation uncertainty bands on
σbreakup in Figs. 8–11 of the original paper need updating
with the corrected constraints. Figures 1–4 here show the
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FIG. 3. (Color online) RAA for Cu + Cu [3] collisions compared
to a band of theoretical curves for the σbreakup values found to
be consistent with the d + Au data as shown in Fig. 1. The top
figure includes both EKS shadowing [1] and NDSG shadowing
[2] at midrapidity. The bottom figure is the same at forward
rapidity.

corrected constraints. Although the uncertainties are signif-
icantly larger with these corrected σbreakup values, there is
no qualitative change in the physics conclusions to be drawn
from comparisons between these theoretical models (and their
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FIG. 4. (Color online) RAA for Au + Au [4] collisions compared
to a band of theoretical curves for the σbreakup values found to be
consistent with the d + Au data as shown in Fig. 1. The top figure
includes both EKS shadowing [1] and NDSG shadowing [2] at
midrapidity. The bottom figure is the same at forward rapidity.

extrapolation) and the Au + Au and Cu + Cu measurements.
Stronger conclusions can only come from future higher
statistics data for d + Au collisions. Note that no correction is
needed for results from the data-driven method in Fig. 13 of
the original paper.
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Abstract. Two-proton and two-deuteron correlations have been studied in the target fragmentation region of cen-
tral Pb+Pb collisions at 158A GeV. Protons and deuterons were measured with the Plastic Ball spectrometer of the
WA98 experiment at the CERN SPS. The results of one-dimensional and multi-dimensional analyses using both the
Bertsch-Pratt and Yano-Koonin-Podgoretsky parameterizations of the two-particle correlation functions are presented.
The proton source exhibits a volume emission, while the deuteron source, with small outward radius, appears opaque.
Both proton and deuteron sources have cross-termsR2

ol and longitudinal velocitiesβ consistent with zero, indicat-

http://arXiv.org/abs/0709.2477v1
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ing a boost-invariant expansion. The invariant radius parameterR follows an approximateA/
√

m scaling while the
longitudinal and transverse radii,RL andRT , scale approximately asA/

√
mT with A ≈ 3 fm GeV1/2 in both cases.

PACS. 25.75. Gz
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1 Introduction

In this paper we report on an analysis of quantum-statistical and
final state induced correlations [1] of proton and deuteron pairs
emitted from 158A GeV central Pb+Pb collisions. The study of
these two particle species in the same system is of special inter-
est as one would expect that deuterons, due to their loose struc-
ture and small binding energy, will survive only in the late,low
density environment when scatterings are rare. The generally
accepted mechanism of deuteron production is by coalescence
of a proton and neutron [2,3,4] at the time of freeze-out. The
deuteron measurement thus provides an unique means to mea-
sure the geometry of the source in the late time interval of the
expansion. Experimental results on Fermi-Dirac correlations
for protons are not as abundant as those on Bose-Einstein cor-
relations for mesons, and are very scarce for deuteron correla-
tions. A remarkable feature of the existing proton and deuteron
correlation data in hadron-nucleus and nucleus-nucleus colli-
sions, spanning over four orders of magnitude of incident en-
ergy from 0.02 to 450A GeV is the small variation of the ex-
tracted source radius parameter [5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21].

2 Experimental setup

 21.5 m

33 TeV  P
b

Multistep-Avalanche-Chambers
with CCD-readout (track reconstruction

of charged particles)

Forward
Calorimeter

Had.-Calorimeter
(transverse energy)

experimental setup of the
WA98 experiment

158 AGeV Pb+Pb collisions
at the CERN  SPS

Plastic-Ball
(π+, p, ... He in

the Target Region)

Goliath-Magnet

highly segmented Lead Glass Calorimeter (LEDA)
(identification of photons, π0- and η-mesons) 

highly segmented Photon-
Multiplicity Detector

TOF-Wall (#1)
(PID of negative hadrons)

Silicon-Pad and
Silicon-Drift Detectors

(pseudorapidity distributions
of charged particles)

Veto-Detector
for charged particles

Target
(inside Plastic-Ball)

Start-
Counter			 

TOF-Wall (#2)
(PID of positive
hadrons)

Pad-Chambers

Streamer-Tubes

Fig. 1. Experimental setup of the WA98 experiment for the 1996 run.

The CERN SPS experiment WA98 (for details see [22] and
references therein) is a general purpose apparatus that consists
of large acceptance photon and hadron spectrometers, detectors
for charged particle and photon multiplicity measurements, and
calorimeters for transverse and forward energy measurements.
The layout of the WA98 experimental setup for the 1996 SPS
run period is shown in Fig. 1. The results presented in this re-
port were obtained from an analysis of data taken in 1996 with
the 158A GeV 208Pb beam on a 239 mg/cm2 208Pb target

and made use of the Midrapidity Calorimeter(MIRAC) [23],
the Zero Degree Calorimeter(ZDC) [24], and the Plastic Ball
spectrometer [25].

The ZDC registers energy emitted along the beam direction
in the3◦ forward cone. The MIRAC measures the total trans-
verse energy in the pseudorapidity region of3.5 ≤ η ≤ 5.5.
It is a sampling calorimeter that consists of a lead-scintillator
electromagnetic section, followed by an iron-scintillator hadronic
section. MIRAC plays the central role in the WA98 minimum
bias trigger where the measured transverse energyET is re-
quired to be above a minimum threshold. MIRAC is used to
classify the centrality of each event. The analysis presented
here has been performed on the 10% most central events of the
measured minimum bias cross section of≈ 6400 mb. About 3
millions central Pb+Pb events were analyzed with an average
of 6.1 identified protons and 2.9 identified deuterons per event.
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Fig. 2. The transverse momentum versus rapidity distribution for pro-
tons and deuteron registered in Plastic Ball spectrometer.

The identification and momentum measurement of protons
and deuterons has been made using the Plastic Ball spectrome-
ter [25]. The Plastic Ball consists of 655 detector modules sur-
rounding the target over the range of polar anglesϑ from 30◦

to 160◦ with full azimuthal acceptance. Each of the modules
consists of a∆E andE section. The∆E section is a CaF2(Eu)
crystal scintillator and theE section is a plastic scintillator. The
light emission of the plastic scintillator is approximately 100
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times faster than that of the CaF2(Eu), so signals from both
scintillators can be read out by a single photomultiplier with
subsequent separation of the signals by pulse shape analysis.
The∆E−E identification technique was used and is capable of
identifying pions and charged fragments up to the helium iso-
topes. Because of the relatively low yield of pions as compared
to baryons, an additional positive pion identification is made
by means of its sequential decayπ+ → µ+(νµ) → e+(νeν̄µ).
The thickness of the∆E crystal scintillator was chosen to be
4 mm with 35.6 cm as the length of theE plastic scintillator.
This assures that protons up to 200 MeV are fully stopped in
theE-counter and provide a complete∆E − E signal. Addi-
tionally, the mis-identification of punch through deuterons do
not disturb the proton spectra below 200 MeV.

The WA98 experimental setup has been implemented in the
GEANT Monte Carlo simulation package [26]. This has been
used to study the response of the Plastic Ball in order to extract
the particle identification efficiency and the kinetic energy reso-
lution for different particle species, as well as two-particle vari-
ables and takes into account the granular structure of the Plastic
Ball. GEANT transports the particles through the experimental
setup taking into account the geometrical material boundaries
and particle interactions. The particles are traced through the
experimental setup where they may interact with the material
they encounter on their way to the detector. When a particle
reaches the detector the output signal of the Plastic Ball mod-
ule is simulated. The particle distributions used as input to the
GEANT simulations were adjusted to reproduce the measured
momentum and angular distributions of particles. The Plastic
Ball acceptance is illustrated in Fig. 2 as the distributionof
protons and deuterons that pass the acceptance cuts.

3 One-dimensional analysis

The one-dimensional experimental correlation function was con-
structed as:

C(q) = N
Y12(q)

Y ∗

12(q)
(1)

whereq = 1

2
(q1−q2) is the two-particle three-momentum dif-

ference in the laboratory frame,N is a normalization constant,
and the numerator is the coincidence yield while the denomi-
nator is the uncorrelated background yield. In this analysis, the
event-mixing technique was used to construct the background
yields, using the same central event data set as used to con-
struct the numerator. To insure that only particles from compa-
rable events were mixed, the central event sample was further
subdivided into 8 subsets according to the measured transverse
energy. Particles were picked randomly from different events
belonging to the same centrality selection with the additional
condition to have the same multiplicities of the studied particle
and all particles registered in the Plastic Ball. The numberof
mixed background pairs was chosen to be 10 times larger than
the number of coincident pairs to insure a small statisticalerror
contribution from the background pair yield,Y ∗

12.
The measurement resolution of the variableq in the Plas-

tic Ball spectrometer had an average value ofσ(q) ≃ 10.5
MeV/c and 12.5 MeV/c for the two-proton and two-deuteron
systems, respectively. For small values ofq, the resolution was

around 7.5 MeV/c for the two-proton system. A bin size of 7.5
MeV/c was chosen for the one-dimensional correlation anal-
yses. It should be noted that the one-dimensional correlation
functions presented here have been studied as a function of the
momentum differenceq rather than the more commonly used
invariant four-momentum differenceqinv = 1

2

√

−(pµ
1 − pµ

2 )2.
The experimental resolution for the pp (dd) system inqinv at
20 (40) MeV/c is about 15 (20) MeV/c. It increases to 20 (27)
MeV/c atqinv=100 (200) MeV/c and approximately levels off
above that.

3.1 Final state interaction

To calculate the pair-wise final state interaction we used two
computer codes for the proton-proton system: (i) the CRAB
code written by S.Pratt [27] which includes Coulomb and strong
final state interactions, and (ii) the static model developed by
A. Deloff [28,29] with both Coulomb and strong S-wave in-
teractions included. The latter incorporates a potential of the
delta-shell form

2µV (r) = −(s/R) δ(r − R), (2)

characterized by the rangeR and the dimensionless parame-
ter s representing the strength of the force (µ is the reduced
mass). Only the1S0 partial wave in the strong interaction was
retained. This pp interaction is well known experimentallyand
the measured phase shifts can be satisfactorily reproducedup
to q=150 MeV/c by taking the delta-shell potential parameters
ass=0.906 andR=1.84 fm. Both codes gave consistent results
for the proton-proton system.

For the deuteron-deuteron case the model by A. Deloff [28]
was used in which the strong s-wave interaction in S=0,2 spin
states was included together with the Coulomb repulsion be-
tween two extended-size deuterons. The Coulomb interaction
between two deuterons is different from that between two pro-
tons because the deuteron is composite and relatively large. For
two extended-size deuterons located atr1 andr2, the Coulomb
potential can be written as

V (|r1 − r2|) = α

∫

d3x1d
3x2

ρ(|x1−r1|)ρ(|x2−r2|)

|x1−x2|
(3)

whereρ(x) is the charge density andα is the fine structure
constant. Since the right hand side of Eq. (3) is translationally
invariant, the potentialV (r) depends only upon the difference
r = |r1 − r2|, and forr larger than twice the deuteron radius
takes the usual point-like formV (r) = α/r. For an assumed
uniform charge distribution, this integral can be obtainedin an-
alytic form as:

V (r) =







α
Rc

1

x
{1 − 3(1 − x)4

×[1 − 2

15
(1 − x)(5 + x)]} 0 ≤ x ≤ 1

α
r

x > 1
(4)

wherex = r/RC andRC = 3.86 fm is twice the deuteron
radius. A comparison of the Coulomb potential for extended-
size and point-like deuterons is shown in Fig. 3. The Coulomb
repulsion is observed to be substantially reduced when the ex-
tended deuteron size is taken into account.
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Fig. 3. Coulomb potential between two extended-size and point-like
deuterons.

The one-dimensional two-particle correlation calculation was
based on a static spherical gaussian shaped source, specified by
radiusR0:

ρ(x) = (2π R2
0)

−3/2 e−x2/2R2
0 . (5)

In the case of a non-zero emission lifetime this approach gives
anupper limit for the spatial extent of the source.

To account for the Plastic Ball resolution all of the calcu-
lated correlation functions presented in this paper were calcu-
lated as:

C(q) =

∫

r(q, q′)C(q′)dq′ (6)

with the predicted correlation functionC(q′) convoluted with
the Gaussian resolution function of the Plastic Ballr(q, q′).

r(q, q′) =
1

(2π)3/2

1

σ(q)
e
−

1

2

(q−q
′

)
2

σ(q)2 dq′ (7)

as determined from the GEANT simulations.

3.2 Systematic errors

The systematic errors have been evaluated by comparison of
the results obtained under different conditions. The systematic
uncertainties are mainly introduced by the granularity of the
detector and, to some extent, by the procedure used to construct
the background pair distribution. The following sources ofsys-
tematic errors have been investigated leading to variations (rms
estimates) of the radius parameters given in brackets, withthe
first and second numbers referring to the pp and dd system,
respectively:

(i) Different periods of data taking during the run [0.05, 0.05
fm].

(ii) Different particle identification windows [0.09, 0.12fm].
(iii) The width of the transverse energyET bin used for cen-

trality selection in the background pair distribution calcula-
tions: the centrality bin size was halved and the result was
compared to the nominal bin size result [0.01, 0.05 fm].

(iv) Non-conservation of momentum in the background pair cor-
relations: local (transverse) momentum conservation in real
events, although not expected to be exact, may influence the
correlation between real particle pairs due to the fact thata
significant fraction, but not all, of the particles in the target
rapidity region are measured in the Plastic Ball. To inves-
tigate the sensitivity of the fitted parameters to the effect
of momentum conservation, in addition to the requirement
that the full background event have the same number of
particles as the real event detected in the Plastic Ball, it was
further required that the background event have a total mo-
mentum of all measured particles equal to that of the real
event:PTot(measured) = PTot(reference) ± ∆, where∆
should be 0 in the ideal case. In practice,∆ was chosen to
be 300 MeV/c and 600 MeV/c for the two-proton and two-
deuteron background events, respectively [0.07, 0.06 fm].

(v) The granular structure of the Plastic Ball spectrometer: the
GEANT program has been used to study the distortion of
the correlation function due to the granularity of the Plastic
Ball detector [0.15, 0.10 fm].

(vi) The bin width of the correlation function: to examine the
dependence of the radius parameters on theq bin width, the
analysis was also performed with bin widths of 10 MeV/c
and 5 MeV/c [0.06, 0.06 fm].

(vii) Detector variation: the analysis was performed separately
in two different azimuthal angle intervals:0◦ − 180◦ and
180◦ − 360◦ [0.01, 0.02 fm].

(viii) The effect of possible mis-identification of protonsand deuterons
due to the multiple hits to the same Plastic Pall module.
Since the multi-hit probability depends very strongly onθ,
the analysis was performed with two subsamples withθ in-
tervals of protons and deuterons:60◦−90◦ and90◦−160◦.
The ratio of contaminations due to multi-hits in theseθ in-
tervals is about 10:1. The GEANT simulations also demon-
strated that the contamination from spurious protons and
deuterons contribute uniformly to their correlation func-
tions. As a result, this background contamination does not
affect the shape of the correlation function, leading to the
same, within errors, radius parameters [0.15, 0.10 fm].

The total systematic uncertainty was calculated by adding
in quadrature the contributions listed above.

3.3 Two-proton system

The measured two-proton correlation function is shown in Fig. 4.
The solid line represents the result of the theoretical calcula-
tion which gives the best fit to the data using the delta-shell
potential. The final state Coulomb and strong interactions,the
Fermi-Dirac effect, and the experimental resolution have been
implemented in the theoretical calculation. The resultingradius
parameter is 3.14± 0.03(stat.)± 0.21(syst.) fm.

Although the delta-shell potential may not be realistic, its
main advantage is that both the phase shift and the enhance-
ment factor can be obtained in an analytic form. Furthermore,
it is desirable to use the same model for calculation of both pro-
ton and deuteron correlation functions. It was demonstrated in
[29] that the calculated pp phase shifts as obtained from both
the delta-shell potential and the REID soft core potential [30]
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agree well with the experimental data, up to about 150 MeV/c.
As a cross check, the REID potential was also used to fit the ex-
perimental two-proton correlation function. The resulting cor-
relation function is shown in Fig. 4 as the dashed line. The fitted
radius parameter is 3.05± 0.02(stat.)± 0.24(syst.) fm which,
within errors, is consistent with the delta-shell potential calcu-
lation. The calculated two-proton correlation functions without
Coulomb interaction and without any final state interactions are
also shown in Fig. 4 as the dotted and dot-dashed lines, respec-
tively.
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Fig. 4. The measured two-proton correlation function. The errors
shown are statistical only. The solid and dashed lines represent the
results of calculations which provide the best fit to the datausing alter-
natively the delta-shell or REID potential, respectively.The calculated
correlation function for free propagation or with only strong final state
interaction included are shown as dot-dashed and dotted lines.

In order to make a direct comparison with other experimen-
tal results, the CRAB package [27], provided by Pratt, was also
used to extract the radius parameter for the two-proton sys-
tem. The CRAB calculation takes into account the Coulomb
and strong final state interactions. To describe the latter for
the two-proton system the REID potential was taken. The mea-
sured momentum distribution of protons was used as input to
the CRAB calculation. To obtain a radius parameter, the cal-
culation was performed for a set of different radius parameters
and then compared to the experimental data by calculating the
χ2 value. This gave a best fit radius parameter of2.83 ± 0.20
fm, that is consistent, within errors, with the delta-shellmodel
calculation. The CRAB calculation result is shown in Fig. 5.
The experimental correlation as a function ofqinv is also shown
in Fig. 5 with the CRAB calculation. The solid and dashed lines
represent the CRAB calculations with and without the experi-
mental resolution effect included, respectively.

The polar angle (or rapidity) dependence of the proton source
radius parameter was also investigated. Within errors, thetwo-
proton source radius,R0 showed no rapidity dependence, as
seen from Fig. 6, over the entire polar angle interval.

Two-proton correlations have also been studied in the tar-
get fragmentation region at the SPS in the WA80 experiment
using the Plastic Ball spectrometer. Measurements were made
with 200A GeV proton, Oxygen, and Sulphur projectiles, on
targets of C, Al, Ag, and Au [11]. The source radius extracted
from the present analysis of the two-proton correlation forcen-
tral Pb+Pb collisions at 158A GeV is compared to the radius
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Fig. 5. The two-proton correlation function as a function ofq and
qinv. Only statistical errors are shown. The solid and dashed lines are
results from the CRAB calculation with and without the experimental
resolution applied, respectively.
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Fig. 6. Polar angle dependence of the proton-source radius parameters.
The dashed line represents the weighted average.

parameters extracted in the WA80 experiment in Fig. 7. The
radius parameters are plotted as a function ofA

1/3

Target
. All radii

have been converted to root-mean-square radii. Within errors,
the radius parameters measured in the WA80 and WA98 ex-
periments at the SPS closely follow the target nuclear radius
dependence ofA1/3

Target with little apparent dependence on the
projectile mass. Since the size of the participant overlap region
depends on both target and projectile mass, the observationof
little projectile mass dependence indicates that the protons de-
tected in the target fragmentation region are emitted from the
entire target volume, following substantial rescattering[11].

3.4 Two-deuteron system

Figure 8 shows the measured two-deuteron correlation func-
tion and the theoretical calculation which gives the best fitto
the data. The solid and dashed line represent the correlation
functions calculated with final state interaction taken into ac-
count and that for free propagation. The fitted radius parame-
ter is 1.59± 0.02(stat.)± 0.20(syst.) fm. The rangeR and the
strengths for the delta-shell potential are found to be0.52 ±
0.01 fm and1.08±0.01, respectively. The measured two-deuteron
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for proton-nucleus and nucleus-nucleus collisions at the SPS

from this measurement and from the WA80 experiment [11]. The
protons have been measured in the target fragmentation region with
-0.6 < y <0.6 and 100 MeV/c< pT < 650 MeV/c . The sym-
bols are slightly displaced for the Au and Pb target points for clar-
ity. The line represents the fitted functionRrms = aA

1/3

Target
(a =

0.91 ± 0.02, χ2/n = 1.68). The WA98 experimental result was ob-
tained using the CRAB code.
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Fig. 8. The measured two-deuteron correlation function. The errors
shown are statistical only. The solid line represents the result of the
calculation which provides the best fit to the data with the final state
interaction included. The dashed and dot-dashed lines showthe cor-
relation function with only strong final state interaction taken into ac-
count and that for free propagation, respectively.

correlation and extracted radius parameters show no depen-
dence on the polar angle, similar to observations for the two-
proton correlation (see Fig. 6).

4 Multi-dimensional analysis

For consistency of notation with previous analyses, the mo-
mentum differenceQ = (p1−p2) is used in the multi-dimensional
analysis. In this case the two-particle correlationC(Q) is given
by:

C(Q) = 1 + ρ̃(Q)2. (8)

Note that since the correlation functionC(q) = 1+ ρ̃(2q)2 was
used for the calculations presented in section 3, a factor

√
2

should be applied to the radius parameters obtained from the
one-dimensional analysis results presented above when com-
paring with the radius parameters obtained from the following
multi-dimensional analysis.

The multi-dimensional analysis has been performed in the
Longitudinally CoMoving System (LCMS), in which the lon-
gitudinal pair momentum vanishes (pz1 + pz2 = 0).

In order to extract that part of the correlation function of
identical particles that is due to quantum statistical effects only,
the measured multi-dimensional correlation functions have been
”corrected” for the effect of the strong and Coulomb final state
interactions (FSI). The corrected correlation function isdefined
as:

C(p1, p2) = K Craw(p1, p2) (9)

whereK = CFREE(Q)/CFSI(Q) is the correction factor, and
CFREE(Q) andCFSI(Q) are the calculated correlation func-
tions for free propagation and with final state interactionsin-
cluded, respectively.

4.1 Two-proton system

The Bertsch-Pratt (BP) parametrization

In the Bertsch-Pratt parameterization [31,32], the correla-
tion function for two fermions has the form:

C = N
(

1 − λe−Q2

l
·R2

l
−Q2

s
·R2

s
−Q2

o
·R2

o
−2·QoQl·R

2

ol

)

(10)

whereN is the normalization constant and0 ≤ λ ≤ 1 is the
strength of the correlation which depends on the chaoticityof
the emitter and on the purity of the measured data sample. The
momentum difference vectorQ of two particles is decomposed
into a longitudinal component along the beam axis(Ql) and a
component transverse to the beam axis(QT ). The transverse
momentum difference is further decomposed into the outward
and sideward components. The outward and sideward momen-
tum differences(Qo) and(Qs) are defined as the components
of the transverse momentum difference parallel and perpen-
dicular to the total transverse momentum of the pair, respec-
tively. The sign convention is thatQs is always positive,Ql

andQo are allowed to be positive or negative.R2
ol is the ”out-

longitudinal” cross term [33]. Its value can be either positive
or negative. In the LCMS system the average resolutions in the
Qs, Ql, andQo components for the pp system are 20, 23, and
24 MeV/c, respectively.

Figure 9 shows projections of the measured two-proton cor-
relation functions, corrected for final state interactions(Eq. (9)),
onto theQl, Qs, andQo axes. Also shown are the correspond-
ing projections of the fit of Eq. (10), shown as solid lines. The
projected results and the fit results for a givenQ component
have been integrated up to 75 MeV/c over the other two|Q|
components.

The parameters extracted from fits to the data using either
the delta-shell corrected and CRAB corrected correlation func-
tions are presented in Table 1. Also listed in this table are the
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Table 1. Fitted parameters of the Bertsch-Pratt parametrization ofthe two-proton correlation function using the delta-shellmodel or CRAB
model final state interaction calculations. Errors are statistical + systematic.

Delta-shell Model Delta-shell Model CRAB Model CRAB Model
(with cross term) (without cross term) (with cross term) (without cross term)

λ 0.76±0.02±0.04 0.76±0.02±0.04 0.78±0.02±0.04 0.79±0.03±0.04
Rl(fm) 4.61±0.06±0.49 4.58±0.06±0.47 4.94±0.07±0.42 4.94±0.08±0.39
Rs(fm) 4.43±0.07±0.45 4.47±0.08±0.44 4.81±0.08±0.41 4.78±0.08±0.44
Ro(fm) 5.46±0.10±0.59 5.48±0.09±0.57 5.64±0.12±0.36 5.70±0.14±0.42

R2

ol(fm
2) -1.65±0.54±0.52 -1.47±0.49±0.64

χ2/ndf 1.36 1.36 1.38 1.38
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Fig. 9. Projections of the measured two-proton correlation function
corrected with the CRAB calculation for the FSI. The solid lines show
the projections of the fit with the Bertsch-Pratt parametrization. Pro-
jections for eachQ component, for both the experimental data and
the fit, have been integrated up to 75 MeV/c over the other two|Q|
components. The errors shown are statistical only.

fitted parameters without the cross termR2
ol. Within errors, the

delta-shell and CRAB corrections lead to the same values of fit-
ted parameters. The fitted radius parameters with and without
the cross term do not differ within errors. The cross termRol

vanishes in the LCMS frame for longitudinallyboost-invariant
systems. The observation that the cross-termR2

ol is small, in-
dicates that the proton source undergoes an approximate boost
invariant expansion.

The statistical significance of the fit is demonstrated in Fig. 10,
where contour lines of equal confidence level forRo versusRs

are plotted. The spacing of contours corresponds to one stan-
dard deviation inχ2 value. The solid line, which represents
equal sideward and outward radii, is 9 standard deviations from
the minimumχ2 value.

For transparent sources, where particles are emitted from
throughout the entire volume, the longitudinal radiusRl is in-
terpreted to measure the longitudinal size of the system di-
rectly, while the sideward radius provides a measurement ofthe
transverse size. The duration of emission∆τ is related [34,35]
to the sideward radiusRs and outward radiusRo as:

∆τ =
1

βT

√

R2
o − R2

s, (11)
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Fig. 10. Contour lines forRo versusRs. The labels3, 4, ..., 9 refer to
the number of standard deviations from the minimumχ2. The solid
line corresponds toRo = Rs.

whereβT is the transverse velocity of the particle pair. Notice
that Eq. (11) is valid only when opacity effects and transverse
flow are ignored. The excess ofRo overRs is due to the dura-
tion of emission from the source in which particles with trans-
verse velocityβT travel a distanceβT ∆τ towards the detector,
resulting in an apparent extension of the source in that direc-
tion. The sideward radius parameterRs is not affected by the
duration of emission since it is perpendicular toβT .

Within errors, the radius parameters (Rl, Rs, Ro) of the BP
fit are quite close to each other (Table 1) which suggests a vol-
ume emission of the protons. The extractedRo andRs param-
eters, and the measured average value ofβT = 0.278 ± 0.09
for the proton pairs, gives11.5± 2.5 fm/c as an estimate of the
emission duration.

In the case of a Bjorken scenario, with longitudinal expan-
sion of the system without transverse flow, themT dependence
of the longitudinal radius reflects the lifetime of the source[36]:

Rl = τf (Tf/mT )1/2, (12)

whereTf is the freeze-out temperature andmT =
√

m2 + p2
T .

Under the assumption thatTf = 120 MeV, a source lifetime of
about 13 fm/c is obtained.

Strictly speaking, the interpretation ofτf as the freeze-out
time is based on the assumption that the longitudinal boost-
invariant velocity profile existed not only at the time of freeze-
out but also throughout the dynamical evolution of the reaction
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zone. If this were not the case, thenτf would be larger. Hence,
τf estimated by Eq. (12) gives alower limit for the lifetime of
the source [1].

The Yano-Koonin-Podgoretsky (YKP) parametrization

In the Yano-Koonin-Podgoretsky parameterization[37,38],
the two-proton correlation function is defined by the formula:

C = N
(

1 − λe−Q2

T
R2

T
−(Q2

l
−Q2

0
)R2

l
−(Q·U)

2
(R2

0
+R2

l
)

)

(13)

whereU = γ(1, 0, 0, β) is a 4-velocity with only a longitudinal
component,γ = 1/

√

1 − β2, QT andQl are the components
of the momentum difference projected onto the transverse and
longitudinal directions, respectively,Q0 is the difference in en-
ergies. The sign convention isQ0 is always positive andQl can
be either positive or negative. This parametrization has anad-
vantage in that the three YKP radius parameters do not depend
on the longitudinal velocity of the measurement frame, and the
velocityβ is closely related to the velocity of the effective par-
ticle emitter.

The parameters extracted from YKP fits to the delta-shell
corrected or CRAB corrected correlation functions are listed in
Table 2. Within errors, the fitted parameters obtained with the
two different final state interaction corrections are consistent
with each other.

Table 2. Fitted parameters of the YKP parametrization of the two-
proton correlation functions using either the delta-shellmodel or
CRAB model FSI corrections. Errors are statistical + systematic.

Delta-shell Model CRAB Model
λ 0.75±0.04±0.04 0.77±0.03±0.03

Rl(fm) 4.64±0.16±0.36 4.97±0.08±0.46
RT (fm) 4.42±0.13±0.40 4.73±0.06±0.46
R0(fm) 10.54±0.46±1.18 10.58±0.46±1.12

β 0.032±0.023±0.010 0.036±0.014±0.011
χ2/ndf 1.42 1.47

Since the YKP velocityβ is close to 0, it demonstrates that
the LCMS frame coincides with the YK frame (the frame for
which the YKP velocity parameterβ vanishes). Fortranspar-
ent sources, and in the absence of flow, the radius parameters
in the YK frame have a convenient physical interpretation.Rl

and RT are then interpreted as measures of the longitudinal
and transverse size of the source, whileR0 reflects directly the
duration of emission from the source.

With similar fittedRl andRT parameters, and longitudinal
velocityβ compatible with 0, the YKP fit indicates a symmetric
emission geometry with approximate boost invariant expansion
of the source. The emission duration extracted from the YKP
or BP fits are in agreement within errors.

The fitted YKP parameters are seen to be consistent with
the BP parameters. Since the BP and YKP parametrizations
are mathematically equivalent and differ only in the choiceof
independent components of q, the agreement between the two
sets of fitted parameters serves additionally as a consistency
check of the fitting procedures.

4.2 Two-deuteron system

The Gaussian parametrization in the LCMS

Fig. 11 shows the experimental one-dimensional two-deuteron
correlation function in the LCMS frame, after correction for fi-
nal state interactions using the delta-shell model described in
section 3. The correlation is fitted to the Gaussian correlation
function:

C(Q) = N
(

1 + λe−Q2R2

)

. (14)

The fitted parameters are:λ = 0.43±0.03(stat.)±0.08(syst.),
R = 2.50±0.10(stat.)±0.28(syst.) fm. The radius parameter is
in agreement within errors with the radius (R = 1.59 ×

√
2 =

2.25 fm) extracted by fit to the one-dimensional correlation
function with the full delta-shell model calculation (see Fig. 8).
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(Q

)

λ = 0.43±0.03(stat.)±0.08(sys.)

R = 2.50±0.10(stat.)±0.28(sys.)

Fig. 11. The fitted two-deuteron correlation function as a function of
momentum differenceQ in the LCMS frame after correction for final
state interactions.

The Bertsch-Pratt parametrization

The two-deuteron correlation function has been corrected
by the calculated delta-shell model two-deuteron final state in-
teraction and fitted with the two-boson correlation function us-
ing the Bertsch-Pratt parametrization:

C = N
(

1 + λe−Q2

l
·R2

l
−Q2

s
·R2

s
−Q2

o
·Q2

o
−2·QoQl·R

2

ol

)

. (15)

Projections of the measured two-deuteron correlation func-
tion on theQl, Qs, andQo axes are shown in Fig. 12. The
measured and fitted projections in a givenQ component have
been integrated up to 75 MeV/c in the other two|Q| compo-
nents. AllQ components have approximately the same average
resolution of 32 MeV/c.

The fitted parameters, with and without the cross termR2
ol,

are listed in Table 3. Within errors, the values of parameters
extracted from the two different fits are the same. Similar to
the result for the proton source, the small cross-term indicates
that the deuteron source also experienced an approximate boost
invariant expansion.
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Fig. 12. Projections of the measured two-deuteron correlation func-
tion corrected with the delta-shell model calculation for the FSI and
fitted with the Bertsch-Pratt parametrization. Projections for eachQ
component for both the experimental data and the fit have beeninte-
grated over the range 0-75 MeV/c in the other two|Q| components.
The errors shown are statistical only.

Table 3. Fitted parameters of the Bertsch-Pratt parametrization ofthe
two-deuteron correlation functions using the delta-shellmodel FSI
correction. Errors are statistical + systematic.

with cross term without cross term
λ 0.37±0.02±0.19 0.37±0.02±0.19

Rl(fm) 2.17±0.10±0.24 2.13±0.08±0.18
Rs(fm) 3.14±0.11±0.78 3.10±0.10±0.67
Ro(fm) 0.01±0.08±0.02 0.01±0.04±0.03

R2

ol(fm
2) 0.20± 0.08±0.69

χ2/ndf 1.52 1.52

Within errors, the fittedRl andRs parameters are close to
the radius value obtained from the one-dimensional fit, while
Ro is consistent with 0. For a transparent, azimuthally sym-
metric emission source, it is expected thatRs andRo should
be similar, except thatRo will be extended by the duration of
emission, as discussed with respect to Eq. (11). The observa-
tion thatRo << Rs is inconsistent with such a transparent
source, but may result naturally from surface emission from
an opaque source [39,40]. Since deuterons are relatively large
weakly bound objects, it might be expected that only those
deuterons produced on the freeze-out surface via coalescence
of an emitted proton and neutron survive. This would naturally
lead to an opaque emission source, as observed.

The Yano-Koonin-Podgoretsky parametrization

The two-boson correlation function in the Yano-Koonin-
Podgoretsky parametrization is given by:

C = N
(

1 + λe−Q2

T
R2

T
−(Q2

l
−Q2

0
)R2

l
−(Q·U)

2
(R2

0
+R2

l
)

)

. (16)

The parameters of the YKP fit to the two-deuteron correla-
tion are listed in Table 4. The longitudinal velocityβ is close to
0 indicating that the LCMS coincides with the YK frame and

Table 4. Fitted parameters of the YKP parametrization of the two-
deuteron correlation functions using the delta-shell model FSI correc-
tion. Errors are statistical + systematic.

λ 0.29±0.02±0.09
Rl(fm) 1.29±0.07±0.42
RT (fm) 2.35±0.05±0.39
R2

0(fm2) -46.95±1.69±8.82
β 0.020±0.002±0.007

χ2/ndf 1.42

again indicates that the deuteron source undergoes an approxi-
mate boost invariant expansion.

In the YK frame the YKP radius parameterR0 can be ex-
pressed as [41]:

R2
0 =

1

β2
⊥

(

R2
o − R2

s

)

, (17)

whereβ
⊥

is the velocity of the particle pair transverse to the
beam direction, andRo andRs are the outward and sideward
radii of the BP parametrization. The negative value ofR2

0 ≈
−47 fm2 obtained from the YKP fit is in agreement with the
observation of strong opacity [1,39,42] of the deuteron source
made in the previous section.

5 Discussion

Although one does not necessarily expect boost-invariancein
the target fragmetnation region at SPS energies, the small val-
ues of the cross-termRol in the BP parametrization as well as
the consistency with zero longitudinal velocityβ in the YKP
parametrization of the correlation functions, indicates that both
proton and deuteron sources exhibit boost-invariant expansion.

The measured one-dimensional radius parameter extracted
for protons is markedly larger than that for deuterons. Compar-
ison of the present results for protons and deuterons with those
for π+, also measured in the Plastic Ball [43], andπ− measured
in the WA98 negative-charged particle spectrometer [44,45],
and withK+ measured in the NA44 experiment [46] for cen-
tral Pb+Pb collisions at 158A GeV, reveals that the radii are
observed so show a mass ordering withRππ > RKK > Rpp >
Rdd. This observation is in agreement with previous reports
[47] that lighter particles tend to give larger radius parameters.
It is interesting that a large loosely bound composite object like
the deuterons follows the same trend as observed for elemen-
tary particles. It has been shown by Alexander [47,48] that the
source-size mass dependence of hadrons emerging fromZ0 de-
cays produced ine+e− annihilation can be reproduced using
the Heisenberg uncertainty relations to derive the relations:

R =
A√
m

, (18)

and

Rl =
A√
mT

, (19)
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whereA = c
√

h̄∆t is a time scale constant,Rl is the longitudi-
nal radius parameter, andm andmT are the mass and the mean
transverse mass, respectively. An alternative explanation using
a QCD derived potential [47] proved to be equally successful.
A different approach to explain theR andRl mass dependence
was given by Bialas and Zalewski [49,50,51]. In this descrip-
tion the radius parameter of the source is mass independent
and its apparent decrease is a consequence of the momentum-
position correlation expressed in the Bjorken-Gottfried condi-
tion [52,53]. However, a study of purely kinematical consider-
ations [54] led to the conclusion that this is unlikely to account
for the observedR(m) dependence.
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π+

π-

p

d

K+

Fig. 13. The dependence of radius parameters extracted from one-
dimensional two-particle correlations on the particle mass in central
Pb+Pb collisions at 158A GeV. The error bars represent the statistical
and systematic errors added in quadrature. The solid curve is the result
of fit of Eq. (18) to the three WA98 data points measured with Plastic
Ball spectrometer. The dashed curve includes also theπ− data from
WA98 and kaon data from the NA44 experiment.

Radius parameters extracted from one-dimensional two-particle
correlation functions for central Pb+Pb collisions at 158A GeV
are shown as a function of the particle mass in Fig. 13. The
π−π− radius parameter was measured with the negative-charged
particle spectrometer of the WA98 experiment [44,45] and the
two-kaon radius parameter was reported by the NA44 Collab-
oration [46], both measured near mid-rapidity〈y〉 ∼ 2.9. In
general, the radii follow the

√
m dependence expectation of

Eq. (18). A fit of Eq. (18) to theπ+ [43], proton, and deuteron
radii measured with the WA98 Plastic Ball givesA = 2.84 ±
0.13 fm GeV1/2 with χ2/ndf = 12, as shown by the solid curve.
This corresponds to a time scale of∆t = 40.8 fm/c using the
above expression forA, or to a freeze-out lifetime ofτf = 8.2
fm/c using Eq. (12). A fit to all data points (dashed line) results
in A = 2.75 ± 0.04 fm GeV1/2 with χ2/ndf = 7.2.

Previous results on pion and kaon interferometry for S+Pb
and Pb+Pb reactions at the SPS have demonstrated scaling of
theRl andRT radius parameters on the transverse mass,mT [55,56].
The longitudinal and transverse radius parameters from themulti-
dimensional YKP analysis of the two-proton and two-deuteron
correlation functions are plotted as a function of the mean trans-
verse mass in Figs. 14 and 15. Also shown are radius parame-
ters forπ+ measured with the Plastic Ball [43]. Radii measured
near mid-rapidity forπ− in WA98 [44,45], and for kaons from
the NA44 [56] and NA49 [57] experiments are also shown. The
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Fig. 14. ThemT dependence of the longitudinal radius parameter in
central Pb+Pb collisions at 158A GeV. The error bars indicate the
statistical and systematic errors added in quadrature. Thesolid curve is
the result of a fit ofR = A/

√
mT to the WA98 data points measured

with the Plastic Ball spectrometer, while the dashed curve includes
also mid-rapidityπ− data from WA98 and kaon data from the NA44
and NA49 experiments.

data are compared to fits of the formRi = Ai/
√

mT , where
i = l, T . As can be seen from Figs. 14 and 15, within exper-
imental uncertainties, the fittedRl andRT radius parameters
are consistent withA/

√
mT scaling. A fit to the three WA98

data points measured near mid-rapidity with the Plastic Ball
spectrometer yieldsAl = 3.05 ± 0.17 fm GeV1/2 with χ2/ndf
= 3.6. When all data points are included in the fit, the fit yields
Al = 3.08 ± 0.05 fm GeV1/2 with χ2/ndf = 3.4.
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Fig. 15. The mT dependence of the transverse radius parameter in
central Pb+Pb collisions at 158A GeV. The error bars indicate the
statistical and systematic errors added in quadrature. Thesolid curve
is a fit ofRT = A/

√
mT to the WA98 data points measured with the

Plastic Ball spectrometer only, while the dashed curve includes also
mid-rapidityπ− data from WA98 and kaon data from the NA44 and
NA49 experiments.

Although there is no theoretical justification to expect an
RT =A/

√
mT dependence, the data are seen (Fig. 15) to follow

such a dependence, within errors. A fit to the three WA98 data
points measured near mid-rapidity with the Plastic Ball spec-
trometer yieldsAT = 3.38 ± 0.18 fm GeV1/2 with χ2/ndf =
2.4 When all data points are included in the fit, the fit yields
AT = 2.68 ± 0.04 fm GeV1/2 with χ2/ndf = 3.3. A fit to the
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pion and kaon data from NA44 experiment alone gaveAT =
3.0 ± 0.2 fm GeV1/2 [56].

6 Summary

In summary, we have measured two-proton and two-deuteron
correlation functions in the target fragmentation region for cen-
tral Pb+Pb collisions at 158A GeV.

In the one-dimensional analysis, the radius parameters were
extracted from the measured correlations using calculations that
assume a static Gaussian-shaped source. The extracted proton
source radius parameter is about two times larger than that of
the deuteron source. Comparison of the proton and deuteron
radius parameters with those extracted from one-dimensional
two-pion and two-kaon correlations reveals a commonA/

√
m

dependence withA ≈ 3 fm GeV1/2. Such a dependence can be
explained as a consequence of the Heisenberg uncertainty rela-
tions, under the assumption of a common duration of emission.

The multi-dimensional analysis demonstrates that the pro-
ton source exhibits a volume emission with long emission time,
whereas the deuteron source is strongly opaque. The cross-term
R2

ol from the Bertsch-Pratt parametrization fit and the longitu-
dinal velocityβ from the Yano-Koonin-Podgoretskyparametriza-
tion fit are consistent with zero, suggesting that the protonand
deuteron sources undergo an approximate longitudinal boost
invariant expansion.

The longitudinal and transverse radius parameters,Rl and
RT , extracted from the multi-dimensional correlation analysis
follow a commonA/

√
mT scaling for pions, kaons, protons,

and deuterons, withA ≈ 3 fm GeV1/2 in both cases. The exis-
tence of a universal function describing the dependence of the
radius parameters on the transverse mass for different particle
species in the mass interval from pion to deuteron may indi-
cate an approximately simultaneous freeze-out of the studied
hadrons.

We wish to express our gratitude to Professor A. Deloff for
supplying his codes for the pp and dd FSI calculations, and
for his guidance and helpful discussions. We wish to thank the
CERN accelerator division for the excellent performance ofthe
SPS accelerator complex. We acknowledge with appreciation
the effort of all engineers, technicians, and support staffwho
have participated in the construction of this experiment. This
work was supported jointly by the German BMBF and DFG,
the U.S. DOE, the Swedish NFR and FRN, the Dutch Stichting
FOM, the Polish MEiN under Contract No. 1P03B02230 and
CERN/88/2006 The Grant Agency of the Czech Republic un-
der contract No. 202/95/0217, the Department of Atomic En-
ergy, the Department of Science and Technology, the Council
of Scientific and Industrial Research and the University Grants
Commission of the Government of India, the Indo-FRG Ex-
change Program, the PPE division of CERN, the Swiss Na-
tional Fund, the INTAS under Contract INTAS-97-0158, ORISE,
Grant-in-Aid for Scientific Research (Specially Promoted Re-
search & International Scientific Research) of the Ministryof
Education, Science and Culture, the University of Tsukuba Spe-
cial Research Projects, and the JSPS Research Fellowships for
Young Scientists. ORNL is managed by UT-Battelle, LLC, for
the U.S. DOE under contract DE-AC05-00OR22725. The MIT

group has been supported by the U.S. Dept. of Energy under
the cooperative agreement DE-FC02- 94ER40818.

References
1. U.A. Wiedemann and U. Heinz, Phys. Rep.319 (1999) 145 and

references therein.
2. L.P. Csernai and J.I. Kapusta, Phys. Rep.131 (1986) 223.
3. A. Pollieri et al., Phys. Lett. B419 (1998) 19.
4. A. Pollieri et al., Phys. Lett. B473 (2000) 193.
5. D. Fox et al., Phys. Rev. C38 (1988) 146.
6. W.G. Gong et al., Phys. Rev. C43 (1991) 1804.
7. D.A. Cebra et al., Phys. Lett. B227 (1989) 336.
8. R. Kotte et al., Z. Phys. A359 (1997) 47.
9. J. Bartke et al., Z. Phys. A324 (1986) 471.

10. G.N. Agakishev et al., Z. Phys. A327 (1987) 443.
11. T.C. Awes et al., Z. Phys. C65 (1995) 207.
12. H. Boggild et al., Phys. Lett. B458 (1999) 181.
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Neutral pion transverse momentum spectra were measured in p� C and p� Pb collisions at
��������
sNN
p

�
17:4 GeV at midrapidity (2:3 & �lab & 3:0) over the range 0:7 & pT & 3:5 GeV=c. The spectra are
compared to �0 spectra measured in Pb� Pb collisions at

��������
sNN
p

� 17:3 GeV in the same experiment. For
a wide range of Pb� Pb centralities (Npart & 300), the yield of �0 ’s with pT * 2 GeV=c is larger than or
consistent with the p� C or p� Pb yields scaled with the number of nucleon-nucleon collisions (Ncoll),
while for central Pb� Pb collisions with Npart * 350, the �0 yield is suppressed.
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The study of hadron production at high transverse mo-
mentum (pT) is a sensitive tool to characterize the matter
created in ultrarelativistic heavy-ion collisions, and, in
particular, to detect the possible formation of a quark-
gluon plasma (QGP), i.e., a thermalized phase in which
quarks and gluons are the relevant degrees of freedom.
Particles at high-pT result from quark and gluon scatter-
ings with high momentum transfer (‘‘hard scattering’’)
which can be described by perturbative quantum-
chromodynamics (pQCD). The scattered quarks and glu-
ons will traverse the created medium and fragment into the
observable hadrons. High-pT particle production in
nucleus-nucleus (A� A) collisions was predicted to be
suppressed [1] as a consequence of the energy loss of the
scattered partons in the dense matter (‘‘jet quenching’’).
Such suppression was observed by experiments at the
Relativistic Heavy Ion Collider (RHIC) in central Au�
Au and Cu� Cu collisions at a center-of-mass energy of
up to

��������
sNN
p

� 200 GeV [2–6]. Within jet-quenching mod-
els, the suppression can be related to medium properties,
such as the initial gluon density or the transport coefficient
[7–9].

A crucial test for the idea of parton energy loss in the hot
and dense medium created in A� A collisions is the mea-
surement of the

��������
sNN
p

dependence of high-pT hadron
production [7,8,10–13]. In central Pb� Pb collisions at
the CERN SPS energy of

��������
sNN
p

� 17:3 GeV (plab �

158A GeV=c), the initial energy density, as estimated
from the measured transverse energy [14], is above the
critical value "c � 1 GeV=fm3 [15] for the transition to the
QGP. On the other hand, the initial gluon density and the
lifetime of a deconfined phase produced at

��������
sNN
p

�

17:3 GeV will be significantly reduced as compared to
RHIC energies. Results at SPS energies thereby provide
a sensitive test of jet-quenching model predictions.

Results on high-pT particle production in central Pb�
Pb collisions at the CERN SPS have already been pub-
lished [16,17]. However, the interpretation of these data
has been complicated by the lack of reference p� p data
to allow to quantify nuclear effects. Instead, parameter-
izations of p� p data have been employed to search for
nuclear effects [16,18], but with substantial systematic
uncertainties. Moreover, hadron suppression due to parton
energy loss might be compensated by an enhancement due
to multiple soft scatterings of the incoming partons prior to
the hard scattering process (‘‘nuclear kT-enhancement’’ or
‘‘Cronin effect’’). Measurements in p� A and d� A col-
lisions at different

��������
sNN
p

suggest that such enhancement is
significantly stronger at

��������
sNN
p

� 20 GeV than at
��������
sNN
p

�

200 GeV [11].
In this Letter, �0 spectra are presented from p� C and

p� Pb collisions at
��������
sNN
p

� 17:4 GeV (plab �

160 GeV=c) measured in the WA98 experiment. Since
the nuclear kT-enhancement in p� C is expected to be
small [19], this measurement should provide a useful sub-

stitute for a p� p reference. Information on the magnitude
of the nuclear kT-enhancement may be obtained by com-
parison of the p� Pb and p� C spectra. The spectra are
compared to �0 spectra measured in Pb� Pb collisions at��������
sNN
p

� 17:3 GeV with the same WA98 experimental
setup [16].

In the WA98 experiment, �0 yields were measured by
detection of photons from the �0 ! �� decay branch with
a highly-segmented lead-glass calorimeter. This detector
was located 21.5 m downstream from the target and sub-
tended the pseudorapidity range 2:3 & �lab & 3:0. A
400 GeV=c proton beam from the CERN SPS impinged
on a beryllium production target to provide a mixed sec-
ondary beam selected to have momentum of 160 GeV=c.
The secondary beam consisted primarily of protons and
pions with roughly equal content. Protons were identified
with use of two gas Cherenkov counters located upstream
of the 1879 mg=cm2 12C (495 mg=cm2 208Pb) target. The
WA98 minimum bias trigger condition required a mini-
mum amount of transverse energy (ET) in the region 3:5 &

�lab & 5:5, measured with a sampling calorimeter with
electromagnetic and hadronic sections. The measured
minimum bias cross section �mb for p� C (p� Pb) of
193 mb (1422 mb) corresponds to 86% (81%) of the total
geometric cross section. The number of analyzed mini-
mum bias events was 1:2� 106 (1:0� 106) for p� C
(p� Pb). A high-energy photon (HEP) trigger based on
the sum energy signal of overlapping 4� 4 groups of
towers in the lead-glass calorimeter was used to enhance
the sample of high-pT events. The efficiency of the HEP
trigger reached �100% for photons with pT *

0:8 GeV=c. An additional 1:5� 106 (0:5� 106) p� C
(p� Pb) HEP events were analyzed which corresponded
to 3:9� 107 (8:2� 106) sampled minimum bias events.

Neutral pion yields were determined statistically by
counting photon pairs with invariant mass in the �0 mass
range after subtraction of the normalized background from
uncorrelated pairs. The shape of this background was de-
termined by mixing photons from different events. Only
photon pairs with an energy asymmetry � � jE1 � E2j=
�E1 � E2�< 0:7 were used in the analysis. A correction for
geometrical acceptance and reconstruction efficiency was
applied to the raw �0 yields. The reconstruction efficiency
takes into account the loss of �0’s due to the photon
identification and energy asymmetry cuts. It also modifies
the �0 yield to account for the pT shift that results from the
finite energy resolution of the lead-glass calorimeter con-
voluted with the steeply falling �0 pT spectrum. Effects of
overlapping showers in the calorimeter, which were im-
portant in central Pb� Pb collisions, are negligible in p�
C and p� Pb collisions. The dominant systematic uncer-
tainties are listed in Table I. The systematic uncertainties of
the peak extraction, acceptance correction, and efficiency
correction are approximately independent of pT . The en-
ergy scale of the calorimeter was confirmed by comparison
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of the measured pT-dependent �0 peak positions with
GEANT simulations. The estimated uncertainty of 1.5%
on the energy scale leads to an uncertainty on the �0 yields
that increases with pT .

The spectra of the invariant �0 yields in p� C and p�
Pb collisions at

��������
sNN
p

� 17:4 GeV are shown in Fig. 1.
The transition between the minimum bias and the HEP
sample occurs at pT � 1:7 GeV=c. The p� C spectrum is
compared to a next-to-leading-order (NLO) pQCD calcu-
lation for p� p at the same energy [20]. The calculation
was performed with the CTEQ6M [21] parton distribution
functions and the ‘‘Kniehl-Kramer-Pötter’’ (KKP) set of
fragmentation functions [22] with renormalization and
factorization scales set to be the same at � � pT=2, pT ,
or 2pT . For comparison with the p� C data, the pQCD
calculations have been scaled by the average number of

nucleon-nucleon collisions in p� C. The pQCD calcula-
tion shows a large uncertainty related to the arbitrary
choice of scale. It has been suggested that the NLO per-
turbative expansion is not sufficient at low energies and
that threshold resummation corrections must be taken into
account [20]. The large theoretical uncertainties demon-
strate that pQCD calculations cannot be used as a reliable
reference at CERN SPS energies. The inset of Fig. 1 shows
that the �0 yields per nucleon-nucleon collision measured
in p� C are in good agreement with a parameterization of
�0 spectra in p� p from Blattnig et al. [23] that has been
employed to study nuclear effects in Pb� Pb collisions
[18].

Nuclear effects in �0 production can be quantified with
the nuclear modification factor defined as

 R0AA �
hNp�B

coll i

hNA�A
coll i

dN�0=dpTjA�A
dN�0=dpT jp�B

: (1)

In the absence of nuclear effects, R0AA is expected to be
unity for pT * 2 GeV=c where hard scattering is expected
to dominate particle production. hNcolli was determined
with a Glauber Monte Carlo calculation [24] using an
inelastic nucleon-nucleon cross section of �NNinel � �31:8	
2� mb [25]. The same Glauber calculation was used to
extract hNcolli values in Pb� Pb collisions. In the
Glauber calculation, the transverse energyET was modeled
by sampling a negative binomial distribution to deter-
mine the ET contribution of each participating nucleon
[24]. The bias due to the trigger selection on the measured
ET was taken into account. For minimum bias p� C and
p� Pb collisions, values of hNcollip�C � 1:7	 0:2 and
hNcollip�Pb � 3:8	 0:4 were obtained.

The hNcolli values for Pb� Pb collisions were deter-
mined by applying cuts to the simulated ET that corre-
sponded to the same fraction of �Pb�Pb

mb as the cuts applied
to the measured ET . These hNcolli values are listed in
Table II and agree within systematic uncertainties with
those of Ref. [16] that were determined with the VENUS

4.12 event generator in which �NNinel � 29:6 mb was used.
With the large acceptance of the WA98 ET measurement,
and good description of the ET distribution, including
fluctuations [14], a centrality class corresponding to the
1% most central Pb� Pb collisions could be defined to
access very large hNcolli values.

The p� Pb �0 spectrum appears to be flatter than the
p� C spectrum (see Fig. 1). The ratio of the
Ncoll-normalized p� Pb and p� C spectra is shown in
Fig. 2. At low pT (�1 GeV=c), the ratio is consistent with
scaling with the number of participating nucleons (Npart �

Ncoll � 1 in p� A) while scaling with Ncoll is observed at
higher pT (�2 GeV=c). In fact, for pT * 2 GeV=c, the
ratio tends to be above unity, consistent with an expected
stronger nuclear kT-enhancement in p� Pb than in p� C.

Neutral pion spectra from Pb� Pb collisions at
��������
sNN
p

�

17:3 GeV were published by WA98 in [16]. Figure 3 shows
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FIG. 1 (color online). Invariant �0 yields in minimum bias
p� C and p� Pb collisions at

��������
sNN
p

� 17:4 GeV. The error
bars represent the quadratic sum of statistical and systematic
uncertainties. The lines represent next-to-leading-order pQCD
calculation of the �0 yield in

���
s
p
� 17:4 GeV p� p collisions

for three different scales, scaled by hNp�C
coll i � 1:7. The inset

shows a comparison of the p� C spectrum to a parameterization
of the yield in p� p collisions at

���
s
p
� 17:3 GeV from [23].

The dark gray box indicates the uncertainty of the parameteri-
zation estimated in [18], the light gray box the uncertainty of
hNp�C

coll i.

TABLE I. Systematic uncertainties (in %) on the �0 yields in
p� C and p� Pb collisions at three pT values.

pT (GeV=c) 1 2 3

peak extraction 6 6 6
geometric acceptance 2.5 2.5 2.5
�0 reconstruction efficiency 11 11 11
energy scale 5 10 20

total 14 16 24
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the�0 nuclear modification factor R0AA as defined in Eq. (1)
for three Pb� Pb collision centralities. For the 25.3–
48.8% (of �Pb�Pb

mb ) most central collisions, the data points
at high-pT (pT * 2 GeV=c) suggest a stronger nuclear
kT-enhancement than in p� C. On the other hand, for
the 0–13% most central Pb� Pb collisions, R0AA is smaller
than for the 25.3–48.8% class but still consistent with unity
at high-pT . For the 0–1% most central collisions, the �0

yield is significantly suppressed compared to either p� Pb
or p� C as reference. An apparent suppression of the �0

yield in very central Pb� Pb collisions compared to pe-
ripheral collisions was noted in Ref. [16]. However, the
large uncertainty of using the peripheral distribution as a
reference did not allow to draw a firm conclusion. The
observed suppression is qualitatively consistent with ex-
pectations from jet-quenching.

The centrality dependence of the average R0AA for 2<
pT < 2:5 GeV=c and 2:5 
 pT < 3:0 GeV=c is shown in
Fig. 4. The �0 yields in Pb� Pb in these pT ranges are not
suppressed for Npart & 300 (hR0AAi * 1). For more cen-
tral Pb� Pb collisions, hR0AAi decreases with central-
ity indicating significant suppression of the high-pT �0

yield. The apparent lack of suppression, or enhancement
even, for Npart & 300 may be due to competing effects
of suppression due to parton energy loss and nuclear
kT-enhancement.

In summary,�0 spectra were measured in minimum bias
p� C and p� Pb collisions at

��������
sNN
p

� 17:4 GeV in the
range 0:7 & pT & 3:5 GeV=c. Based on these spectra, the
nuclear modification factors R0AA for Pb� Pb collisions at
CERN SPS energies could be determined using a measured
p� A reference. In very central Pb� Pb collisions (0–1%
of �Pb�Pb

mb ), a significant suppression of high-pT neutral
pions was observed (R0AA � 0:5	 0:14) that is reminiscent
of the high-pT hadron suppression observed in Cu� Cu
and Au� Au collisions at RHIC. The pion suppression
reported here, together with the results at higher energies
from RHIC, constrain jet-quenching models and may help
clarify the behavior of the energy loss of partons in
strongly interacting matter.
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17:3 GeV for three centrality classes using p� C or p� Pb
spectra as a reference. The boxes around unity reflect the
systematic uncertainties related to hNcolli.
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FIG. 2 (color online). The Ncoll-normalized ratio of �0 yields
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Ncoll. The box at unity indicates the Ncoll systematic uncertainty.
The error bars represent the quadratic sum of the statistical and
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TABLE II. Results of the Glauber calculation for Pb� Pb collisions at
��������
sNN
p

� 17:3 GeV (�NNinel � 31:8 mb). Centrality classes are
given as a fraction (%) of �Pb�Pb

mb � 6300 mb [16]. The systematic uncertainty of hNcolli was parameterized as �2
Ncoll
� 0:12 �

�0:4 exp��Ncoll=100��2.

class 1 2 3 4 5 6 7 8 6� 8

from 82.8 67.0 48.8 25.3 13.0 6.8 1.0 0 0
to 100 82.8 67.0 48.8 25.3 13.0 6.8 1.0 13.0
hNparti 8.2 23 54.2 123.2 218.2 289.1 347.8 382.6 322.5
hNcolli 6.3 22.1 67.1 202.9 433.1 627.0 803.7 912.0 727.8
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We present transverse momentum (pT ) spectra of charged hadrons measured in deuteron-gold and nucleon-gold
collisions at

√
s

NN
= 200 GeV for four centrality classes. Nucleon-gold collisions were selected by tagging events

in which a spectator nucleon was observed in one of two forward rapidity detectors. The spectra and yields were
investigated as a function of the number of binary nucleon-nucleon collisions, ν, suffered by deuteron nucleons.
A comparison of charged particle yields to those in p+p collisions show that yield per nucleon-nucleon collision
saturates with ν for high momentum particles. We also present the charged hadron to neutral pion ratios as a
function of pT .
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I. INTRODUCTION

The measurement of hadron spectra at high transverse
momenta (pT ) has been a powerful tool in studying the
modification of particle production and propagation in the
nuclear medium at the BNL Relativistic Heavy Ion Collider
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(RHIC). One of the most intriguing results observed so far at
RHIC is the strong suppression of the yield of hadrons with pT

above ∼2 GeV/c in midcentral and central Au+Au collisions
relative to the corresponding yield in p+p collisions scaled
by the sum of independent nucleon-nucleon collisions in the
Au+Au interaction [1–3]. This is consistent with a picture
in which the hard scattered parton loses significant energy
when it traverses the medium created during the collision [4].
There is additional evidence for the strong interaction of
partons with the final state medium. For example, two particle
azimuthal correlations demonstrate significant modifications
of jets such as width and particle content [5,6]. In the pT region,
2 < pT < 5 GeV/c, an anomalously large baryon/meson ratio
is observed [7]. The coalescence of thermal and shower partons
offers a possible explanation of this phenomenon as a final state
effect [8].

The hadron spectrum is sensitive to final state effects
including jet quenching, parton recombination, and scattering
of produced particles, in addition to initial state effects,
such as gluon saturation and nuclear shadowing [9], and the
Cronin effect [10,11]. If shadowing or gluon saturation are
actually responsible for the large suppression seen in Au+Au
collisions, these same effects would also produce a suppression
of 20–30% in the yield of high pT [9] hadrons even in d+Au
collisions.

To study the role of initial state effects in the high pT

suppression, d+Au collisions at RHIC serve as a control
experiment, since no dense matter is expected to be formed
in these collisions. Earlier measurements on inclusive hadron
production in d+Au collisions show no suppression of high
pT hadrons [12,13]. Rather, there is a small enhancement in
the yield of high momentum particles in d+Au collisions. This
result implies that the effects seen in central Au+Au collisions
are largely due to final state interactions in the dense medium.

In this paper, we extend our investigation of charged
hadron production in d+Au collisions at

√
s

NN
= 200 GeV

at midrapidity with detailed centrality selections and with sig-
nificantly higher statistics. The centrality selection allows one
to make quantitative statements about the impact parameter
dependence of particle production.

The nuclear modification of high pT hadron production in
proton reactions with heavy nuclei has previously been studied
at lower center of mass energies [10,11]. It was found that
hadron yield at high pT in p+A collisions increases faster than
the nuclear mass A. This effect, known as the Cronin effect,
is conventionally parametrized as Aα . At

√
s ∼ 10–30 GeV, α

depends on pT and is found to be greater than unity for pT >

2 GeV/c. The exponent α also depends on the particle species;
it was found to be larger for baryons than for mesons. The
Cronin effect is often attributed to the multiple scattering of
projectile partons propagating through the target nucleus [14].

A deuteron projectile has an additional interesting char-
acteristic: since the average separation between the proton
and neutron in the deuteron is large, on the order of a few
fm, there is a class of events in which only one of the two
nucleons participates in the collision. Thus d+Au events can
be categorized into “p”+Au or “n”+Au collisions, when only
one of the constituent nucleons interacts, and pn+Au, when
both nucleons participate in the collision. In such events, the

interacting proton or neutron is not a free proton or neutron,
so it is not exactly the same as a p+Au or n+Au interaction.
For simplicity we will refer to the tagged samples as p+Au
and n+Au and collectively N+Au. The selection of p+Au and
n+Au collisions in the PHENIX experiment is done by tagging
events where the incoming deuteron has a noninteracting
neutron or proton. Combined with centrality selection, such
event tagging provides better control of the collision geometry
and of the number of subsequent inelastic nucleon-nucleon
interactions in the gold nucleus.

Very little experimental information has been published
about neutron-nucleus collisions at high energy. Tagging
allows the direct comparison of pn+Au, p+Au, and n+Au
interactions. Results from these collisions are compared with
p+p data measured by the PHENIX experiment at the same
beam energy to shed light on the Cronin enhancement and
other nuclear effects. Further, we have investigated the Cronin
effect as a function of the number of collisions per participant
nucleon in the deuteron. To estimate the fraction of pions in the
charged hadron spectrum, we have looked at hadron to pion
ratios as a function of transverse momentum.

The paper is organized as follows. Section II gives a detailed
account of the analysis in which we describe the detector,
centrality selection, charged particle background rejection,
spectra corrections, and systematic errors. In Sec. III, the
centrality and pT dependence of the charged hadron spectra
and a comparison with the p+p and the π0 data are discussed.
A summary is given in Sec. IV.

II. EXPERIMENT AND ANALYSIS

A. Detector

The PHENIX detector consists of four spectrometer arms
positioned around the vertex of colliding deuteron and gold
nuclei—two central arms at midrapidity and two muon arms
at forward rapidities—and a set of detectors. A detailed
description of the detector can be found elsewhere, see Ref.
[15] and references therein. This analysis uses the two central
arms and the set of global detectors.

Each central arm covers the pseudorapidity range |η| <

0.35, and 90◦ in azimuth. Charged particles are tracked by
drift chambers (DCs) located 2 m from the vertex and layers
of pad chambers (PC1 and PC3) positioned at 2.5 and 5 m
in the radial direction. The central spectrometer provides
axial magnetic fields along the beam pipe. The transverse
momentum pT of each particle is determined by its deflection
angle in the azimuthal direction as measured by the DC.
The total particle momentum is reconstructed by projecting
tracks back to the collision vertex through the magnetic field.
The track reconstruction efficiency is approximately 98% and
independent of pT with negligible centrality dependence. The
particle momenta are measured with a resolution δp/p =
0.007 ⊕ 0.011p, with p in GeV/c. The absolute momentum
scale is calibrated to 0.7% from the reconstructed proton mass
using the PHENIX time-of-flight system. At high transverse
momentum, a substantial background of electrons is produced
by photon conversion in the material between the beam pipe
and drift chambers. To subtract this background from photon
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conversion, we use the ring imaging Cherenkov detector
(RICH). The RICH is filled with CO2 gas at atmospheric
pressure and has a charged particle threshold γth = 35 for
emission of Cherenkov photons.

To characterize the global parameters of the collision and its
centrality, the PHENIX experiment uses beam-beam counters
(BBCs) covering the pseudorapidity range 3.0 < |η| < 3.9,
zero degree calorimeters (ZDCs) and forward calorimeters
(FCALs) located at |η| > 6. The locations of these global
detectors are schematically shown in Fig. 1. Each BBC is
an array of 64 Cherenkov counters around the beam pipe and
is positioned at 1.44 m upstream or downstream of the nominal
vertex location. The information from the BBC is used for the
event timing, vertex position, and centrality determination. The
two ZDCs are hadronic calorimeters which measure spectator
neutrons [16]. They are located 18 m from the interaction
point. At the top RHIC energy of 100 GeV/nucleon, neutrons
evaporated from the spectator remnants of the collision are
emitted within 1 mrad from the colliding beam direction.
Charged fragments and the noninteracted primary beam are
bent by deflecting (DX) magnets to much larger angles. The
ZDC measures the total neutron energy within a small cone
and with this provides the number of spectator neutrons from
the interacting nucleus. The ZDC on the north side measured
100 GeV neutrons from deuteron fragmentation with a
resolution of σ = 28 GeV.

The forward calorimeters were installed before the d+Au
run. The FCAL is a hadron calorimeter and consists of lead
scintillating fiber modules originally used in BNL Alternating
Gradient Synchrotron (AGS) Experiment E864 [17] rear-
ranged into two 9 by 10 arrays. The only difference from
the E864 experiment is the readout electronics, which are
identical to PHENIX central arm electromagnetic calorimeter
electronics. The size of each module is 10 × 10 × 117 cm,
the average tower density is 9.6 g/cm3, and the total length
corresponds to 60 nuclear interaction lengths. The two arrays
are located 18 m from the interaction point along the beam
pipes downstream of the first beam-line deflecting (DX)
magnet. The DX magnets work as sweeping magnets for
the spectator protons. The FCAL measures the energy of

the spectator protons. The resolution of the FCAL on the
north side for measuring 100 GeV protons from the deuteron
fragmentation was σ = 40 GeV.

B. Centrality analysis

The present analysis is based on minimum bias events,
defined by a coincidence of at least one photomultiplier each
in the north and south BBCs. The data were taken for events
with vertex position within |z| < 30 cm along the beam axis.
A total of 6.2 × 107 events were analyzed, which corresponds
to 1.6 nb−1 of total integrated luminosity. At this vertex cut,
the minimum bias trigger cross section measured by BBC
is 1.99 b ± 5.2% [18]. Thus at the trigger efficiency [12] of
88.5% ± 4% we get the total inelastic d+Au cross section of
2.26 ± 0.1 b. Centrality classes in d+Au events were defined
by charged particle multiplicity in the BBC south (BBCS)
(the gold fragmentation side). We assume that the number of
charged particles firing the BBCS is linearly proportional, on
average, to the number of participants from the gold nucleus in
the reaction. To check this, the BBCS response was simulated
as a superposition of independent Ntarg nucleon-nucleon type
reactions, where Ntarg is the number of participating nucleons
in the struck gold nucleus. As a baseline for the BBCS
modeling, we use unbiased data from previous RHIC p+p

runs where proton-proton inelastic collisions were selected
with a trigger synchronized to fire whenever filled bunches
crossed in the PHENIX interaction region. Ntarg was calculated
using a Glauber model [12] with a particular parameter set [19].
The resulting distribution for minimum bias events is plotted
in Fig. 2 together with experimental data.

The calculation appears to follow the general features of
the data distribution, which supports our assumption that the
number of BBCS firings is proportional to Ntarg. We define
four centrality classes for d+Au collisions by slicing the
BBCS multiplicity distribution into four regions, A, B, C, and
D (Fig. 3). These regions were selected to define in d+Au
collisions four centrality classes 0–20%, 20–40%, 40–60%,
and 60–88%, respectively. We have taken into account the
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FIG. 2. (Color online) Comparison between the experimental
data hit distribution in BBCS in d+Au collisions (open circles) and
the calculated BBCS hit distribution (solid line).

limited trigger efficiency for the peripheral collisions. The
tagged sample, in which only one nucleon from the deuteron
projectile interacts, has a differently shaped BBCS multiplicity
distribution than the general data. Nevertheless, for both the
tagged sample and the general data, the same BBCS selections
were used to define the collision centrality.

In the Glauber model Monte Carlo simulation of d+Au
collisions, the deuteron wave function was represented by
the Hulthén form [19].1 The square of this wave function
determines the probability distribution for the proton-neutron
distance in the deuteron, as shown in Fig. 4. The deuteron is
a large system with a mean proton-neutron distance of about
3 fm and a significant probability to be larger. In the left side of
Fig. 5, we present the calculated impact parameter distributions
of d+Au collisions and the tagged N+Au sample. On the right
side of Fig. 5, the corresponding distributions of the number
of collisions per participant nucleon from the interacting
deuteron, ν, are plotted. The parameter ν is comparable to
the number of collisions suffered by the proton in p+A
experiments. The impact parameter b is defined as the distance

1For the gold nucleus, we use the Woods-Saxon density distribution
with radius R = 6.38 fm, diffuseness parameter a = 0.54 fm, and
N -N cross section σ inel

NN = 42 mb. The deuteron is described by a
Hulthén wave function with α = 0.228 fm−1 and β = 1.18 fm−1, see
Ref. [19].

FIG. 3. Multiplicity distribution in BBCS, located on the gold nu-
cleus fragmentation side. Four centrality classes for d+Au collisions
are defined by slicing the BBCS distribution, shown with vertical
lines. The same multiplicity cuts were used for the tagged sample of
p+Au and n+Au events, the summed distribution of which is shown
in the lower histogram.
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FIG. 4. Probability density distribution for the proton-neutron
distance in the deuteron given by the square of the Hulthén wave
function [19].

between the centers of the colliding nuclei, Au and d.
This means that for the tag sample, the interaction point of
participant nucleon from the deuteron is closer to the Au
center than the distance b, and the spectator nucleon leaves
the interaction region at a distance larger than b. We also did
a Monte Carlo simulation with the most recent deuteron wave
function parametrization from Ref. [20]. We found that the
difference between the calculation with the Hulthén form and
the most recent parametrization for the number of nucleon
collisions does not exceed 1%.

In Fig. 6, we illustrate our tag selection cuts. A p+Au
collision event is tagged by the detection of a spectator neutron
in the ZDC north (ZDCN) on the deuteron fragmentation side.
Similarly, we use the FCAL north (FCALN) on the deuteron
fragmentation side to detect a spectator proton and thereby
tag n+Au collision events. The scatter plot in Fig. 6 shows
the ZDCN and FCALN signals and has three distinct regions.
Region 1 is defined as small or no signal in both the ZDCN and
FCALN, which corresponds to the case in which both nucleons
from the deuteron interact with the Au nucleus. Region 2 has a
small signal in the ZDCN and about 100 GeV amplitude signal
in the FCALN. This corresponds to tagged n+Au collisions.
Region 3 has a small signal in the FCALN and about 100 GeV
energy release in the ZDCN. Events in this region are tagged
p+Au events. In Region 3, there is a small (anti) correlation
between the ZDCN and FCALN. The reason for this is the
close proximity of the FCALN to the ZDCN, see Fig. 1. The
ZDCN effectively acts as a secondary target for 100 GeV
spectator neutrons. There is some contamination of secondary
particles produced in the ZDCN into the large volume
FCALN.

The purity of the tag samples from possible background
contamination was thoroughly investigated. Figure 7 shows
ZDCN and FCALN responses for the most central events.
Background may contribute to the tag sample from the left
side of the spectrum with low amplitudes. To estimate the
background contamination, we fitted the left part of the
spectrum using an exponentially falling function and fitted
a Gaussian function to the detector response to the spectator
nucleon. The thin smooth line in Fig. 7 shows the sum of the

014905-5



S. S. ADLER et al. PHYSICAL REVIEW C 77, 014905 (2008)

FIG. 5. (Color online) Left: impact parameter distribution for the minimum bias d+Au collisions, for the most central events (centrality bin
A), and for the tagged sample. For tagged events, the impact parameter was defined from the center of the deuteron. Right: the corresponding
distribution of the number of collisions per participant nucleon from deuteron, ν.

two functions. The background under the Gaussian peak was
estimated as the integral of the exponential function above our
cut, which is marked by the vertical line and arrow. In central
p+Au events, we estimate 2.8% contamination in the ZDCN
spectrum. For more peripheral events, this contamination
decreases and reaches 1.4% in the most peripheral bin.

The background contamination in the FCALN defined
n+Au sample is more complicated. For the most central
events, as shown in Fig. 7 on the right, the background
contributes 0.4% to the area above our cut. As centrality
changes, so too does the shape of the background spectrum.
Figure 8 illustrates the problem of background estimation.
Attempts to fit the background spectrum with an exponential
function, as was done for central events, failed. The sum
of the estimated background and the Gauss fit is well
above the experimental data, implying that the background
spectrum falls much faster than a simple exponential function.
However, the relevant question in assessing the background
contamination is not its absolute or relative value, but rather
how much it could distort our experimental data. The goal of
this analysis is to measure the charged hadron spectrum in
the PHENIX central arms. Thus, we can estimate the stability
of our results measured by the central arms versus different
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FIG. 6. (Color online) Scatter plot of ZDCN and FCALN signals
on the deuteron fragmentation side. Solid lines show cuts which define
the p+Au and n+Au collisions.

cuts applied to the FCALN. We define the stability of the
measurement, S, in a particular FCALN bin (Fig. 9) as the
ratio of the number of charged particle tracks per event with
pT > 0.5 GeV/c for this cut to a reference cut in which the
signal to background ratio is the largest. For the reference cut,
we use 100 ± 20 GeV FCALN response (within region 3 as
defined above). This is the most probable detector response
for a spectator proton, as seen in Fig. 8. We observe that in
the region just to the left of our reference cut, where we may
expect about equal amount of signal and background events,
the parameter S is only 3% smaller than unity, as seen in Fig. 9.
Within errors, S does not depend on track momentum. Thus,
in the worst case, the background contamination effect is less
than 2% for events above our cut in the n+Au tagged sample.

We do not correct the tagged sample results for any
contamination. We average the two tagged samples to form
a single nucleon+Au (N+Au) sample.

For each of the four BBCS multiplicity regions shown
in Fig. 3, using a Monte Carlo model within the Glauber
multiple collision formalism [21], we calculate for the d+Au
and the tagged N+Au collisions the average number of
participating nucleons Npart, the nuclear overlap function TAB ,
the number of collisions Ncoll, and number of collisions per
participant nucleon from the deuteron ν. The calculated values
are presented in Table I. The nuclear overlap function TAB is
defined as

TAB(b) =
∫

d2 �s TA(�s) TB(|�b − �s|) , (1)

where the integration is performed over the element of
overlapping area d2 �s, and �s = (x, y) is a vector in the
transverse plane of interacting nuclei at the impact parameter
�b between the centers of the nuclei. For nucleus A, the nuclear
thickness function TA(b) is defined as

TA(b) =
∫

dz ρA(b, z) . (2)

Normalization of TAB(b) is done by integration over all
impact parameters:∫

d2 b TAB(b) = AB. (3)
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FIG. 7. ZDCN and FCALN spectra for the most central tagged
events. Detector response to the spectator nucleon is fit with a Gauss
function. Background from the left side of the spectra was fit to an
exponential function and extrapolated to the region above our cuts.
All events to the right of the cuts, shown by vertical solid lines, were
defined as a tag sample.
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FIG. 8. FCALN spectrum for the most peripheral tagged events,
with the same line notation as Fig. 7. The plot illustrates the difficulty
of evaluating the background contribution in the most peripheral
collisions: background fit with an exponentially falling spectrum
significantly overestimates the contribution to the events above our
cut.

The average number of binary inelastic nucleon-nucleon
collisions at impact parameter b was calculated from
TAB(b) as

〈Ncoll〉 = σNNTAB(b) , (4)

where σNN is the inelastic nucleon-nucleon cross section [19].
An additional multiplicative correction factor, CBBC, see

Table I, has been applied to the data for different centrality bin
selections [22]. This correction addresses two effects, each
of which distorts the centrality classification in the opposite
direction. Because of natural fluctuations in the number of
produced charged particles at a particular impact parameter,
the BBCS centrality selections have imperfect resolution. In
the case of a steeply falling BBCS multiplicity spectrum,
especially for the tagged sample (see Fig. 3), there is a
contamination of peripheral collision events into a more central
event class. This effectively decreases the actual number of
Ncoll and particle production in the central events. The second

TABLE I. Total number of participants Npart, number of collisions Ncoll, nuclear
overlap function TAB , see Eq. (10), average number of collisions per participant nucleon
from deuteron ν, and the BBC bin correction factor for different centrality classes.

Cent. bin 〈Npart〉 〈Ncoll〉 〈TAB〉(mb−1) ν CBBC

A 15.0 ± 1.0 15.4 ± 1.0 0.37 ± 0.02 7.5 ± 0.5 0.95 ± 0.03
B 10.4 ± 0.4 10.6 ± 0.7 0.25 ± 0.02 5.6 ± 0.4 0.99 ± 0.01
C 7.0 ± 0.6 7.0 ± 0.6 0.17 ± 0.01 4.0 ± 0.3 1.03 ± 0.01
D 3.2 ± 0.3 3.1 ± 0.3 0.07 ± 0.01 2.2 ± 0.2 1.04 ± 0.03
tag A 10.6 ± 0.7 9.6 ± 0.7 0.23 ± 0.02 9.6 ± 0.7 0.93 ± 0.03
tag B 8.0 ± 0.6 7.0 ± 0.6 0.17 ± 0.02 7.0 ± 0.6 0.95 ± 0.02
tag C 5.6 ± 0.3 4.6 ± 0.3 0.11 ± 0.01 4.6 ± 0.3 0.95 ± 0.02
tag D 3.1 ± 0.2 2.1 ± 0.2 0.05 ± 0.01 2.1 ± 0.2 0.97 ± 0.04
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FIG. 9. (Color online) Stability of the results for different FCALN
bins, see text for details.

effect is due to the BBC coincidence required for a PHENIX
event trigger. In all calculations, we used for the inelastic
nucleon-nucleon cross section σNN = 42 mb. Actually, this
cross section has three components: nondiffractive collisions
with 28 mb, single diffractive collisions with 10 mb, and
double diffractive collisions with 4 mb cross section [23].
From Monte Carlo simulation of p+p collisions, we found
BBC trigger efficiencies of about (72 ± 1)%, (7 ± 1)%, and
(32 ± 1)%, for each process, respectively. In the Monte Carlo
simulation, we use the PYTHIA 6.2 event generator [23] and
the GEANT simulation of the BBC detector. Single and double
diffractive collisions produce particles dominantly near the
beam rapidity and thus have a small probability for particle
production in the BBC acceptance of 3.0 < |η| < 3.9, and
an even smaller probability at midrapidity. Therefore, the
BBC trigger is biased to the nondiffractive collisions, which
have larger particle production at midrapidity. In more central
events as the number of nucleon-nucleon collisions increases,
the probability that there will be at least one nondiffractive
collision approaches 100%; thus the BBC bias becomes
negligible in central events.

C. Charged hadron analysis

The present analysis follows the methods of the analysis
described in Ref. [3]. The majority of background tracks are
particles with low momenta, which in traveling from DC to
PC3 undergo multiple scattering and are additionally deflected
in the residual magnetic field behind the DC.

To minimize this background, we employ a track matching
cut in the PC3 that rejects tracks whose displacement in the
φ or z direction, Dφ and Dz, respectively, is greater than
2.5 standard deviations. In addition, we make a fiducial cut
around the z vertex determined by the BBC. Despite these
veto cuts, there is still significant background contamination
for pT above 4 GeV/c which must be subtracted. The main
sources of the remaining background are e+e− pairs from

photon conversions in the material between the collision vertex
and the drift chamber, and secondary particles produced by
hadron decays.

To distinguish these backgrounds, we use the RICH detector
to divide all tracks into two subsets: tracks with an associated
RICH signal, NR , and tracks with no signal in the RICH,
NNR . Tracks with at least one hit in the RICH contain high pT

pions and conversion electrons. For reconstructed electrons
with momentum above 150 MeV/c, the average number of
photomultiplier tube (PMT) hits in the RICH associated with
the track is 〈NPMT〉 ≈ 4.5.

The RICH detects more than 99% of all conversion
electrons for NPMT � 1. At this threshold the RICH also detects
pions with pT � 4.8 GeV/c, but the number of associated
PMTs for pions reaches its asymptotic value well above
10 GeV/c; for a 10 GeV/c pion 〈NPMT〉 = 3.6. Therefore we
label tracks with NPMT � 5 as electron tracks, Ne, which
compose some fraction, Re, of conversion electrons. To
calculate this fraction, we take advantage of the deflection
of conversion electrons in the magnetic field between the DC
and PC3. This deflection leads to poor track matching in PC3
which distinguishes electrons from true high pT pions. We
define poor PC3 track matching as a displacement of more than
four standard deviations in the φ direction. Thus we measure
the value of Re as the fraction of NR with 4σ < |Dφ| < 10σ .
For minimum bias events, we find Re = 0.41 ± 0.01. The real
pion signal SR in the NR sample, is calculated for each pT

bin as

SR = NR − Ne

Re

. (5)

The PC3 distribution for the conversion subtraction is shown
on the left side of Fig. 10. The conversion subtraction is
performed independently in each centrality bin. The definition
of Ne (tracks with NPMT � 5) does not perfectly select electron
tracks, as some fraction of pions satisfies the cut. This leads
to a fraction of authentic pions, which have NPMT � 5, being
subtracted along with the conversion electrons. This fraction is
small below 7 GeV/c, but increases rapidly for higher pT . We
calculate a correction factor to address this over-subtraction,
using a Monte Carlo simulation of the detector. The uncertainty
associated with this correction, δπ loss, is shown later in
Table III.

The hadron decay background is of two types: “decay”
and “feed down.” The decay background is produced by π

and K decays far from the source and thus with reconstructed
momenta different from their true momenta, whereas the feed-
down background is produced by weak decays of short-lived
particles, mostly K0

s and � particles near the event vertex with
apparent momenta close to their true momenta.

From tracks with no RICH signal, the NNR sample, we
define a subsample by selecting tracks with pT > 10.5 GeV/c,
a pT region which is almost exclusively background. We
expect that its shape in Dφ will be the same as the background
in the lower pT region. Within this subsample we calculate the
ratio Rdecay of tracks which pass the PC3 cut (|Dφ| < 2.5σ )
to those with a poor match (4σ < |Dφ| < 10σ ). For minimum
bias events, Rdecay = 0.55 ± 0.03. For each momentum bin,
the total decay background is then obtained by multiplying
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FIG. 10. (Color online) PC3 Dφ distributions for the conversion subtraction (left) and the decay subtraction (right) shown for minimum
bias with 6 < pT < 7 GeV/c. The raw distributions, NR and NNR for conversion and decay, respectively, are shown with dotted lines. The
estimated conversion background shown with a dashed line is Ne/Re. The estimated decay background, shown with a dashed line, was obtained
by scaling the PC3 distribution of NNR tracks with pT > 10.5 GeV/c based on the (4σ < |Dφ | < 10σ ) region. In both plots, the signal is the
raw minus the estimated background distributions. The vertical bars show the track matching cuts at ±2.5Dφ .

the NNR tracks with poor PC3 matching (4σ < |Dφ| < 10σ )
by Rdecay. The PC3 distribution for the decay subtraction is
shown on the right side of Fig. 10. The decay background as
a function of pT is measured and subtracted independently in
each centrality bin.

The feed-down subtraction addresses the detected π and
p particles that were produced in the decays of K0

s and �

particles, so we define the total feed-down contamination as

Cfeed = (p + π )feed

hdetected
, (6)

averaging over charged particle and antiparticle yields. For
feed-down estimation, we have no statistical recourse and must
resort to simulation to find the contamination. We assume that
the spectral shapes of the K0

s and � follow the shapes of the
charged kaon and proton spectra, respectively. There is good
agreement of Monte Carlo simulations in d+Au [24] and min-
imum bias Au+Au [3] for proton feed down. We therefore use
the Au+Au Monte Carlo simulation, which also includes K0

s to
pion processes, to obtain the ratio (p + π )feed/(p+K)detected =
0.2, after the decay background subtraction. To make use of
this ratio, we rewrite the contamination as

Cfeed = (p + π )feed

(p + K)detected

(p + K)detected

hdetected
. (7)

To find the contamination, we use the fraction of p+K

particles in our measured hadron sample. To do so, for pT

less than 2.5 GeV/c, we use the PHENIX published data
on identified hadron production in d+Au [24]. We explicitly
calculate the (p+K)detected/hdetected ratio from those data. At
higher pT assuming π0 has the same yield as π±, we subdivide
this ratio as

p + K

h
= p + K

π

π

h
=

(
p

π
+ K

π0

)
π0

h
, (8)

so that the right-hand side consists of all measured quantities.
The p/π ratio is taken from STAR measurements [25] scaled
to match the PHENIX data [24] in their common pT region.
The K/π0 ratio is calculated from Refs. [12] and [26].

The ratio of π0’s to hadrons is calculated from the charged
hadron measurement of this analysis and π0 measurements
in Ref. [12]. From both the low and high pT regions, Cfeed

is calculated to be 9.6%. To this factor we assign a 50%
systematic uncertainty based on uncertainty of the various
particle ratios and the Monte Carlo simulation. Cfeed is shown
in Fig. 11. We correct for the effects of feed-down decay by
multiplying the spectra remaining after the conversion and
decay subtraction by 1 − Cfeed.

Following the background subtraction, we constructed
a single, pT dependent correction function to correct the
hadron spectra for acceptance, decay in flight, reconstruc-
tion efficiency, and momentum resolution. The correction
is determined by using a Monte Carlo simulation [27] of
the PHENIX detector. The correction function is necessarily
particle species dependent to take into account multiple
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FIG. 11. Feed-down contamination as the ratio of protons and
charged pions from feed-down decays to total detected charged
hadrons. The low pT points shown with triangles are calculated using
the fraction of p+K particles to hadrons measured in Ref. [24]. The
higher pT points are calculated using the various ratios of Eq. (8).
The solid line is a fit to both sets of points and is used as Cfeed. It
is bracketed by dashed lines showing the assigned 50% systematic
uncertainty.
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scattering and decays, therefore we calculate separate cor-
rection functions for π+, π−,K+,K−, p+, and p−. The
individual functions are weighted by the particle pT spectra
measured in peripheral Au+Au collisions [28] to form a single
correction factor, CMC(pT ), subject to a systematic uncertainty,
δMC weight, stemming from uncertainty on the particle mixture
[12]. For absolute normalization of the spectra, we match
the geometrical acceptance of the Monte Carlo simulation
with the actual acceptance of the data. To obtain the charged
hadron yield, we multiply the background-subtracted spectra
by the correction function. We normalize each centrality
bin by dividing by the number of events, and each momentum
bin by dividing by its bin width. Each data point is corrected so
its value corresponds to the bin center. We define the invariant
hadron yield as

1

Nevt

d2N

2πpT dpT dη
=

(
d2N

2πpT dpT dη

)bkg-subtracted

× 1

Nevt
(1 − Cfeed)CMC(pT )CBBC. (9)

All of the preceding steps are applied to the tagged N+Au
(nucleon+gold) sample as well as to the general d+Au sample.

We further examine the d+Au invariant yields by com-
paring them with the invariant yield from p+p collisions.
Previous experiments have demonstrated the suppression of
charged hadron and pion yields in Au+Au collisions [3];
such suppression can be quantified by the nuclear modification
factor RAB . For any collision of nuclei A+B,RAB is calculated
for each centrality class as the ratio of the yield in A+B

collision to the cross section in p+p collisions scaled by the
nuclear overlap function 〈TAB〉, that is,

RAB(pT ) = (1/Nevt) d2NA+B/dpT dη

〈TAB〉 d2σp+p/dpT dη
. (10)

〈TAB〉 is determined by the density distribution in the nuclei
A and B and is averaged over the impact parameter range
within a particular centrality class. In our case, nucleus A

refers to the deuteron (or the single nucleon in tagged events),
and nucleus B refers to the gold nucleus. 〈TAB〉 values are
presented in Table I. Using the PHENIX p+p spectra [29],
we thus calculate RdAu and RNAu.

We estimate systematic uncertainties in the methods and
assumptions of our analysis as displayed in Tables II and III.
Table II shows uncertainties in the spectra that do not vary with
pT , and Table III shows uncertainties that vary with pT . All the
uncertainties listed in Table II propagate into the RAB and the

TABLE II. Systematic uncertainties that are constant
for all values of transverse momentum pT .

Source Uncertainty (%)

Geometric acceptance correction 2.9
Track matching 2.2
Run-by-run variation 5
Feed-down correction 4.8
δMC weight 3.7
Total 8.7

TABLE III. Systematic uncertainties that vary with pT . Back-
ground subtraction (Bckg. sub.) uncertainties refers to the 0–88%
d+Au spectra; the uncertainties are greater in the more peripheral
d+Au and more central N+Au spectra.

pT

(GeV/c)
Mom. res.

(%)
Mom. scale

(%)
Bckg. sub.

(%)
δπ loss

(%)
Total
(%)

<4.5 <0.5 <3.2 <0.1 <0.3 <3.3
4.5–5.5 <0.6 3.3 0.5 0.5 3.4
5.5–6.5 0.8 3.5 1.4 1.1 4.0
6.5–7.5 1.0 3.6 2.0 3.6 5.6
7.5–8.5 1.4 3.7 4.9 6.9 9.3
8.5–9.5 1.8 3.8 11.9 13.9 18.8

hadron/π0 ratio, although the uncertainty from the feed-down
correction partially cancels in the RAB because of an analogous
uncertainty in the p+p reference spectrum. The background
subtraction and momentum scale uncertainties only partially
cancel in the RAB ; the momentum resolution uncertainty
and δπ loss fully cancel. The p+p reference spectrum also
introduces an uncertainty that ranges from 10.7% in the low pT

bins to 11.3% at pT > 2 GeV/c. The π0 analysis [13] we used
in the hadron/π0 ratios applies the same BBC bias correction
factors as the present analysis, and therefore the uncertainty
stemming from this correction factor is canceled.

III. RESULTS

The fully corrected pT distributions of (h+ + h−)/2 for
d+Au and N+Au collisions for minimum bias and four
centrality classes are shown in Fig. 12. The d+Au data are in
good agreement with the sum of identified hadrons published
in Ref. [24].

The N+Au sample is averaged over p+Au and n+Au
events. This is based on the good agreement between the yields
of the two tagged samples, as shown in Fig. 13.

Figure 14 shows RdAu and RNAu. As expected, in the most
peripheral N+Au bin, with Ncoll = 2.1, RNAu is consistent
with unity. RdAu and RNAu are in agreement within our
uncertainty bounds.

The enhancement of the hadron yield relative to p+p

collisions has previously been observed in lower energy p+A
collisions [10,11], and is called the Cronin effect. We observe
that RdAu and RNAu are systematically larger than unity in the
momentum range between 1.5 and 5 GeV/c with maximum
amplitude around 1.3.

There are many theoretical models with very different
assumptions about initial state effects, which describe the
Cronin effect [30–32]. All the models agree that there is at
least one additional scattering of the initial nucleon or parton
while propagating though the target nucleus. This scattering
increases the intrinsic transverse momentum of the colliding
parton and leads to a broadening of the parton pT distribution.
We can parametrize the effect of this broadening by writing
the mean value of parton intrinsic momentum kT as〈

k2
T

〉
pA

= 〈
k2
T

〉
pp

+ 〈
k2
T

〉
A
, (11)
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where 〈k2
T 〉pp is the square of the initial parton transverse

momentum in the proton, 〈k2
T 〉A is an additional momentum

squared after rescattering, and 〈k2
T 〉pA is the final broadened

width. Most of the models differ on the assumption they use to
describe 〈k2

T 〉A: whether there is a single hard scattering [31]
or a sum of small sequential rescatterings [30] that produces
the additional kT .

Common to the models is that 〈k2
T 〉A is a function of

the number of sequential nucleon-nucleon collisions, ν. For
impact parameter b, 〈k2

T 〉A can be written as〈
k2
T

〉
A

(b) = H (ν(b) − 1), (12)

where H is the square of the average momentum acquired
in ν − 1 rescatterings. For a single hard scattering model,
〈k2

T 〉A should saturate at ν = 2. We therefore investigate the
shape of RdAu as a function of ν to illuminate the underlying
process. The centrality selection of our data and the tagged
N+Au sample allow us to investigate precisely the effect
of the collision geometry. We use ν = 〈Ncoll/N

deutron
part 〉 (in

N+Au collisions, ν = 〈Ncoll〉) to look explicitly at the impact
parameter dependence of the nuclear modification factor.
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FIG. 13. (Color online) Ratio of n+Au to p+Au invariant yield
per event shown in the most central and peripheral bins. The error
bars are statistical only, as all systematic uncertainties cancel in the
ratio. (See Table I for centrality class definitions.)

In Fig. 15, we plot RdAu and RNAu as a function of (ν − 1).
The values of ν are presented in Table I.

Three transverse momentum regions were selected to study
the dependence of RAB on ν: 2.8 � pT � 6.0, 1.5 � pT � 2.7,
and 0.6 � pT � 1.0 GeV/c. In the low pT region, we expect
scaling with the number of participating nucleons rather
than with the number of binary collisions; therefore RAB

is less than unity. The Cronin effect is observed in the
2.8 � pT � 6.0 GeV/c region, where within the limits of our
uncertainties, it is independent of the number of additional
scatterings (ν − 1). In the intermediate pT region, the data
show little to no Cronin enhancement, thus confirming scaling
with the number of binary collisions. Just as RdAu(pT )
and RNAu(pT ) matched very closely, so do RdAu(ν) and
RNAu(ν).

As discussed above, previous experiments found a larger
Cronin enhancement for protons than pions [11]. Recently
the PHENIX Collaboration published identified pion, kaon,
and proton production data from

√
sNN = 200 GeV d+Au

collisions [24], in which a similar Cronin behavior was ob-
served. RdAu for protons reaches about 1.8 at pT ≈ 3 GeV/c,
whereas pion RdAu is measured to be about 1.1 for transverse
momentum between 2 and 2.6 GeV/c.

At the time these data were taken, the PHENIX experiment
did not have the capability to measure identified charged pions
and protons at momenta above 2.6 and 4 GeV/c, respectively.
To extend the trends observed in these low momentum regions
[24], we calculate the ratio of the charged hadrons measured in
the present analysis to the π0 spectra from Ref. [13], alongside
the ratio of (p± + K± + π±)/π± from Ref. [24]. These ratios
are presented in Fig. 16.

In the transverse momentum region common to the two pre-
sented ratios, there is strong agreement between the analyses.
The (h+ + h−)/2π0 ratio is independent of pT above 2 GeV/c

where the identified particle data end, implying that the RdAu

and particle ratio trends observed at low transverse momentum
continue at higher transverse momentum. The average value
of 1.58 ± 0.03 of the (h+ + h−)/2π0 ratio for pT above
2 GeV/c in the peripheral D centrality bin agrees well with
the value of 1.59 obtained from lower energy collisions in
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FIG. 14. (Color online) RdAu and RNAu as
functions of pT . The bars represent statistical
uncertainty (often smaller than the data point
symbols), the shaded boxes on each point
represent systematic uncertainties that change
with pT , and the black boxes on the left show
systematic uncertainties that do not change with
pT . (See Table I for centrality class definitions.)

the CERN Intersecting Storage Rings (ISR) [33]. As found in
Ref. [1] for Au+Au collisions, this value rises for more central
events: we find average values of 1.78 ± 0.02, 1.77 ± 0.03,
and 1.72 ± 0.03 for centrality bins A, B, and C, respectively.
There is an additional 11% systematic uncertainty common to
all four values. The centrality dependence implies moderate
medium modification effects in central

√
sNN = 200 GeV

collisions, even in the d+Au system, that increase the
production of protons and kaons relative to pions. The
PHENIX measurement of particle species dependent RdAu

in Ref. [24] at lower pT suggests that the increased particle
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FIG. 15. (Color online) RdAu (open symbols) and RNAu (closed
symbols) values averaged in three momentum ranges as functions of
ν − 1. Point-by-point uncertainty bars show the quadratic sum of the
statistical uncertainty in RAB and the systematic uncertainties that
change with ν. The box on the far left represents the size of the
systematic uncertainty that does not change with ν. Horizontal bars
show the uncertainty in the value of ν for each centrality class.

production relative to pions is dominantly proton and not kaon
production.
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FIG. 16. (Color online) (h+ + h−)/2π 0 ratios as functions of
transverse momentum from d+Au collisions in four centrality bins.
Open circles are the charged hadron spectra from the present analysis
divided by π 0 data from Ref. [13]. Bars indicate statistical uncer-
tainties, and the shaded boxes systematic uncertainties. Triangles
are the (p± + K± + π±)/π± ratios from Ref. [24], with statistical
uncertainties roughly the size of the symbols. (See Table I for
centrality class definitions.)
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IV. SUMMARY

We have measured the centrality dependence of charged
hadron production at midrapidity in d+Au collisions, as
well as in p+Au and n+Au collisions that are tagged by
a spectator nucleon from the deuteron nucleus. The hadron
yields in p+Au and n+Au collisions are identical within
our experimental uncertainty. Using the p+p data from same
energy, we calculated the nuclear modification factors RdAu

and RNAu for various centrality selections. Within this analysis
and its experimental uncertainty, there is no difference between
RdAu and RNAu. Instead of a strong suppression as predicted
by some color glass condensate models [9], an excess of
hadron production is seen at pT > 2 GeV/c, consistent with
enhancement due to the Cronin effect. The magnitude of
the Cronin effect is independent of the number of additional
scatterings (ν − 1) within the limits of our uncertainties. We
also studied the ratio of charged hadron yield to pion yield.
We found that the charged pions account for about 60% of the
charged hadrons at pT > 3 GeV/c, with a slightly larger value
in central d+Au collisions. This implies that RdAu for protons
and kaons remains close to one at higher pT .
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à l’Énergie Atomique, and Institut National de Physique
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by S. Flügge (Springer-Verlag, New York, 1957), Vol. 39.
[20] A. F. Krutov and V. E. Troitsky, Phys. Rev. C 76, 017001

(2007).
[21] R. J. Glauber and G. Matthiae, Nucl. Phys. B21, 135

(1970).
[22] S. S. Adler et al. (PHENIX Collaboration), Phys. Rev. Lett. 94,

082302 (2005).
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The PHENIX experiment has measured the dielectron continuum in
√
sNN=200 GeV Au+Au

collisions. In minimum bias collisions the dielectron yield in the mass range between 150 and 750
MeV/c2 is enhanced by a factor of 3.4±0.2(stat.)±1.3(syst.)±0.7(model) compared to the expecta-
tion from our model of hadron decays. The integrated yield increases faster with the centrality of
the collisions than the number of participating nucleons, suggesting emission from scattering pro-
cesses in the hot and dense medium. The continuum yield between the masses of the φ and the J/ψ
mesons is consistent with expectations from correlated cc̄ production, though other mechanisms are
not ruled out.

PACS numbers: 25.75.Dw
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Electron-positron pairs, or dileptons in general, have
proven to be an excellent tool to study collisions of heavy
ions at ultra-relativistic energies. Because leptons do
not interact strongly, emission of dileptons from the hot
matter created at RHIC should leave an imprint on the
observed dilepton distributions. Emission from the hot
matter may include thermal radiation and in-medium de-
cays of mesons with short lifetimes, like the ρ meson,
while their spectral functions may be strongly modified.
However, below the mass of the φ meson, these sources
compete with a large contribution of e+e−–pairs from
Dalitz decays of pseudoscalar mesons (π0, η, η′) and de-
cays of vector mesons (ρ, ω, φ). Above the φ meson mass
up to 4.5 GeV/c2, competing sources are dilepton decays
of charmonia (J/ψ, ψ′) and semileptonic decays of D and
D̄ mesons, correlated through flavor conservation, which
lead to a continuum of masses. In addition to thermal
radiation, energy loss of charm quarks in the medium
might modify the continuum yield in this mass region.

The discovery of a large enhancement of the dilepton
yield at masses below the φ meson mass in ion-ion colli-
sions at the CERN SPS [1] has triggered a broad theoreti-
cal investigation of modifications of properties of hadrons
in a dense medium and of how these modifications re-
late to chiral symmetry restoration [2]. These theoretical
studies will benefit from the availability of more precise
data from CERN [3, 4] and GSI [5]. An enhanced yield
was also observed at higher masses, above the φ meson
mass [6]. Recent NA60 data suggest that the enhance-
ment can not be attributed to decays of D-mesons but
may result from prompt production, as expected for ther-
mal radiation [7].

The PHENIX experiment at the Relativistic Heavy Ion
Collider (RHIC) extends these measurements in a new
energy regime by exploring Au+Au collisions at a cen-
ter of mass energy of

√
sNN=200 GeV. In this paper we

present results from minimum bias data taken in 2004.
Collisions were triggered and selected by centrality using
beam-beam counters (BBC) and zero degree calorime-
ters (ZDC). We analyzed a sample of 8×108 minimum
bias events.

Electrons and positrons are reconstructed in the two
central arm spectrometers of PHENIX [8] using Drift
Chambers (DC), located outside an axial magnetic field,
which measure their momenta with an accuracy of
σp/p = 0.7%⊕1%p/(GeV/c). They are identified by hits
in the Ring Imaging Cherenkov detector (RICH) and by
matching the momentum with the energy measured in an
electromagnetic calorimeter (EMCal) [9]. Electrons are
reconstructed with an efficiency of ∼90%, while a hadron
contamination of ∼20% remains.

Each central arm covers |∆η| ≤ 0.35 in pseudorapidity
and π/2 in azimuthal angle. Because charged particles
are deflected in the azimuthal direction by the magnetic
field, the acceptance depends on the momentum and the
charge of the particle, and also on the radial location of

the detector component (DC, EMCal and RICH). The
acceptance for a track with charge q, transverse momen-
tum pT and azimuthal emission angle φ can be described
by:

φmin ≤ φ+ q
kDC,RICH

pT

≤ φmax (1)

where kDC and kRICH represent the effective azimuthal
bend to DC and RICH (kDC = 0.206 rad GeV/c and
kRICH = 0.309 rad GeV/c). One arm has φmin = −3

16
π

and φmax = 5

16
π, the other arm φmin = 11

16
π and

φmax = 19

16
π. Only electrons with pT ≥ 200 MeV/c are

used in the analysis. The photon conversion probability
was minimized by installing a helium bag between the
beam pipe and the DC, reducing the material to ∼0.4%
of a radiation length.

In an event the source of any electron or positron is
unknown and therefore all electrons and positrons are
combined to pairs, like-sign and unlike-sign. This results
in a large combinatorial background which must be re-
moved. The background is computed with a mixed event
technique, which combines tracks from different events
that have similar topology (centrality, collision vertex,
reaction plane).

In order to achieve the necessary accuracy, all unphysi-
cal correlations that arise from overlapping tracks or hits
in the detectors, mostly in the RICH, must be eliminated,
because they can not be reproduced by mixed events. If
hits of both tracks of a pair overlap in any detector, the
event is rejected. About 4% of all pairs are removed by
this event rejection. Comparing measured like-sign pairs
with the mixed combinatorial background shows that the
mixing technique reproduces the shape within the statis-
tical accuracy of the data.

The absolute normalization of the unlike-sign combi-
natorial background is given by the geometrical mean
of the observed positive and negative like-sign pairs
2
√

N
−−
N++, where, in principle, N

−−
and N++ are the

measured number of like-sign pairs. There is a small cor-
related signal also in the observed like-sign pairs, which
can occur if there are two e+e−–pairs in the final state
of a meson, e.g. double Dalitz decays, Dalitz decays fol-
lowed by a conversion of the decay photon or two photon
decays followed by conversion of both photons. These
“cross” pairs have small masses, typically less than the η
mass (550 MeV/c2).

We therefore determine N
−−

and N++ by integrating
the mixed event distributions after they were normal-
ized to the 7.5 × 106 like-sign pairs measured above 700
MeV/c2. N

−−
and N++ are determined with an accu-

racy of 0.12%. The normalization is multiplied by 1.004
to account for the fact that the event rejection removes
10% more like-sign than unlike-sign pairs. This correc-
tion factor was estimated, using mixed events, with an
accuracy better than 50%. Adding the statistical error
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and the uncertainty due to the event rejection in quadra-
ture gives an accuracy of 0.25% on the normalization.

After subtraction of the combinatorial background,
physical background from photon conversions and cross
pairs is removed. Because the tracking assumes that the
e+e−–pair originates at the collision vertex, pairs from
photons that convert in or outside of the beampipe are
reconstructed with finite mass and opening angle, which
is oriented perpendicular to the magnetic field. A cut on
the orientation of the opening angle in the field removes
more than 98% of the conversion pairs.

Cross pairs occur as like and unlike-sign pairs. Monte
Carlo simulations show that the rate of unlike-sign cross
pairs accepted in PHENIX is 44% of the rate for like-
sign cross pairs. To deterime the rate of unlike-sign cross
pairs, we scale the simulated like-sign cross pair distri-
bution to the observed like-sign signal, obtained by sub-
traction of the mixed event background normalized above
700 MeV/c2. We note that the like-sign signal is well de-
scribed by the Monte Carlo simulation. The simulated
unlike-sign cross pair distribution is scaled by the same
factor and subtracted from the unlike-sign signal. The
uncertainty of this subtraction depends on mass, but is
≤ 9% of the final yield.

Figure 1 shows the mass distribution of e+e−–pairs,
the normalized mixed event background (B), and the
signal yield (S) obtained by subtracting the mixed
event background, the cross pairs and the conversion
pairs. The insert shows the signal-to-background ratio
(S/B). The systematic errors (boxes) reflect the er-
ror on the background subtraction, which is given by
δS/S = 0.25% · B/S, added in quadrature to the
uncertainty due to the cross pair subtraction, assumed
to be 9%S below 600 MeV/c2. Despite the small S/B
ratio, the vector meson resonances ω, φ and J/ψ which
decay directly to e+e−, and an e+e−–pair continuum is
visible up to 4.5 GeV/c2.

In order to check the background subtraction, a subset
of data (5×107 events), taken with additional material
wrapped around the beam pipe to increase the number
of photon conversions [9], was analyzed. In this data set
the combinatorial background and the cross pair contri-
bution is larger by a factor of ∼2.5. As shown in Fig. 1,
the results from both data sets agree well within sta-
tistical errors, which are 30% in the range from 150 to
750 MeV/c2 and much less below. Considering the de-
creased S/B ratio for the data with the converter we can
estimate a 0.1% scale uncertainty of the background nor-
malization, well within the 0.25% systematic uncertainty
assigned.

The spectra are corrected to represent the invariant
yield of e+e−–pairs, with both the e+ and e− in the
detector acceptance as specified in Eq. 1. The correc-
tion is determined using a GEANT simulation [10] of the
PHENIX detector that includes the details of the detec-
tor response. Simulated e+e−–pairs are reconstructed

with the same analysis chain and all cuts applied. The
correction is determined double differentially in pT and
mass of the e+e−–pair. The reduction of the electron
reconstruction efficiency (0.92+/-0.03) due to detector
occupancy is corrected for. Systematic uncertainties on
the correction can be summarized as: (i) 13.4% on di-
electron reconstruction, which is twice the uncertainty
on the electron reconstruction efficiency [9], (ii) 6% con-
version rejection cut, (iii) 5% event rejection and (iv) 3%
occupancy. These uncertainties are included in the final
systematic error on the invariant e+e−–pair yield.

Figure 2 compares the invariant yeild to the ex-
pected yield from meson decays and correlated decays
of charmed mesons. The cocktail of hadron decay
contributions was estimated using PHENIX data for
meson production when available. As input distribu-
tions we use the measured π, η, φ, J/ψ yield and spectra
[11, 12, 13, 14, 15]. For other mesons we use the mT

scaling procedure outlined in [9]. The systematic uncer-
tainties depend on mass and range from 10 to 25%.

For the continuum below the J/ψ the dynamic corre-
lation of c and c̄ is essential, but unknown. We make
two assumptions: (i) the correlation is unchanged by the
medium and equal to what is known from p+p collisions.
In this case we use PYTHIA [16] scaled from the p+p
equivalent cc cross section of 567±57±193 µbarn [17]
to minimum bias Au+Au collisions proportional to the
number of binary collisions (258±25) [12]. We note that
the pT distribution for electrons generated by PYTHIA
is softer than the spectra measured in p+p data but co-
incides with those observed in Au+Au [9]. As a second
assumption (ii) there is no dynamical correlation, i.e. the
direction of c and c̄ quarks are uncorrelated. We keep the
overall cross section and the pT distributions fixed to ex-
perimental data [9]. Other contributions from bottom
and Drell-Yan are expected to be small in the mass re-
gion below the J/ψ peak. Each e+ and e− must fall in
the PHENIX acceptance, given by Eq. 1.

The data below 150 MeV/c2 are well described by the
cocktail of hadronic sources. The vector mesons ω, φ and
J/ψ are reproduced within the uncertainties. However,
the yield is substantially enhanced above the expected
yield in the continuum region from 150 to 750 MeV/c2.
The enhancement in this mass range is a factor of 3.4
± 0.2(stat.) ± 1.3(syst.) ± 0.7(model), where the first
error is the statistical error, the second the systematic
uncertainty of the data, and the last error is an estimate
of the uncertainty of the expected yield. Above the φ
meson mass the data seem to be well described by the
continuum calculation based on PYTHIA. This is some-
what surprising, since single electron distributions from
charm show substantial medium modifications [9], and
thus it is hard to understand how the dynamic correla-
tion at production of the cc̄ remains unaffected by the
medium. A complete randomization of that correlation
(see Fig.2) leads to a much softer mass spectrum and
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would leave significant room for other contributions, e.g.
thermal radiation.

To shed more light on the continuum yield we have
studied the centrality dependence of the yield in three
mass windows, below 100 MeV/c2, from 150 to 750

MeV/c2 and 1.2 to 2.8 GeV/c2. The top panel of Fig. 3
shows the centrality dependence of the yield in the mass
region 150–750 MeV/c2 divided by the number of par-
ticipating nucleon pairs (Npart/2). For comparison the
yield below 100 MeV/c2, which is dominated by low pT
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pion decays, is shown in the lower panel. For both inter-
vals the yield is compared to the same yield calculated
from the hadron cocktail. In the lower mass range the
yield agrees with the expectation, i.e. is proportional to
the pion yield. In contrast, in the range from 150 to 750
MeV/c2, the observed yield rises significantly compared
to the expectation, reaching a factor of 7.7 ± 0.6(stat.)
± 2.5(syst.) ± 1.5(model) for most central collisions.
The increase is qualitatively consistent with the conjec-
ture that an in-medium enhancement of the dielectron
continuum yield arises from scattering processes like ππ
or qq̄ annihilation, which would result in a yield rising
faster than proportional to Npart.

We normalize the yield in the mass region 1.2 to 2.8
GeV/c2 to the number of binary collisions (Fig. 4), which
is the correct scaling for pairs from charmed meson de-
cays [9]. The normalized yield shows no significant cen-
trality dependence and is consistent with the expectation
based on PYTHIA. It is also likely that a scenario where
the correlation between the c and c̄ is randomized will re-
quire an additional source, e.g. a contribution from ther-
mal radiation. This contribution could increase faster
than linear with Npart and therefore the apparent scaling
with Ncoll may be a mere coincidence. We note that this
coincidence may have been observed in this mass region
at the CERN SPS [6], where a major prompt component
has now been suggested by NA60 data [7].

In conclusion, measurements of Au+Au collisions at√
sNN=200 GeV in the mass range 150–750 MeV/c2

partN
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FIG. 4: Dielectron yield per number of collisions Ncoll in the
mass range 1.2 to 2.8 GeV/c2 as function of Npart. Statistical
and systematic errors are shown separately. Also shown are
two bands corresponding to the two different estimates of the
contribution from charmed meson decays. The width of the
band reflect the uncertainty of the charm cross-section only.

show a significant enhancement of the dielectron con-
tinuum and exhibit a clear increase with centrality of
the collision. The observed yield between φ and J/ψ is
consistent with the expectation from correlated cc̄ pro-
duction, but does not exclude other mechanisms.
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K. Miki,54 T. E. Miller,55 A. Milov,50 S. Mioduszewski,3 G. C. Mishra,16 M. Mishra,2 J. T. Mitchell,3 M. Mitrovski,49

A. Morreale,4 D. P. Morrison,3 J. M. Moss,31 T. V. Moukhanova,27 D. Mukhopadhyay,55 J. Murata,43,45 S. Nagamiya,24

Y. Nagata,54 J. L. Nagle,8 M. Naglis,57 I. Nakagawa,43,44 Y. Nakamiya,17 T. Nakamura,17 K. Nakano,43,53 J. Newby,30

M. Nguyen,50 B. E. Norman,31 A. S. Nyanin,27 J. Nystrand,33 E. O’Brien,3 S. X. Oda,7 C. A. Ogilvie,21 H. Ohnishi,43

I. D. Ojha,55 H. Okada,28,43 K. Okada,44 M. Oka,54 O. O. Omiwade,1 A. Oskarsson,33 I. Otterlund,33 M. Ouchida,17 K. Ozawa,7

R. Pak,3 D. Pal,55 A. P. T. Palounek,31 V. Pantuev,50 V. Papavassiliou,38 J. Park,48 W. J. Park,26 S. F. Pate,38 H. Pei,21

J.-C. Peng,19 H. Pereira,11 V. Peresedov,22 D. Yu. Peressounko,27 C. Pinkenburg,3 R. P. Pisani,3 M. L. Purschke,3

A. K. Purwar,31,50 H. Qu,16 J. Rak,21,37 A. Rakotozafindrabe,29 I. Ravinovich,57 K. F. Read,39,52 S. Rembeczki,14 M. Reuter,50

K. Reygers,34 V. Riabov,42 Y. Riabov,42 G. Roche,32 A. Romana,29,* M. Rosati,21 S. S. E. Rosendahl,33 P. Rosnet,32

P. Rukoyatkin,22 V. L. Rykov,43 S. S. Ryu,58 B. Sahlmueller,34 N. Saito,28,43,44 T. Sakaguchi,3,7,56 S. Sakai,54 H. Sakata,17

V. Samsonov,42 H. D. Sato,28,43 S. Sato,3,24,54 S. Sawada,24 J. Seele,8 R. Seidl,19 V. Semenov,18 R. Seto,4 D. Sharma,57

T. K. Shea,3 I. Shein,18 A. Shevel,42,49 T.-A. Shibata,43,53 K. Shigaki,17 M. Shimomura,54 T. Shohjoh,54 K. Shoji,28,43

A. Sickles,50 C. L. Silva,47 D. Silvermyr,39 C. Silvestre,11 K. S. Sim,26 C. P. Singh,2 V. Singh,2 S. Skutnik,21 M. Slunečka,5,22
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Azimuthal angle (�φ) correlations are presented for charged hadrons from dijets for 0.4 < pT < 10 GeV/c
in Au+Au collisions at

√
sNN = 200 GeV. With increasing pT , the away-side distribution evolves from a broad

and relatively flat shape to a concave shape, then to a convex shape. Comparisons to p+p data suggest that
the away-side can be divided into a partially suppressed “head” region centered at �φ ∼ π and an enhanced
“shoulder” region centered at �φ ∼ π ± 1.1. The pT spectrum for the head region softens toward central
collisions, consistent with the onset of jet quenching. The spectral slope for the shoulder region is independent of
centrality and trigger pT , which offers constraints on energy transport mechanisms and suggests that it contains
the medium response to energetic jets.

DOI: 10.1103/PhysRevC.77.011901 PACS number(s): 25.75.Dw

High transverse momentum (pT ) partons are valuable
probes of the high energy density matter created at the
Relativistic Heavy-Ion Collider (RHIC). These partons lose
a large fraction of their energy in the matter prior to forming
hadrons, a phenomenon known as jet quenching. Such energy
loss is predicted to lead to strong suppression of both single and
correlated away-side dihadron yields at high pT [1], consistent
with experimental findings [2,3]. The exact mechanism for
energy loss is not yet understood. Recent results of dihadron
azimuthal angle (�φ) correlations have indicated strong
modification of the away-side jet [3–6]. For high pT hadron
pairs, such modification is manifested by a partially suppressed
away-side peak at �φ ∼ π [3]. This has been interpreted as
evidence for the fragmentation of jets that survive their passage
through the medium.

For intermediate pT charged hadron pairs, the away-side jet
was observed to peak at �φ ∼ π ± 1.1 [4,5], suggesting that
the energy lost by high pT partons is transported to lower pT

hadrons at angles away from �φ ∼ π . The mechanisms for
such energy transport include medium deflection of hard [7] or
shower partons [8], large-angle gluon radiation [9], Cherenkov
gluon radiation [10], and mach-shock medium excitations [11].

In this brief report we present a detailed “mapping” of the
pT and centrality dependence of away-side jet shapes and
yields. These measurements allow a detailed investigation of
the jet distributions centered around �φ ∼ π ± 1.1 and �φ ∼
π , provide new insight on the interplay between jet quenching
and the response of the medium to the lost energy, and provide
new constraints for distinguishing the competing mechanisms
for energy transport.

The results presented here are based on minimum-bias
(MB) Au+Au and p+p datasets as well as a photon level-1
triggered (PT) p+p dataset collected with the PHENIX detec-
tor [12] at

√
sNN = 200 GeV, during the 2004–2005 RHIC run.

The PT trigger requires a minimum energy of 1.4 GeV in 4 × 4
electromagnetic calorimeter (EMC) towers in coincidence
with the Beam Beam Counters (BBC) [13]. The event
centrality was determined via the method in Ref. [12]. A total
of 840 million Au+Au events in the vertex range |z| < 30 cm
was analyzed. Charged particles were reconstructed in the
two central arms of PHENIX, each covering −0.35 to 0.35
in pseudorapidity and 90◦ in azimuth. The tracking system
consisted of the drift chambers and two layers of multiwire

*Deceased
†PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu

proportional chambers with pad readout (PC1 and
PC3), achieving a momentum resolution of 0.7%

⊕
1.0% p (GeV/c) [2].

Dihadron �φ correlations were obtained by correlating
trigger (type A) hadrons with partner (type B) hadrons. The
MB and PT p+p datasets were used for trigger pT < 5GeV/c
and pT > 5 GeV/c, respectively. To reduce background from
decays and conversions, tracks were required to have a
matching hit within a ±2.3σ window in PC3. For pT >

4GeV/c, an additional matching hit at the EMC was required.
For triggers with pT > 5 GeV/c, a pT dependent energy cut
in the EMC and a tight ±1.5σ matching cut at the PC3 were
applied to reduce the background to <10% [14]. This energy
cut greatly reduces PT trigger bias effects. The PT p+p

results are consistent with the MB p+p data for trigger pT >

5 GeV/c.
The jet associated partner yield per trigger, Yjet(�φ), is

obtained by assuming independent contributions from jets and
elliptic flow to the �φ distribution as [4,14]

Yjet =
[

Ns (�φ)

Nm (�φ)
− b0

(
1 + 2vA

2 vB
2 cos 2�φ

)]

×
∫
d�φNm(�φ)

2πNAεB

, (1)

where NA is the number of triggers, εB is the single-
particle efficiency for partners in the full azimuth and |η| <

0.35; Ns(�φ) and Nm(�φ) are pair distributions from the
same- and mixed-events, respectively. Mixed-event pairs are
obtained by selecting partners from different events with
similar centrality and vertex. The εB values include detector
acceptance and reconstruction efficiency, with an uncertainty
of ∼10% [2,15]. The harmonic term, 2vA

2 vB
2 cos 2�φ, reflects

the elliptic flow modulation of the combinatoric pairs in
Au+Au [4], where we have assumed 〈vA

2 vB
2 〉 is factorizable.

vA
2 and vB

2 are measured via the reaction plane method [16]
using BBC at 3 < |η| < 4. The large rapidity gap between the
BBC and the central arm reduces the nonflow contributions,
especially those from dijets [17]. The systematic errors on v2

are estimated to be ∼6% for central and midcentral collisions
and ∼10% for the peripheral collisions [4].

To fix the value of b0, we followed the subtraction procedure
of Refs. [4] and [18] and assumed that Yjet has zero yield
at its minimum �φmin (ZYAM). To estimate the possible
oversubtraction at �φmin, we calculate b0 values independently
by fitting Yjet(�φ) to a function consisting of one near-side and
two symmetric away-side Gaussians. The fitting procedure is
similar to that used in Ref. [5], except that |�φ − π | < 1 is
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FIG. 1. (Color online) Per-trigger yield versus �φ for various
trigger and partner pT (pA

T ⊗ pB
T ), arranged by increasing pair

momentum (pA
T + pB

T ), in p+p and 0–20% Au+Au collisions. The
data in some panels are scaled as indicated. Solid histograms (shaded
bands) indicate elliptic flow (ZYAM) uncertainties. Arrows in Panel
(c) indicate “head” (HR) and “shoulder” (SR) regions. The difference
in near-side yield between Au+Au and p+p for Panels (d)–(h) is
within the 14% combined uncertainty of the single-particle efficiency.

excluded to avoid punch-through jets around π (see Fig. 1).
This fit accounts for the overlap of the near- and away-side
Gaussians at �φmin and thus gives b0 values systematically
lower than that for ZYAM. We assign the differences as
one-sided systematic errors on b0. This oversubtraction error
is only significant in central collisions and at pA,B

T < 3 GeV/c.
The per-trigger yield distributions for p+p and 0–20%

central Au+Au collisions are compared in Fig. 1 for various
combinations of trigger and partner pT ranges (pA

T ⊗ pB
T ) as

indicated. The p+p data show essentially Gaussian away-
side peaks centered at �φ ∼ π for all pA

T and pB
T . In

contrast, the Au+Au data show substantial shape modifica-
tions dependent on pA

T and pT . For a fixed value of pA
T ,

Figs. 1(a)–1(d) reveal a striking evolution from a broad,
roughly flat peak to a local minimum at �φ ∼ π with side
peaks at �φ ∼ π ± 1.1. Interestingly, the location of the
side peaks in �φ is roughly constant with increasing pB

T

(see also Ref. [5]). Such pT independence is compatible
with the away-side jet modification expected from a medium-
induced mach-shock [11] but disfavors models that incorporate
large angle gluon radiation [9], Cherenkov gluon radiation
[10], or deflected jets [7,8].

For relatively high values of pA
T ⊗ pB

T , Figs. 1(e)–1(h) show
that the away-side jet shape for Au+Au gradually becomes
peaked as for p+p, albeit suppressed. This “reappearance”
of the away-side peak seems due to a reduction of the yield
centered at �φ ∼ π ± 1.1 relative to that at �φ ∼ π , rather
than to a merging of the peaks centered at �φ ∼ π ± 1.1.
This is consistent with the dominance of dijet fragmentation

at large pA
T ⊗ pB

T , possibly due to jets that punch-through the
medium [19] or to those emitted tangentially to the medium’s
surface [20].

The evolution of the away-side jet shape with pT !
(cf. Fig. 1) suggests separate contributions from a medium-
induced component centered at �φ ∼ π ± 1.1 and a frag-
mentation component centered at �φ ∼ π . A model in-
dependent study of these contributions can be made by
dividing the away-side jet function into equal-sized head
(|�φ − π | < π/6, HR) and shoulder (π/6 < |�φ − π | <

π/2, SR) regions, as indicated in Fig. 1(c). We character-
ize the relative amplitude of these two regions with the

ratio, RHS =
∫
�φ∈HR d�φYjet(�φ)∫

�φ∈HR d�φ
/

∫
�φ∈SR d�φYjet(�φ)∫

�φ∈SR d�φ
. Because NA in

Eq. (1) cancels in the ratio, RHS is a pure pair variable and is
symmetric w.r.t. pA

T and pB
T : RHS(pA

T , pB
T ) = RHS(pB

T , pA
T ).

For concave and convex shapes, one expects RHS < 1 and
RHS > 1, respectively.

Figure 2 summarizes the pB
T dependence of RHS for

both p+p and central Au+Au collisions in four pA
T bins.

The ratios for p+p are always above one and increase
with pB

T . This reflects the narrowing of a peaked jet shape
with increasing pB

T [14]. In contrast, the ratios for Au+Au
show a nonmonotonic dependence on p

A,B
T . They evolve

from RHS ∼ 1 for p
A,B
T

<∼ 1 GeV/c through RHS < 1 for 1 <∼
p

A,B
T

<∼ 4 GeV/c, followed by RHS > 1 for p
A,B
T

>∼ 5 GeV/c.
These trends reflect the competition between medium-induced
modification and jet fragmentation and suggest that the latter
dominates at p

A,B
T

>∼ 5 GeV/c. The results shown in Fig. 1
indicate that, relative to p+p, the Au+Au yield is suppressed
in the HR but is enhanced in the SR. We quantify this
suppression/enhancement via IAA, the ratio of jet yield Yjet

between Au+Au and p+p collisions over a �φ region, W,
IW

AA = ∫
�φ∈W

d�φY Au+Au
jet /.

∫
�φ∈W

d�φY
p+p

jet .
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FIG. 2. (Color online) RHS vs pB
T for p+p (open) and Au+Au

(filled) collisions for four trigger selections. Because RHS is purely
hadron pair variable, the result is unchanged by swapping pA

T and pB
T .

Shaded bars (brackets) represent pT -correlated uncertainties due to
elliptic flow (ZYAM procedure).
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FIG. 3. (Color online) IAA vs pB
T for four trigger pT bins

in HR+SR (|�φ − π | < π/2) and HR (|�φ − π | < π/6). The
systematic errors for the two regions, represented by shaded bars and
brackets, respectively, include elliptic flow and ZYAM uncertainties
and hence are strongly correlated. Grey bands around IAA = 1
represent 14% combined uncertainty on the single-particle efficiency
in Au+Au and p+p. The thick curves are energy loss calculation
from Ref. [21] for pairs in |�φ − π | < 0.64.

Figure 3 shows IAA as a function of pB
T for the HR and

the HR+SR, respectively, in four pA
T bins. For triggers of

2 < pA
T < 3 GeV/c, IAA for HR+SR exceeds one at low pB

T ,
but falls and crosses one at ∼3.5 GeV/c. A similar trend is
observed for the higher pT triggers, but the enhancement (at
low pB

T ) is smaller and the suppression (at high pB
T ) is stronger.

The IAA values in HR are lower relative to HR+SR for all
p

A,B
T . For the low pT triggers, the suppression sets in around

1 <∼ pB
T

<∼ 3 GeV/c, followed by a fall-off for pB
T

>∼ 4 GeV/c.
For higher pT triggers, a constant level of ∼0.2–0.3 is observed
above ∼2 GeV/c. The suppression level is similar to the RAA

of inclusive hadrons [2] and agrees well with an energy loss
model calculation [21] as indicated by the thick solid curves
in Fig. 3. These results provide clear evidence for significant
yield enhancement in the SR and suppression in the HR. The
former reflects the dissipative processes that redistribute the
energy lost in the medium, while the latter is consistent with
jet quenching. However, we note that the IAA values for the HR
are upper limit estimates for the jet fragmentation component.
This is because the HR yield includes possible contributions
from the tails of the SR, as well as from bremsstrahlung gluon
radiations [9].

To further contrast the HR and the SR, we focus on the
pT region of 1 < pB

T < 5 GeV/c, where the medium-induced
component dominates the away-side. We characterize the
inverse local slope of the partner yield in this pT range via
a truncated mean pT , 〈p′

T 〉 ≡ 〈pB
T 〉|1<pB

T <5GeV/c − 1 GeV/c.
〈p′

T 〉 is calculated from the jet yields used to make IAA in
Fig. 3. Figure 4 shows the 〈p′

T 〉 values for the HR, the SR,
and a near-side region (|�φ| < π/3, NR) versus the number
of participating nucleons, Npart. The 〈p′

T 〉 values for NR
have a weak centrality dependence. Their overall levels for
Npart > 100 are 0.533 ± 0.024, 0.605 ± 0.032, and 0.698 ±

0.4
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FIG. 4. (Color online) Truncated mean 〈p′
T 〉 in 1 < pB

T <

5 GeV/c versus Npart for the near-side (diamonds), away-side shoulder
(circles), and head (squares) regions for Au+Au (filled) and p+p

(open) for three trigger pT bins. Solid curves represent values for
inclusive charged hadrons (∼0.36 GeV/c) [2]. Error bars represent
the statistical errors. Shaded bars represent the sum of Npart-correlated
elliptic flow and ZYAM error.

0.040 GeV/c for the pA
T ranges 2–3, 3–4, and 4–5 GeV/c,

respectively [22]. This is consistent with the dominance of
jet fragmentation on the near-side, i.e., a harder spectrum for
partner hadrons is expected for higher pT trigger hadrons.

A very weak centrality dependence is observed for the SR
for Npart >∼ 100. In this case, the values for 〈p′

T 〉 are lower
(≈0.45 GeV/c) and do not depend on pA

T . They are, however,
larger than the values for inclusive charged hadrons [2].
The relatively sharp increase in 〈p′

T 〉 for Npart <∼ 100 may
reflect a significant jet fragmentation contribution in peripheral
collisions. In contrast, the 〈p′

T 〉 values for the HR show a
gradual decrease with Npart, starting close to that for the
near-side jet, and approach the value for the inclusive spectrum
for Npart >∼ 150.

The different patterns observed for the yields in the HR and
SR suggest a different origin for these yields. The suppression
of the HR yield and the softening of its spectrum are consistent
with a depletion of yield due to jet quenching. Further evidence
is given by high pT pairs, for which the HR yield agrees
with energy loss calculations [21] and the HR shape becomes
jet like. This suggests that these pairs come mainly from the
fragmentation of partons that suffer small energy loss due to
tangential or punch-through jet emissions. By contrast, the
enhancement of the SR yield reflects a remnant of the lost
energy from quenched jets. This enhancement is limited to
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p
A,B
T

<∼ 4 GeV/c, the same pT region where the soft processes
such as hydrodynamical flow and recombination are important.
The spectra slope of the SR is almost independent of pA

T and
centrality (for Npart >∼ 100), reflecting an intrinsic property
of the response of the medium to the energetic jets. These
observations provide separate constraints on geometrical bias
at high pT [19–21] and on the energy transport at low pT

[7–11,23]. However, a model framework including both jet
quenching and medium response, which can describe the full
pT evolution of the away-side jet shape and yield, is required
to understand the parton-medium interactions.

In conclusion, we have observed strong medium modifi-
cation of away-side shapes and yields for jet-induced pairs
in Au+Au collisions at

√
sNN = 200 GeV. The detailed

dependence of these results on pT and centrality gives strong
evidence for two distinct contributions from the regions of

�φ ∼ π and �φ ∼ π ± 1.1. The former shows a strong yield
suppression, with a level consistent with a jet quenching
calculation at high pT . The latter exhibits pT and centrality
independent shape and mean pT , possibly reflecting an
intrinsic property of the medium response to energetic jets.
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The PHENIX experiment presents results from the Relativistic Heavy Ion Collider 2005 run with
polarized proton collisions at

���
s
p
� 200 GeV, for inclusive �0 production at midrapidity. Unpolarized

cross section results are given for transverse momenta pT � 0:5 to 20 GeV=c, extending the range of
published data to both lower and higher pT . The cross section is described well for pT < 1 GeV=c by an
exponential in pT , and, for pT > 2 GeV=c, by perturbative QCD. Double helicity asymmetries ALL are
presented based on a factor of 5 improvement in uncertainties as compared to previously published results,
due to both an improved beam polarization of 50%, and to higher integrated luminosity. These
measurements are sensitive to the gluon polarization in the proton. Using one representative model of
gluon polarization it is demonstrated that the gluon spin contribution to the proton spin is significantly
constrained.

DOI: 10.1103/PhysRevD.76.051106 PACS numbers: 13.85.Ni, 13.88.+e, 21.10.Hw, 25.40.Ep

A principal goal of the spin program at the Relativistic
Heavy Ion Collider (RHIC) at Brookhaven National
Laboratory is to determine the gluon spin contribution to
a longitudinally polarized proton (�G), taking advantage
of the strongly interacting probes available in proton-
proton collisions [1]. Previous measurements have estab-
lished the validity of the perturbative quantum chromody-
namics (pQCD) description for inclusive midrapidity �0

[2] and forward �0 production [3], and for midrapidity jet
[4] and direct photon production [5], at

���
s
p
� 200 GeV.

The double helicity asymmetries for the production of
these particles involve gluons in the hard scattering pro-
cesses in this pQCD description, and the first measure-
ments for �0 [6,7] and for jets [4] have begun to probe �G.

The RHIC beam polarization and luminosity have sig-
nificantly improved [8]. The statistical uncertainty for a
double helicity asymmetry measurement is proportional to
the inverse of P2 �

�����
L
p

for beam polarizations P and
integrated luminosity L, and decreased by a factor of 5
from the previously published data from PHENIX [6,7].

In this paper, we first present the cross section for
midrapidity �0 production for unpolarized proton-proton
collisions at

���
s
p
� 200 GeV. These results extend to lower

and higher pT than in previous publications, and we dis-
cuss an apparent transition region between soft and hard
scattering; the inclusive cross section is dominated by hard
scattering, described by pQCD, for pT > 2 GeV=c. We
then present the double helicity asymmetry, ALL, for mid-
rapidity �0 production. We also include measurements of
ALL at low pT , below the hard scattering region. Finally,
our results for pT > 2 GeV=c are compared to a pQCD
calculation that incorporates a model of gluon polarization.
We present the range that we probe in the gluon momentum
fraction (xg) and discuss the constraint from these data on
�G.

The PHENIX experiment at RHIC measured �0’s via
�0 ! �� decays using a highly segmented (������
0:01� 0:01) electromagnetic calorimeter (EMCal) [9],
covering a pseudorapidity range of j�j< 0:35 and azimu-
thal angle range of �� � �. The �0 data in this analysis
were collected using two different trigger conditions. A
minimum bias (MB) trigger was defined by the coinci-
dence of signals in two beam-beam counters (BBC) with

full azimuthal coverage located at pseudorapidities
��3:0� 3:9� [10]. The cross section for events selected
by the MB trigger was 23.0 mb (about half of �inel

pp ) with a
systematic uncertainty of �9:7%, derived from vernier
scan results [2] and the variation of MB trigger efficiency
for subsequent years. Higher pT data were collected using
the coincidence of the MB trigger and an EMCal-based
high pT photon trigger [2,11], with efficiency �5% at
pT��0� � 1 GeV=c and �90% for pT��0�> 3:5 GeV=c.
The collision vertex was required to be within jzj< 30 cm
along the beam axis, based on the time difference between
the two BBC detectors. The �0 acceptance is uniform over
this interval. The analyzed data sample of the 2005 run
corresponds to an integrated luminosity of 2:5 pb�1.

Details of the unpolarized cross section analysis tech-
nique are described in [2,11]. The background contribution
under the �0 peak in the two-photon invariant mass distri-
bution varied from 80% in the lowest 0:5–0:75 GeV=c pT
bin to less than 8% for pT > 4 GeV=c. The �0 spectrum
was corrected for overlapping decay photon showers in the
EMCal, based on Monte Carlo simulations confirmed with
test beam data [12]. Below a pT��

0� of 12 GeV=c the
correction is less than 4%, and for pT��0� � 20 GeV=c
the correction is �25% and �70%, for two different
EMCal subsystems [9]. The systematic uncertainty of the
measurement (excluding the 9.7% uncertainty from the
MB trigger cross section) varied from �7% at pT �
1 GeV=c to �16% for the highest pT bin.

Figure 1 presents the cross section results for midrapid-
ity�0 production at

���
s
p
� 200 GeV, versus pT , from pT �

0:5 GeV=c to pT � 20 GeV [13]. Points are plotted at the
average pT for each bin. The pQCD prediction, at next-to-
leading order (NLO), is shown for theory scales � �
pT=2, pT and 2pT , where � represents equal factorization,
renormalization, and fragmentation scales [14,15]. The
Coordinated Theoretical-Experimental Project on QCD
(CTEQ6M) parton distribution functions [16] and
Kniehl-Kramer-Pötter set of fragmentation functions [17]
are used. These data extend the published cross section
data at both low and high pT , and are consistent with
previously published results [2,11]. From pT � 2 GeV=c
to 20 GeV=c, the NLO pQCD calculation describes the
data over a change in cross section of 7 orders of magni-
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tude. We note also more recent theoretical work which
describes the RHIC midrapidity �0 data, and which intro-
duces an intrinsic kT dependence into the parton distribu-
tion and fragmentation functions [18], or which includes
soft gluon emission in the interaction [19]. Both new
approaches improve agreement with data at lower energies
and have a smaller effect on the

���
s
p
� 200 GeV midrapid-

ity cross sections.
The inset of Fig. 1 shows the lower pT region in more

detail including high precision data for the charged pion
cross section from [20]. The data show a transition in the
pT dependence of the cross section, from exponential to a
power law dependence, in the region pT 	 1–2 GeV=c. In
order to estimate possible contamination from nonpertur-
bative physics in the higher pT data, an exponential func-

tion (� e��pT ) representing a nonperturbative component
is fit to the charged pion spectrum in the region pT � 0:3 to
0:8 GeV=c (only the lowest pT �0 data point is in this
range) and extrapolated to the higher pT region. The ex-
ponential fit for the low pT region gives � � 5:56�
0:02 �GeV=c��1, with �2=NDF � 6:2=3. Only statistical
uncertainties for the charged pion data were used in the fit.
The dominant systematic uncertainty for the points in the
fitted pT range is a �12% normalization uncertainty (ex-
cluding the normalization uncertainty from the MB trigger
cross section). Beyond about pT � 1 GeV=c, the data lie
above this single exponential. The fraction of the exponen-
tial contribution to the data for the 2–2:5 GeV=c pT bin is
found to be less than 10%, with a negligible contribution
for higher pT . This is the basis for applying the pQCD
formalism to the double helicity asymmetry data with
pT > 2 GeV=c.

For the 2005 run, each collider ring of RHIC was filled
with up to 111 bunches in a 120 bunch pattern, spaced
106 ns apart, with predetermined patterns of polarization
signs for the bunches. Spin rotators, sets of four helical
dipole magnets on each side of PHENIX, rotate the polar-
ization orientation from vertical, the stable spin direction
in the RHIC arcs, to longitudinal at the interaction point
[21]. Beam helicity asymmetries are obtained by tagging
the polarization signs of the bunches for each event. The
bunches for one beam alternate in polarization sign, and
pairs of bunches alternate in sign for the other beam. In this
way data for all combinations of beam helicity are col-
lected at the same time, and the possibility of false asym-
metries due to changing detector response versus spin state
is greatly reduced. Each RHIC fill, typically lasting 8 h,
used one of four bunch spin patterns.

The beam polarizations for 2005 were measured using
fast carbon target polarimeters [22], normalized by abso-
lute polarization measurements made during 2005 by a
separate polarized atomic hydrogen jet polarimeter [23].
The beam polarizations, from luminosity-weighted aver-
ages over 104 RHIC fills used in the analysis, were hPBi �
0:50� 0:002�stat� � 0:025�systB� � 0:015�systG� and
hPYi � 0:49� 0:002�stat� � 0:025�systY� � 0:015�systG�,
for blue (B) and yellow (Y) RHIC beams, respectively, for
the bunches colliding at PHENIX. The systematic uncer-
tainties have been separated into uncorrelated uncertainties
for each beam, ‘‘systB’’ and ‘‘systY,’’ and a global system-
atic uncertainty ‘‘systG,’’ which is common for both beams
and comes from systematic uncertainty in jet polarimeter
measurements [24]. For comparison, the polarizations in
the 2004 run were 0:44� 0:08�syst�.

Local polarimeters based on very forward neutron pro-
duction (production angle 0.3–2.5 mrad) [6,25] were used
to set up and monitor the beam polarization orientation at
PHENIX. The polarimeters monitor the transverse polar-
ization of each beam at PHENIX, which can be compared
to the beam polarization measured by the RHIC polar-
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FIG. 1 (color online). The neutral pion production cross sec-
tion at

���
s
p
� 200 GeV as a function of pT (squares) and the

results of NLO pQCD calculations for theory scales � � pT=2
(dotted line), pT (solid line) and 2pT (dashed line), see text for
details; note that the error bars are smaller than the points. The
inset shows, in addition to �0 (squares), data for ��� � ���=2
(solid circles), and a fit of charged pion data to an exponential
function for pT < 0:8 GeV=c (dashed line). The bottom panel
shows the relative difference between the data and theory for the
three theory scales. Experimental uncertainties (excluding the
9.7% normalization uncertainty) are shown for the � � pT
curve.
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imeters where the polarization direction is vertical. The
local polarimeters were calibrated by turning off the spin
rotators around PHENIX, and measuring the response of
the local polarimeters with the beams vertically polarized.
For the longitudinal polarization data, the beams showed a
measurable transverse polarization, with �PT=P�B �
0:10� 0:02 and �PT=P�Y � 0:14� 0:02, with PT=P refer-
ring to the fraction of transverse polarization of each beam.
The polarization directions, as determined by the spin
rotator settings and as measured by the local polarimeters,
remained constant over the run. The product of the beam
polarizations PB 
 PY is required for the double helicity
asymmetry measurement. The average transverse compo-
nent of the product was hPBT 
 P

Y
Ti=hP

B 
 PYi< �PT=P�B 

�PT=P�Y � 0:014� 0:003; the average of the polarization
product over the run was hPB 
 PYi � 0:24 with a system-
atic uncertainty of �9:4%.

The double helicity asymmetry ALL is the difference of
cross sections for the same versus opposite beam helicities,
divided by the sum. Experimentally, for inclusive �0 pro-
duction, it can be determined as

 A�
0

LL �
1

jPB 
 PYj


N�� � R 
 N��
N�� � R 
 N��

; R �
L��
L��

; (1)

where N is the number of �0’s measured in PHENIX from
the colliding bunches with the same (��) and opposite
(��) helicities, and R is the relative luminosity between
bunches with the same and opposite helicities. Here we
neglect the parity-violating difference in cross section
between ���� $ ���� and ���� $ ���� beam helicity
configurations [26]. ALL was calculated for each fill in
order to reduce systematics from variation in beam polar-
izations and in R for different fills. Even and odd crossings
were handled by separate high pT photon trigger elec-
tronics chains. To avoid possible detector bias, ALL was
also determined separately for the even and odd crossings.
Final asymmetries were averaged, and corrected for the
asymmetry of the background under the �0 peak in the
two-photon mass distribution ABGLL , measured from the data
outside the �0 peak region (50 MeV=c2 wide bands on
either side of the �0 peak) [6]. ABGLL was consistent with
zero in all pT bins.

The relative luminosity ratio R is obtained from the MB
triggers discussed above. Scalers keep track of the number
of live triggers for each bunch crossing. Single beam
background was <0:05%, as measured from noncolliding
bunches, and contributes negligible systematic uncertainty
to the measured R. We also measured the double helicity
asymmetry of the relative luminosity scaler counts, by
normalizing using zero degree neutral particle production
as measured by zero degree calorimeters (ZDC) [27]. No
asymmetry was observed. This gave a limit on an asym-
metry bias in the measurement of 	A�

0

LLjbias < 2� 10�4,
and a limit on the systematic uncertainty for the measure-
ment of relative luminosity giving 	A�

0

LLjR < 2� 10�4.

These limits also include the effects from the pileup of
two or more collisions in a crossing, calculated at & 4% of
the crossings. The BBC and ZDC monitors observe the
pileup at significantly different rates, and therefore the
limits above, from comparing BBC and ZDC counts, in-
clude these uncertainties.

A transverse double spin asymmetry ATT , the transverse
equivalent to Eq. (1), can contribute to ALL through the
1.4% transverse component of the product of the beam
polarizations discussed above. Although ATT has been
postulated to be extremely small, �10�4 [28], it has not
been previously measured. We measured ATT in a short run
with transverse polarization. ATT�pT� was consistent with
zero within statistical errors [13]; the errors were 5 times
larger than the uncertainties for ALL, 	statALL. Therefore, a
limit was determined for the ATT contribution to ALL of
0:07 
 	statALL.

Figure 2 presents the measured double helicity asym-
metry in�0 production [13]. A scale uncertainty of 9.4% in
A�

0

LL due to the uncertainty in beam polarization is not
shown. The other systematic uncertainties are negligible,
as discussed above, and checked using a bunch polarization
sign randomization technique, and by varying the �0 iden-
tification criteria [6]. Data for pT > 1 GeV=c were ob-
tained from the high pT photon triggered sample. For pT
below 1 GeV=c, due to low efficiency for the high pT
photon trigger, we used the MB data sample. In the low
pT region, where the cross section shows an exponential
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FIG. 2 (color online). The double helicity asymmetry for neu-
tral pion production at

���
s
p
� 200 GeV as a function of pT

(GeV=c). Error bars are statistical uncertainties, with the 9.4%
scale uncertainty not shown; other experimental systematic un-
certainties are negligible. Four GRSV theoretical calculations
based on NLO pQCD are also shown for comparison with the
data (see text for details).
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behavior, the helicity asymmetry is A�
0

LL � 0:002� 0:002,
for the data in the range pT � 0:5� 1 GeV=c. For the
higher pT region, the four curves in Fig. 2 show calcula-
tions of A�

0

LL, using NLO pQCD with � � pT��
0�, that

reflect the range of gluon polarizations allowed by inclu-
sive deep inelastic scattering (DIS) data. The calculations
are based on the Glück-Reya-Stratmann-Vogelsang
(GRSV) model, where ‘‘standard’’ (std) was the best fit
to inclusive DIS data [29]. For momentum fraction x,
�G�x� � G��x� �G��x� refers to the gluon helicity dis-
tribution, and G��x� and G��x� refer to the gluon densities
for � and � helicities in a � helicity proton. The first
moment of the gluon helicity distribution,

R
1
0 �G�x�dx, for

the std parameterization is �G � 0:4, at the scale Q2 �
1 GeV2. The other three curves are calculations based on
this best fit, but use at Q2 � 0:4 GeV2 the function
�G�x� � G�x�, 0, �G�x�, where G�x� is the unpolarized
gluon distribution. The gluon distribution at the input scale
is evolved to the scale Q2 � p2

T��
0�.

In order to explore the impact of the new data on the
sensitivity to the polarized gluon distribution, we have
compared the data with a set of ALL�pT� curves corre-
sponding to different �G�x� between �G�x� � �G�x�
and �G�x� � G�x� at Q2 � 0:4 GeV2. We used the data
for pT > 2 GeV=c, which appear to have little contamina-
tion from soft physics as discussed earlier.

Combining the estimate of the soft physics fraction in
the pT � 2–2:5 GeV=c bin of<10%, with the soft physics
asymmetry as measured for pT < 1 GeV=c, a soft physics
contribution to the asymmetry in the pT � 2� 2:5 GeV=c
bin would be & 2 
 10�4, and negligible for higher pT bins.
We note, however, that a parton intrinsic kT [18] could still
affect the lower pT asymmetries, for pT 	 2–3 GeV=c,
and this is not addressed in the GRSV model.

The most likely xg for PHENIX�0 data in each pT point
is �xT=0:7 [30], where xT � pT=�

���
s
p
=2�. For the mea-

sured pT range 2–9 GeV=c, the range of xg in each bin is
broad, and spans the range xg � 0:02–0:3, as calculated by
NLO pQCD [31].

Figure 3 shows the corresponding �2 versus
�Gx��0:02!0:3�

GRSV , where we compare to an integral of �G
over the probed xg range. Only experimental statistical
uncertainties are used to calculate �2, and no theoretical
uncertainties are included. It is important to note, that
although the range of the first moment explored represents
�60% of the full integral, this reflects using a specific
model for the gluon polarization. For example, a gluon
polarization model with a crossover from positive to nega-
tive gluon polarization within our xg range would yield a
small average asymmetry for each point. Also, other mod-
els can generate larger or smaller contributions from the
gluon spin in the unmeasured region of xg.

These data are sensitive to the first moment of the
polarized gluon distribution. Using the GRSV model, we
find that the gluon polarization contribution to the proton

spin (1=2) in the probed xg range is constrained between
�0:9 and �0:5, for �2 � �2

min � 9, representing a ‘‘3�’’
limit (a ‘‘1�’’ limit would give a constraint between 0.07
and 0.3). The extremes of gluon polarization are ruled out,
modulo the above remarks, with the confidence level for
‘‘�G � �G’’ of less than 10�6. Large positive gluon
polarization [32] was proposed shortly after the discovery
that the quark contribution to the proton spin was small
[33], with the suggestion that such a large gluon polariza-
tion would mask a ‘‘bare’’ quark polarization. For std and
‘‘�G � 0’’, the confidence levels are 20%–21% and
12%–13%, respectively, for the range of �9:4% scale
uncertainty of the measurement. Semi-inclusive DIS mea-
surements [34] have also presented data on �G in a limited
xg range and its comparison with various �G scenarios.

The two minima in Fig. 3 reflect the quadratic contribu-
tion of the gluon polarization to ALL, from the gluon-gluon
scattering subprocess for �0 production. The symmetry
between the two minima is broken by the quark-gluon
scattering subprocess, where the gluon polarization con-
tributes linearly to ALL. The quark-gluon subprocess is
emphasized at higher pT , which will become accessible

)2=1 GeV2 (Q 0.3]→x=[0.02 

GRSVG∆

-1 -0.5 0 0.5 1

2 χ

8

10

12

14

16

18

20

22

24

G=-G"∆" G=0"∆" "std" G=G"∆"

No theoretical uncertainties
included

 1]→x=[0 

GRSVG∆ ~ 0.6 
 0.3]→x=[0.02 

GRSVG∆

FIG. 3 (color online). The �2 distribution of the measured data
plotted versus the value of the first moment of the polarized
gluon distribution (solid line) in the xg range from 0.02 to 0.3
corresponding to our �0 data in pT bins from 2 to 9 GeV=c.
Dashed and dotted lines correspond to �9:4% and �9:4%
variation in ALL normalization related to the beam polarization
uncertainty, the dominant systematic uncertainty of our data.
Only statistical uncertainties were used for each curve. Arrows
indicate �G corresponding to the different polarized gluon
distributions discussed in the text.
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with additional running at high polarization and
luminosity.

To summarize, we have presented the unpolarized cross
section and double helicity asymmetries for �0 production
at midrapidity, for proton-proton collisions at

���
s
p
�

200 GeV. We observe an apparent transition region in
the cross section, for pT 	 1 to 2 GeV=c, with the cross
section described by an exponential in pT below pT �
1 GeV=c, and with the cross section described by the
pQCD prediction for pT � 2 to 20 GeV=c, over 7 orders
of magnitude in cross section. The results for ALL in the
pQCD region, which we take as pT  2 GeV=c, constrain
the gluon polarization in the proton significantly. The range
probed is xg � 0:02 to 0.3, for the gluon momentum frac-
tion. Using one representative model for the gluon polar-
ization, GRSV [29], which assumes no crossover in gluon
polarization versus xg, we present a map of �2 versus the
first moment of the polarized gluon distribution in the
measured region. From this study, the present data rule

out extreme values of gluon polarization suggested after
the surprise of the EMC result that the quarks (and anti-
quarks) contribute little to the spin of the proton [33], but
allow significant contribution from the gluon spin to the
proton spin.

We thank the RHIC Polarimeter Group and the staff of
the Collider-Accelerator and Physics Departments at BNL
for their vital contributions. We thank W. Vogelsang and
M. Stratmann for providing the NLO pQCD calculations
and for informative discussions. We acknowledge support
from the Department of Energy and NSF (USA), MEXT,
and JSPS (Japan), CNPq and FAPESP (Brazil), NSFC
(China), MSMT (Czech Republic), IN2P3/CNRS, and
CEA (France), BMBF, DAAD, and AvH (Germany),
OTKA (Hungary), DAE (India), ISF (Israel), KRF and
KOSEF (Korea), MES, RAS, and FAAE (Russia), VR
and KAW (Sweden), U.S. CRDF for the FSU, USA-
Hungarian NSF-OTKA-MTA, and USA-Israel BSF.

[1] G. Bunce et al., Annu. Rev. Nucl. Part. Sci. 50, 525
(2000).

[2] S. S. Adler et al., Phys. Rev. Lett. 91, 241803 (2003).
[3] J. Adams et al., Phys. Rev. Lett. 92, 171801 (2004).
[4] B. I. Abelev et al., Phys. Rev. Lett. 97, 252001 (2006).
[5] S. S. Adler et al., Phys. Rev. Lett. 98, 012002 (2007).
[6] S. S. Adler et al., Phys. Rev. Lett. 93, 202002 (2004).
[7] S. S. Adler et al., Phys. Rev. D 73, 091102 (2006).
[8] M. Bai et al., Proceedings of the 2005 Particle Accelerator

Conference, edited by C. Horak (IEEE, New York, 2005),
p. 600.

[9] L. Aphecetche et al., Nucl. Instrum. Methods Phys. Res.,
Sect. A 499, 521 (2003).

[10] M. Allen et al., Nucl. Instrum. Methods Phys. Res., Sect.
A 499, 549 (2003).

[11] S. S. Adler et al., Phys. Rev. Lett. 98, 172302 (2007).
[12] G. David et al., IEEE Trans. Nucl. Sci. 47, 1982 (2000).
[13] Tables of data available at http://www.phenix.bnl.gov /

phenix/WWW/info/data/ppg063_data.html
[14] F. Aversa et al., Nucl. Phys. B327, 105 (1989).
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Longitudinal density correlations of produced matter in Au+Au collisions at
√

sNN = 200 GeV have been
measured from the inclusive charged particle distributions as a function of pseudorapidity window sizes. The
extracted αξ parameter, related to the susceptibility of the density fluctuations in the long-wavelength limit,
exhibits a nonmonotonic behavior as a function of the number of participant nucleons, Npart. A local maximum
is seen at Npart ∼ 90, with corresponding energy density based on the Bjorken picture of εBjτ ∼ 2.4 GeV/(fm2c)
with a transverse area size of 60 fm2. This behavior may suggest a critical phase boundary based on the
Ginzburg-Landau framework.

DOI: 10.1103/PhysRevC.76.034903 PACS number(s): 25.75.Dw

I. INTRODUCTION

Theoretical studies of quantum chromodynamics (QCD) in
nonperturbative regimes indicate that QCD matter has a rich

*Deceased
†PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu

phase structure [1]. The phase diagram can be parametrized
by temperature T and baryo-chemical potential µB . Based on
the phase diagram, we can obtain perspectives on how the
vacuum structure of the early universe evolved in extremely
high temperature states after the Big Bang as well as what
happens in extremely high baryon density states such as in
the core of neutron stars. Therefore, a comprehensive and
quantitative understanding of the QCD phase diagram is one

034903-2
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of the most important subjects in modern nuclear physics. At
a minimum we expect the phase diagram to exhibit at least
two distinct regions: the deconfined phase, where the basic
degrees of freedom of QCD, quarks, and gluons emerge, and
the hadron phase, where quarks and gluons are confined. There
is a first-order phase boundary at µB > 0 and T = 0 [2–9]. At
µB = 0 and T > 0 a smooth cross-over transition is expected
because of finite masses of quarks [10]. Logically, we can then
expect that a critical endpoint (CEP) exists at the end of the
first-order phase transition line [11]. The location of the CEP
would be a landmark in understanding the whole structure
of the phase diagram. Although numerical calculations using
lattice gauge theory, as well as model calculations, predict the
existence of the CEP, none of them have reached a quantitative
agreement on the location at present precision [1]. Therefore
experimental investigations are indispensable to pin down
the location and to establish properties of the phase point
based on fundamental observables.

Strongly interacting, high-density matter has been created
in nucleus-nucleus collisions at the Relativistic Heavy Ion
Collider (RHIC) at Brookhaven National Laboratory (BNL)
[12]. Strong suppression of hadrons at high transverse momen-
tum (pT ) observed in central Au+Au collisions at

√
sNN =

200 GeV at RHIC indicate creation of high-density mat-
ter [13,14]. Strong elliptic flow indicates that the matter
thermalizes rapidly and behaves like a fluid with very low
viscosity [15]. Furthermore, the valence quark number scaling
of elliptic flow suggests that quark-like degrees of freedom are
pertinent in the evolution of the flow [16]. Those observations
naturally lead us to the expectation that the initial thermalized
state of matter is at T > Tc in central Au+Au collisions, and
possibly at T < Tc in the most peripheral collisions. Therefore
a system with initial T = Tc may exist somewhere between
peripheral and central collisions.

Since there could be different Tcs depending on order
parameters in the cross-over transition [17], it is worth
measuring different kinds of order parameters. It is known
that density correlations in matter are robust observables for
critical temperatures in general [18]. The order parameter we
will focus on here is spatial density fluctuations. Following
the Ginzburg-Landau (GL) framework [19] we expect a
correlation between fluctuations in density at different points,
which leads to a two-point correlation function of the form
αe−r/ξ , where r is the one-dimensional distance, α is the
strength of the correlation, and ξ ∝ |T − Tc|−1/2 is the spatial
correlation length. This functional form can be derived from
the GL free energy density by expanding it with a scalar
order parameter that is small enough (see Appendix A). A
large increase of ξ near Tc can be a good indicator of a
phase transition. In addition to ξ itself, the product αξ can
also be a good indicator of a phase transition. As shown in
Sec. II, αξ behaves as |1 − Tc/T |−1. In the GL framework,
this quantity is related to the medium’s susceptibility in the
long-wavelength limit. (See Appendix A for the derivation.)
The matter produced in the collision expands longitudinally
from its earliest time, which leads to cooling after the initial
thermalization. If the system’s evolution takes it near a critical
point as it cools, then the large correlated density fluctuations
will appear as T approaches Tc from above. If the expansion

after that point is rapid enough then these fluctuations can
potentially survive into the final state [20].

Experimentally, spatial density fluctuations in longitudinal
space z in the early stage of an A+A collision at RHIC
can be measured as the density fluctuation in rapidity, or
pseudorapidity, space in the final state. The differential length
dz between neighboring medium elements at a common proper
time τ = √

t2 − z2 is expressed as dz = τ cosh(y)dy, where y

is rapidity. If we limit the study to only a narrow region around
midrapidity, then dz ∼ τdy is valid with the approximation
cosh(y) ∼ 1. Therefore we can observe density fluctuation in
the z coordinate as being mapped onto density fluctuations in
rapidity space. In the region around midrapidity used in this
analysis we can approximate rapidity by pseudorapidity (η)
for inclusive charged particles, since the mean 〈pT〉 (〈pT〉 =
0.57 GeV/c � mπ ) observed in

√
sNN = 200 GeV collisions

at RHIC is so high.
In this paper we measure charged particle density cor-

relations in pseudorapidity space to search for the critical
phase boundary in Au+Au collisions at

√
sNN = 200 GeV.

The density correlation is extracted from inclusive charged
particle multiplicity distributions measured as a function of
pseudorapidity window size δη. Negative binomial distribu-
tions (NBDs) are fit to the measured multiplicity distributions,
and the NBD parameters µ (mean) and k−1 (deviation from
a Poissonian width) are determined. The product of the
correlation strength α and the correlation length ξ is extracted
from a known relation between the product of αξ and the
NBD k parameter as a function of δη. We expect a monotonic
correspondence between initial temperature and measured
energy density based on Bjorken picture [21], which in turn has
a monotonic relation with the number of participant nucleons,
Npart, in a collision [22]. Thus the critical behavior of αξ near
Tc can be observed as a nonmonotonic increase as a function
of Npart.

It is worth noting that most experimentally accessible points
on the phase diagram are neither phase boundaries nor the
endpoint. Therefore, before searching for a special phase point
such as CEP based on particular theoretical assumptions, we
would rather observe and define phase boundaries by general
methods. The application of the GL framework for density
correlations far from Tc provides this approach. It is known that
the GL framework is not applicable directly at T = Tc because
the fluctuations become too large to be described consistently.
The correlation length ξ cannot be defined at Tc, where many
length scales from small to large emerge. This is the origin of
the power-law behavior, or fractal nature of fluctuations at the
critical phase boundary. However, in the regions relatively
far from Tc, the fluctuations are naturally expected to be
small. Therefore the GL approach is suitable in the nuclear
collision environment as long as the system approaches a phase
boundary from a thermalized state with T well above Tc. As a
future prospect, once we define a phase boundary even in the
crossover region, we can further investigate the characteristic
nature of the phase point, such as critical exponents based on
the chiral condensate [23–25] along the phase boundary, to
judge whether the point corresponds to a CEP or not.

The organization of this paper is as follows. Section II
provides the exact definition of the experimental observables.
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Section III describes the PHENIX detector used to make the
measurements. Section IV describes the event samples used
for this analysis and the method for corrections applied to the
measured multiplicity fluctuations. The systematic errors on
the measured fluctuations are also explained in this section.
In Sec. V, fit results of the NBD parameters in each collision
centrality and pseudorapidity window size are presented, and
the behaviors of the αξ product as a function of Npart are
presented. In Sec. VI, in addition to the discussion on the
observed Npart dependence of αξ , other possible sources of
correlation between inclusive charged particles are discussed.
The relation between the measured energy density and Npart is
discussed to relate Npart to the initial temperature. Conclusions
are given in Sec. VII. In Appendix A, the density correlation
length and susceptibility are exactly defined based on the
GL framework. Finally, in Appendix B all measured NBD
parameters in all collision centralities are tabulated.

II. EXPERIMENTAL OBSERVABLES

In this analysis the density fluctuation will be discussed
via charged particle multiplicity distributions as a function of
the pseudorapidity window size for each collision centrality or
Npart range.

It is known that the charged particle multiplicity dis-
tributions are empirically well described by the NBD in
A+A,p+p, and e+e− collisions [26]. The distribution is
expressed as

Pk,µ(n) = �(n + k)

�(n − 1)�(k)

(
µ/k

1 + µ/k

)
1

1 + µ/k
, (1)

Here µ is the mean of the distribution and k−1 corresponds to
the difference between its width and that of a Poisson with that
mean. Thus the NBD coincides with the Poisson distribution
in the case of k = ∞, and with the Bose-Einstein distribution
in the case of k = 1. In this sense, the NBD k directly reflects
the degree of correlation between the particles produced into
the experimental window.

We can relate the k parameter for the multiplicity distri-
bution within an η window to the correlation between phase-
space densities in different η windows. Specifically, k can
be mathematically related with the second-order normalized
factorial moment F2 by

k−1 = F2 − 1, (2)

where F2 corresponds to the integrated two-particle correlation
function, which can be expressed as [27]

F2(δη) = 〈n(n − 1)〉
〈n〉2

=
∫∫ δη

ρ2(η1, η2)dη1dη2

{∫ δη
ρ1(η)dη}2

= 1

(δη)2

∫ ∫ δη C2(η1, η2)

ρ̄1
2 dη1dη2 + 1, (3)

where n is the number of produced particles and δη is the
pseudorapidity window size inside which the multiplicities
are measured. In Eq. (3) we introduced one- and two-particle
inclusive multiplicity densities ρ1 and ρ2 based on the inclusive
differential cross section relative to the total inelastic cross

section σinel as follows [26]:

1

σinel
dσ = ρ1(η)dη,

(4)
1

σinel
d2σ = ρ2(η1, η2)dη1dη2.

Here ρ̄1 is the average density per unit length within δη, which
is defined as

ρ̄1 = 1

δη

∫ δη

ρ1(η)dη. (5)

With these densities, the two-particle density correlation
function is defined as

C2(η1, η2) = ρ2(η1, η2) − ρ1(η1)ρ1(η2). (6)

Instead of measuring C2 or F2 directly, in this analysis
we extract the NBD k parameter as a measure of particle
correlations over η. This is partly for historical reasons [28]
but also because, as shown in Sec. IV, we can correct the
measurement of k for the detector imperfections in a very
robust way by using a statistical property of NBD, whereas
the same correction made at the level of F2 would require
additional information on the parent distribution.

The normalized two-particle correlation function C2 in the
experiment can be parametrized as follows, based on the one-
dimensional functional form obtained in the GL framework
[see Eq. (A8)]:

C2(η1, η2)

ρ̄1
2 = αe−|η1−η2|/ξ + β, (7)

where ρ̄1 is proportional to the mean multiplicity in each
collision centrality bin, or range of Npart, and the scale
factor α is the strength of the correlations at the zero
separation. The constant term β arises from any kind of
experimental and physical correlations that are independent
of the pseudorapidity separation, such as the residual effect of
finite centrality binning.

Further, one has to take into account the fact that the
damping behavior in Eq. (A8) is caused only by the spatial
inhomogeneity of the system at a fixed temperature. In
realistic collisions and event samples there is no single rel-
evant temperature. For instance, finite centrality binning adds
together a range of fluctuations originating from collisions
with different Npart. However, in principle these centrality-
correlated fluctuations are independent of the thermally
induced spatial fluctuations. In addition, although the self-
correlation at the zero distance between two subvolumes in
Eq. (A6) was excluded, the self-correlation cannot be excluded
in the integrated two-particle correlation function contained in
Eq. (3). We have tried various functional forms for C2, which
contained power terms and also plural correlation lengths.
However, we found empirically that just adding the constant
term in Eq. (7) produced the best-fit results to all data points.

Finally, the relation between the NBD k parameter and
the pseudorapidity window size δη can be obtained by the
substitution of Eq. (7) into Eq. (3) [28,29]:

k−1(δη) = F2 − 1 = 2αξ 2(δη/ξ − 1 + e−δη/ξ )

δη2
+ β. (8)
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In the limit of ξ � δη, which we believe holds in this analysis,
Eq. (8) can be approximated as

k(δη) = 1

2αξ/δη + β
(ξ � δη), (9)

where experimentally we cannot resolve α and ξ separately,
but the product αξ can be directly determined. The product
is related to the susceptibility in the long-wavelength limit,
χω=0 ∝ |T − Tc|−1, for a given temperature T based on
Eq. (A11). Combined with the parametrization in Eq. (7), the
αξ product should then follow as

αξ ∝ ρ̄−2
1

1

|1 − Tc/T | . (10)

Since we expect that ρ̄1 is a monotonic function of T , in the
limit of T far from Tc, αξ should vary monotonically as a
function of T . However, if T approaches Tc, the αξ product
will show a singular behavior. Therefore, any nonmonotonic
increase of αξ could be an indication of T ∼ Tc near a critical
point. If the experimental bias term β is excluded in Eq. (9),
the slope in k versus δη thus contains crucial information on
the phase transition.

It is worth mentioning that in this method, correlations
on scales even smaller than the minimum δη window can be
meaningfully discussed based on the differences of the NBD
k as a function of δη window sizes, since the correlations are
always integrated from the limit of the detector resolution to
δη window size.

III. PHENIX DETECTOR

PHENIX is one of four experiments operating at RHIC
[30]. The PHENIX detector has two central spectrometer
arms, denoted East and West. Each central arm covers the
pseudorapidity range |η| < 0.35 and subtends an azimuthal
angle range �φ of π/2 around the beam axis (z direction).
PHENIX includes global detectors that provide information for
event triggers as well as measurement of collision points along
the beam axis and collision centralities. A detailed description
of the PHENIX detector can be found in Ref. [30]. The detector
subsystems relevant for this analysis will be briefly explained
in the following.

Charged particles are measured by a drift chamber (DC)
and two multiwire chambers with pad readout (PC1 and PC3)
located at 2.2, 2.5, and 5 m from the beam axis in the East
arm, respectively. The collision vertex points were measured
using the time difference between two Beam-Beam Counters
(BBC) located at z = +144 cm (north side) and z = −144 cm
(south side) from the nominal interaction point (IP) along
the beam line, which cover pseudorapidity ranges of 3.0 <

η < 3.9 (north) and −3.9 < η < −3.0 (south), respectively.
Each BBC has 64 Čerenkov counter elements with the typical
time resolution of 50 ps. Combined with BBC’s, two Zero
Degree Calorimeters (ZDCs) were further used. The ZDCs
are designed to measure energies of spectator neutrons within
a cone of 2 mrad around the beam axis. The two ZDC’s are
located at z = ±18.25 m from the IP, respectively. The Au+Au
minimum bias trigger and collision centralities were provided
by combining information from both BBCs and ZDCs.

IV. DATA ANALYSIS

A. Run and event selection

We have used data taken in Au+Au collisions at
√

sNN =
200 GeV with the magnetic field off condition during RHIC
Run 2 in 2002, to optimize acceptance for the low-pT charged
particles. The basic trigger required coincident hits in the two
BBCs (equal or more than two hit Čerenkov elements in each
side) and the two ZDCs (equal or more than one neutron in each
side). The efficiency of this minimum-bias trigger is estimated
as 92.2+2.5

−3.0% to the total Au+Au inelastic cross section by the
Monte Carlo (MC) simulation based on the Glauber model
[13]. Events with collision points within ±5 cm from the
nominal IP as measured by the BBC were analyzed. In total,
258,000 events taken by the minimum-bias trigger were used in
this analysis. We have rigorously checked the detector stability
by looking at multiplicity correlations between the relevant
subdetector systems, as well as by monitoring positions of
inefficient areas over the span of the analyzed dataset. We
allowed 2% fluctuation on the average multiplcity of measured
number of charged tracks in the entire analyzed run ranges.

B. Track selection

In this analysis, charged tracks detected in the East arm
(|η| < 0.35,�φ < π/2) were used. As charged track selection
criteria, we required that each straight-line track reconstructed
by a DC hit pattern associated with a PC1 hit be aligned with
a PC3 hit and the collision vertex point measured by the BBC.
We required associations between DC tracks and PC3 hits to
be within 10 cm in the distance of closest approach (DCA),
which was determined to minimize the random associations.
The DC has six types of wire modules; two of them are used
for the track reconstruction for the azimuthal angle and the
others are used for the pattern recognition. Selected tracks
were reconstructed by using all wire modules of the DC.

In addition to the single track selection, we required a
minimum two-track separation to minimize effects from fake
tracks and associated secondary particles. When we find tracks
within the minimum separation window of δη < 0.001 and
δφ < 0.012 rad, we count them as one track, independent of
the number of reconstructed tracks in the window. These cut
values were determined by looking at δη and δφ distributions
on the η-φ plane of any two track pairs in the real data sample.
The DC track resolution of 2 mm in the z direction at a
reference radius of 220 cm from the beam axis corresponds
to 1.0 ×10−3 in η. PC1 and PC3, which are used for the
track association, have the same solid angle, and these pixel
sizes are 8.4 and 14.7 mm, respectively. These pixel sizes
are greater than the requirement of two-track separation cuts;
however, these resolutions are 1.7 and 3.6 mm for PC1 and
PC3, respectively, in the z direction, and these values also
corresponds to 1.0 × 10−3 in η. The resolution in φ is 1 mrad,
but the maximum drift length in the DC corresponds to 0.012
rad. Therefore the two-track separation window size in η and
φ is consistent with what is expected.

For the normal magnetic field condition at the PHENIX
detector, which is used to identify the charged particles, the
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threshold transverse momenta pT correspond to 0.2, 0.4,
and 0.6 GeV/c for charged pions π±, charged kaons K±,

and protons p (and antiprotons p̄), respectively [31]. Since
this analysis used the data taken without magnetic field, the
threshold transverse momenta pT can be lowered to 0.1, 0.25,
and 0.35 GeV/c for π±,K±, and p (and p̄), respectively.
They were estimated by the GEANT-based MC [32] simulation
by requiring the equivalent single-track selection criteria. The
average transverse momentum pT for the detected inclusive
charged particles used in this analysis corresponds to 0.57
GeV/c, which was also estimated by using the measured pT

spectra [31] with the MC simulation. Therefore, the difference
of the rapidity and pseudorapidity is at most 3% at the edge of
the PHENIX acceptance.

C. Centrality definition and the number of participant nucleons

The collision centrality was determined by looking at the
correlation between a deposited charge sum in both north and
south BBCs and an energy sum in both ZDCs on an event-
by-event basis. As shown in Fig. 1, the centrality percentile is
defined as the fraction of the number of events in a selected
centrality bin on the correlation plot to the total number
of minimum-bias events, corrected for the minimum-bias
trigger efficiency. Each axis is normalized to its maximum
dynamic range. As the standard centrality definition, we adopt
a 5% centrality bin width from 0–5% (central) to 60–65%
(peripheral) as indicated in the figure. The lower limit of 65%
is indicated by the solid line in the figure. In the following
analysis, as control samples, we also adopt a 10% bin width by
merging two 5% bin width samples from 0–10% to 50–60%
and from 5–15% to 55–65%. The latter is referred to as a
5% shifted 10% bin width. It is noteworthy that the change
of the centrality bin width shifts the mean values in the
charged particle multiplicity distributions, which becomes a
strict systematic check on parameter extractions with different
event ensembles, even with the same total event sample.

FIG. 1. (Color online) Definition of collision centrality, BBC
charges versus ZDC energy. Event samples in 5% bin width are
plotted from 0–5% (central) to 60–65% (peripheral). The solid line
indicates the limit of the most peripheral sample used for this analysis.

Mapping the centralities to the number of participant
nucleons, Npart, is based on the Glauber model, which is
described in detail in Ref. [22]. The quoted mean Npart and its
error can be obtained from Ref. [31]. Only in the 5% shifted
10% bin width case were the mean Npart and its error evaluated
by averaging two 5% centrality bins and estimated from its
error propagations, respectively.

D. Measurement of multiplicity distributions of
charged particles

Multiplicity distributions of charged particles were mea-
sured while changing the pseudorapidity window size δη

from 0.066 to 0.7 with a step size of 0.7/25 = 0.022. For a
given pseudorapidity window size, the window position in the
pseudorapidity axis was shifted by a step of 0.7/28 = 0.0027
as long as the window is fully contained within the PHENIX
acceptance of |η| < 0.35. For each window position NBD
fits were performed to the multiplicity distributions. Biases
originating from inefficient detector areas were corrected with
the procedure explained in Sec. IV E. Since even corrected
NBD k parameters are not necessarily equal in the case of
extremely inefficient window positions, we have truncated
window positions where the reconstruction efficiency is below
50%. This truncation is mainly to exclude biases from the
largest hole in the middle of the charged particle detector, as
shown in Figs. 2(a) and 2(c). After the truncation, we obtained
the weighted mean of corrected NBD parameters (〈µc〉, 〈kc〉)
for a given window size, which are defined as

〈µc〉 ≡
n∑

i=1

δµc
−2
i µci/

n∑
i=1

δµc
−2
i ,

(11)

〈kc〉 ≡
n∑

i=1

δkc
−2
i kci/

n∑
i=1

δkc
−2
i ,

where n is the number of valid window positions after the
truncation and δ indicates errors on fitting parameters by the
MINUIT program [33] in each window position i. We have
performed this procedure in each centrality bin with 5% and
10% centrality bin width, respectively.

The lower limit of 0.066 was determined so that small
window sizes, where corrected NBD k was seen to depend
heavily on window position, are all excluded. The lower limit
is common for all centrality bins.

E. Correction of NBD k and µ

Any dead or inefficient areas in the detector have been
identified and the bias on the NBD parameters has been
corrected based on a suitable statistical property of NBD. Maps
of dead areas were produced from the track projection points
onto the η-φ plane in the data after the track selections, as
shown in Fig. 2(a), where the detector acceptance is divided
into 28 × 28 bins in the η-φ plane. The accumulated number of
hits over the total event sample in each bin is shown by a gray
scale reflecting the statistical weights. The scale is normalized
to the mean number of hits in the peak position shown in
Fig. 2(b). Figure 2(b) shows the number of bins among
subdivided 28 × 28 bins as a function of the accumulated
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FIG. 2. (Color online) Two-dimensional dead-map definitions.
(a) Track projection points onto the η-φ plane in the data after all
track selections. The scale is normalized to the mean number of hits
in the peak position in (b). (b) The number of bins among subdivided
28 × 28 bins as a function of the accumulated number of hits over the
total event sample. (c) Definition of the central dead map by excluding
the detector region below 3σ , where black parts are identified as dead
areas.

number of hits over the total event sample in each 1/28 × 1/28

acceptance. If there were no dead or inefficient area, a binomial
distribution is expected with a probability of 1/28 × 1/28 to
the total acceptance. For the binomial part, we took a ±3σ

region. However, if there are any dead or inefficient areas they
tend to contaminate the lower tail of the binomial distribution.
We defined a central dead map by excluding detector region
below 3σ, as shown in Fig. 2(c) where black indicates regions
that are identified as dead areas. The fraction of good area
corresponds to 78% of the total acceptance. This map was
used to completely suppress particles that hit the dead areas in
the real data.

As long as the baseline distribution is approximated as a
NBD, which is certainly true as observed in E802 [28] and
in the present analysis, one can estimate the relation between
true k values of the NBD and biased k values from dead or
inefficient areas based on the convolution theorem of the NBD.
For two independent NBDs with (µ1, k1) and (µ2, k2), it is
known that the convolution of the two NBDs is a NBD with
(µc, kc) that satisfies the relations

kc = k1 + k2,
(12)

µc = µ1/k1(k1 + k2),

where µ1/k1 = µ2/k2 holds [34,35]. Therefore the correction
can be applied by multiplying a ratio of the total number of η-φ
bins in a given η window size to the number of bins excluding
dead area, as the geometrical acceptance corrections can be
applied.

Strictly speaking, we cannot completely reproduce the
original k by this correction, because NBDs in different
positions are not completely independent. However, except
for the large hole, which is already excluded by the truncation,
small holes are scattered rather uniformly in the azimuthal
direction for any position of the δη windows. As the simplest
overall correction to each window position, we applied the
convolution theorem [34,35] by assuming a collection of
independent NBD sources. As long as the correction is
applied in the same manner for all the azimuthal holes, it
does not greatly affect the differential measurement to the
pseudorapidity space. If the correction is accurate enough, we
can expect a constancy of the corrected k values that should
be independent of the fraction of dead areas. Based on the
degree of constancy of corrected k as a function of the fraction
of dead areas in each window position for a given δη window
size, the incompleteness of the correction in each window size
has been checked. As briefly mentioned in the last paragraph
of Sec. IV D, the window sizes to be analyzed were determined
so that systematic error bands on 〈kc〉 explained in Sec. IV F
can contain the most corrected k values, independently of the
fraction of dead areas in each window position.

F. Statistical and systematic errors

As a convolution of statistical errors, we adopted er-
rors on weighted mean values (δ〈µc〉, δ〈kc〉) on corrected
NBD parameters after the window truncation mentioned in
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Sec. IV D, which are defined as

δ〈µc〉2 ≡
¯δµci

2

nind
,

(13)

δ〈kc〉2 ≡
¯δkci

2

nind
,

where ¯δµci and ¯δkci are, respectively, defined as
∑n

i=1 δµc/n

and
∑n

i=1 δkc/n with the number of valid window positions
n after the truncation and nind ≡ 0.75/δη is the number of
statistically independent window positions for a given δη

window size. This statistical error on δ〈kc〉 is referred to as
δ〈kc〉 (stat).

The dominant sources of systematic errors for the cor-
relation length measurement are the correction procedure
with dead maps and the two-track separation cuts, since
both introduce unphysical correlations. We have allowed 2%
fluctuation on the average multiplicity of measured number of
charged tracks. This fluctuation is also a result of dead channels
in the tracking detectors, as discussed in Sec. IV B. To estimate
this, we defined two more patterns of dead maps with the
definition of 3σ ± 0.5σ as indicated in Fig. 2(c). The deviation
of 〈kc〉 from the central dead-map definition is referred to as
δ〈kc〉 (dead), which corresponds to 3.4% typically.

The two-track separation cut serves mainly to reject fake
track effects; these are dominantly observed in the φ direction
rather than η, since the PC1 hit requirement fixes the z positions
along the beam axis. Therefore, the effect of the δφ cut was
estimated as ±0.002 rad around the central cut value of 0.012
rad with a fixed cut value on δη of 0.001. The deviation of 〈kc〉
from the central value reslting from the fake track rejection cut
is referred to as δ〈kc〉 (fake). This systematic error increases
at higher centrality bins and is estimated as 5.8% and 0.3% at
0–5% and 60–65% centrality bins, respectively.

The 〈kc〉 (stat) is related to agreement between multiplicity
distributions and NBDs. The 〈kc〉 (dead) and 〈kc〉 (fake)
depends on the position of the window and the average
multiplicity in a selected centrality bin, respectively. By
treating these contributions as independent systematic error
sources, the total systematic error δ〈kc〉 (total) on 〈kc〉 in each

δη in each centrality was obtained by the quadratic sum over
δ〈kc〉 (stat), δ〈kc〉 (dead), and δ〈kc〉 (fake).

V. RESULTS

In this section the results of the NBD fits are first tabulated.
Then the measured NBD k as a function of the pseudorapidity
window sizes in various centrality bins are shown. Lastly,
the Npart dependences of extracted αξ product in Eq. (9) are
presented.

A. NBD fit

NBD fit results in all window sizes in all centrality bins are
summarized in Tables III–XXVII in Appendix B, where 〈µc〉
and 〈µ〉 are weighted means of corrected and uncorrected
µ over all window positions respectively and 〈kc〉 and 〈k〉
are weighted means of corrected and uncorrected k over all
window positions, respectively. The 〈µc〉s are corrected only
for the effect of the detector dead areas, as described in
Sec. IV E. The mean multiplicities were confirmed to be
consistent with the result of the independent analysis by
a different method using only PC1 and PC3 [22], after
known additional correction factors were taken into account.
Statistical errors on weighted means δ〈kc〉 (stat) are obtained as
explained in Sec. IV F. 〈χ2/NDF 〉 is the average of reduced
χ2 of NBD fits over all window positions. 〈NDF 〉 is the
average of the degree of freedom of NBD fits over all window
positions, and the systematic errors δ〈kc〉 (dead), δ〈kc〉 (fake),
and δ〈kc〉 (total) are already explained in Sec. IV F.

The mean and r.m.s. values of the reduced χ2 values in the
NBD fit over all window positions and all δη sizes and all
centralities were obtained as 0.75 and 0.33, respectively. The
mean value corresponds to typically an 80% confidence level.
Therefore, it is good enough to assume NBD as a baseline
multiplicity distribution to obtain the integrated correlation
function via the k parameter.

As a demonstration to show how well the NBD fits work,
Fig. 3 shows the charged particle multiplicity distributions
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FIG. 3. (Color online) Uncorrected charged
particle multiplicity distributions in each pseudo-
rapidity window size, as indicated in the legend,
at 0–10% collision centrality. The distributions
are shown as a function of the number of tracks
n normalized to the mean multiplicity 〈n〉 in
each window. The error bars show the statistical
errors. The solid curves are NBD fit results.
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in each pseudorapidity window size in 1/8 fractions of the
full rapidity coverage of |η| < 0.35 with 0–10% events in
the collision centrality, where the uncorrected multiplicity
distributions within the total error bands on 〈kc〉 in Table III
(Appendix B) are all merged. The distributions are shown
as a function of the number of tracks, n, normalized to the
mean multiplicity 〈n〉 in each window. The error bars show the
statistical errors on the merged distributions. The solid curves
are fit results with the NBD only for demonstration purposes.
The fit results in Tables III–XXVII are not obtained from
these convoluted distributions, whose accuracies are degraded
by the convolutions with different µ values owing to different
detector biases depending on the window positions.

B. k versus δη

Figures 4(a) and 4(b) show 〈kc〉 as a function of pseudo-
rapidity window size with 10% and 5% centrality bin width,
respectively. Centrality classes are indicated inside the figures.
The error bars show δ〈kc〉 (total) defined in Sec. IV F. The solid
lines in Fig. 4 indicate the fit results based on Eq. (9). The fits

were performed in the δη region from 0.066 to 0.7 as explained
in Sec. IV D.

If we could reliably measure the NBD k parameter for
arbitrarily small δη ∼ 0 windows, then α and ξ could be treated
as independent free parameters for each centrality. In the real
experimental situation, there is an anticorrelation between α

and ξ because of the lack of reliable data points close to δη ∼ 0,
if we attempt to fit with Eq. (8). However, at least an upper
limit on the absolute scale of ξ was obtained as ξ < 0.035
by the free parameter fits based on Eq. (8). It is qualitatively
consistent with expectation from numerical calculations [36]
that the correlation lengths become smaller in the RHIC energy
than for p+p collisions [26] and low-energy A+A collisions
[28].

Since the upper limit of ξ is small enough compared to the
fitting region of δη (ξ � δη), Eq. (9) can be applied for the fits
to the NBD k as a function of δη. In this case, the αξ product,
which is related to the susceptibility in the long-wavelength
limit as defined in Eq. (A11), can be obtained by the fits
without any physical assumptions. The typical χ2/NDF in
the fit based on Eq. (9) is 0.132, which corresponds to a 99%
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FIG. 4. (Color online) Weighted mean of corrected NBD k, 〈kc〉, as a function of pseudorapidity window size with (a) 10% and (b) 5%
centrality bin widths. Centrality classes are indicated in the figure legend. The error bars show δ〈kc〉 (total), as explained in Sec. IV F. The solid
lines indicate the fit curves of Eq. (9).
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FIG. 5. Fit results based on Eq. (9): (a) β

and (b) products of αξ as a function of Npart. The
horizontal error bars correspond to ambiguities
in the mean value of Npart as explained in
Sec. IV C. The vertical error bars are obtained
from errors on the fitting parameter.

confidence level. Therefore, the small correlation length is
confirmed as below the minimum δη window sizes of 0.066.

As explained in Sec. II for Eq. (9), in the limit of β = 0,
the slopes in k versus δη have crucial information on the phase
transition. In Fig. 4 we can identify different behaviors in
slopes around the 40–50% centrality region even without fit
curves.

C. αξ product versus Npart

Figures 5(a) and 5(b) show the obtained fit parameters β

and αξ with Eq. (9) as a function of Npart, where results for
both the 5% and 10% centrality bin width cases are plotted
as filled and open circles, respectively. The smooth solid and
dotted curves are provided to guide the eye. The horizontal
error bars correspond to ambiguities on the mean value of
Npart as explained in Sec. IV C. The vertical error bars are
obtained from errors on the fitting parameter by the MINUIT

program [33].

Table I summarizes the fit results where centralities and
corresponding Npart, αξ, β, and χ2/NDF obtained by the
fit with Eq. (9) are shown for 10% and 5% centrality bin
cases, respectively. The β parameter in Eq. (7) can absorb
any effects independent of pseudorapidity space correlations,
as discussed in Sec. II. For a wider centrality bin, the width
of the multiplicity distribution becomes broader, since events
with a wider range of centralities are included in the bin. This
causes the systematic difference of β in the 5% and 10%
centrality datasets as shown in Fig. 5(a). The systematic shift
of β parameters to smaller values in the smaller centrality
bin width suggests that β dominantly contains fluctuations
on Npart. The ambiguity of Npart measured by PHENIX is not
large compared, for example, to NA49, where a nonmonotonic
behavior of the scaled variance of multiplicities was seen as
a function of the number of projectile participant nucleons
[37]. In NA49, only spectators from the projectile nucleus
are measurable, causing an increase of scaled variance of
multiplicity distributions in peripheral collisions owing to
dominantly large Npart fluctuations in the target nucleus [38].
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TABLE I. The αξ and β in Eq. (9) obtained by the fits to 〈kc〉 versus δη. Upper and lower columns corresponds to 10% and 5% centrality
bin width cases, respectively.

Centrality (%) 〈Npart〉 αξ (∝ χω=0) β χ 2/NDF (NDF = 27)

0–10 325.2 ± 3.3 0.17 × 10−3 ± 0.03 × 10−3 0.80 × 10−2 ± 0.02 × 10−2 0.24
5–15 276.4 ± 4.0 0.19 × 10−3 ± 0.03 × 10−3 1.17 × 10−2 ± 0.02 × 10−2 0.16

10–20 234.6 ± 4.7 0.24 × 10−3 ± 0.04 × 10−3 1.51 × 10−2 ± 0.03 × 10−2 0.14
15–25 198.4 ± 5.4 0.36 × 10−3 ± 0.04 × 10−3 1.72 × 10−2 ± 0.03 × 10−2 0.26
20–30 166.6 ± 5.4 0.39 × 10−3 ± 0.05 × 10−3 1.96 × 10−2 ± 0.03 × 10−2 0.09
25–35 138.6 ± 4.9 0.46 × 10−3 ± 0.06 × 10−3 2.31 × 10−2 ± 0.04 × 10−2 0.09
30–40 114.2 ± 4.4 0.62 × 10−3 ± 0.06 × 10−3 2.77 × 10−2 ± 0.05 × 10−2 0.13
35–45 92.8 ± 4.3 0.71 × 10−3 ± 0.07 × 10−3 3.26 × 10−2 ± 0.05 × 10−2 0.14
40–50 74.4 ± 3.8 0.76 × 10−3 ± 0.09 × 10−3 3.96 × 10−2 ± 0.07 × 10−2 0.14
45–55 58.8 ± 3.3 0.54 × 10−3 ± 0.11 × 10−3 4.85 × 10−2 ± 0.08 × 10−2 0.05
50–60 45.5 ± 3.3 0.67 × 10−3 ± 0.14 × 10−3 6.22 × 10−2 ± 0.11 × 10−2 0.11
55–65 34.6 ± 3.8 0.69 × 10−3 ± 0.18 × 10−3 8.19 × 10−2 ± 0.14 × 10−2 0.05

0–5 351.4 ± 2.9 0.23 × 10−3 ± 0.03 × 10−3 0.19 × 10−2 ± 0.02 × 10−2 0.18
5–10 299.0 ± 3.8 0.20 × 10−3 ± 0.03 × 10−3 0.46 × 10−2 ± 0.02 × 10−2 0.27

10–15 253.9 ± 4.3 0.20 × 10−3 ± 0.04 × 10−3 0.75 × 10−2 ± 0.02 × 10−2 0.17
15–20 215.3 ± 5.3 0.36 × 10−3 ± 0.04 × 10−3 0.90 × 10−2 ± 0.03 × 10−2 0.18
20–25 181.6 ± 5.6 0.35 × 10−3 ± 0.04 × 10−3 1.08 × 10−2 ± 0.03 × 10−2 0.32
25–30 151.5 ± 4.9 0.45 × 10−3 ± 0.06 × 10−3 1.35 × 10−2 ± 0.04 × 10−2 0.02
30–35 125.7 ± 4.9 0.64 × 10−3 ± 0.08 × 10−3 1.55 × 10−2 ± 0.05 × 10−2 0.09
35–40 102.7 ± 4.3 0.82 × 10−3 ± 0.09 × 10−3 1.90 × 10−2 ± 0.05 × 10−2 0.08
40–45 82.9 ± 4.3 0.95 × 10−3 ± 0.11 × 10−3 2.40 × 10−2 ± 0.07 × 10−2 0.06
45–50 65.9 ± 3.4 0.68 × 10−3 ± 0.13 × 10−3 2.86 × 10−2 ± 0.08 × 10−2 0.08
50–55 51.6 ± 3.2 0.67 × 10−3 ± 0.18 × 10−3 3.72 × 10−2 ± 0.11 × 10−2 0.11
55–60 39.4 ± 3.5 1.02 × 10−3 ± 0.23 × 10−3 5.19 × 10−2 ± 0.16 × 10−2 0.06
60–65 29.8 ± 4.1 1.05 × 10−3 ± 0.29 × 10−3 6.64 × 10−2 ± 0.19 × 10−2 0.08

This is due to the partial sampling with respect to the total
number of nucleons in two colliding nuclei. Since both
projectile and target nuclei on both sides can be measured
by BBC and ZDC at PHENIX, such ambiguities of Npart

are suppressed, even in peripheral collisions. Some Npart

fluctuations remain, but the β parameter can absorb this
kind of fluctuation offset. Consequently, Npart fluctuations are
not harmful for the measurement of the αξ products, since
they are based on the differential values of fluctuations for
a given centrality bin. In addition, β is expected to absorb
effects from azimuthal correlations. Because the PHENIX
detector does not cover the full azimuthal range, fluctuations
of low-pT particles caused by reaction plane rotations and
elliptic flow should contribute to the two-particle correlation
function even in the pseudorapidity direction as an offset
in principle. Owing to the β parameter, the nonmonotonic
behavior of the measured αξ in the pseudorapidity direction
cannot be biased by elliptic flow nor by initial geometrical
biases, since the azimuthal correlations are constant over the
narrow pseudorapidity window of |η| < 0.35 [39].

VI. DISCUSSION

A. Other correlation sources

We discuss three other sources of correlation that are not
related to the density correlations we are interested in but
could affect the measurement of the inclusive charged particle

multiplicity fluctuations. The first is charged track pairs from
particle decays in flight. The second is background charged
track pairs originating from secondary particle interactions
in detector materials (i.e., showers and conversion pairs).
For these two sources we have estimated the effects of
contaminations to the inclusive charged particle multiplicity
fluctuations by GEANT-based MC [32] simulations. The third
source is the known short-range correlation from the Bose-
Einstein correlation of identical particles.

The detectable charged particle compositions in the no-
magnetic-field condition with the selection criteria of charged
tracks in Sec. IV B are estimated as 94% for charged pions,
4% for charged kaons, and 2% for protons and antiprotons
in 0–70% centrality. These are obtained by MC simulations
based on identified charged particle spectra measured by
PHENIX [31] up to 4 GeV/c of transverse momentum pT . The
statistically dominant weak decay particles that can contribute
to the inclusive charged particle multiplicity are K0

S → π+π−

and �(�) → p(p)π−(π+). The relative invariant yields of
those particles to charged pions are 15% and 5% for K0

S

and �(�) [40], respectively. They were calculated by the
measured production cross section in Au+Au collisions at√

sNN = 200 GeV. The production cross section of K0
S is

assumed to be the same as that for charged kaons [31]. The
detection efficiency of the charged track pairs from weak decay
particles in the one arm acceptance of the PHENIX detector
(|η| < 0.35,�φ < π/2) is obtained by the MC simulation.
We estimated it by using the pT spectra of charged kaons for
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K0
S as the most dominant meson, and by using the pT spectra

of charged pions with transverse mass scaling for �(�) as
the most dominant baryon, which contribute to the inclusive
charged particle multiplicity fluctuation. As the result, the
ratios of charged track pairs originating from those weak
decay particles to the number of produced charged pions per
event are 0.7% and 0.9% for K0

S and � + �, respectively. The
effects of those correlations on k were estimated as follows.
Suppose two independent NBDs in different windows have
the same NBD parameters of µ and k for a given window size
of δη/2. If there is no correlation between the two windows,
NBD in the δη window size becomes a convoluted distribution
between the two NBDs. This is certainly true, since we know
the correlation length is well below the minimum size of δη

windows, as already discussed. Based on the NBD convolution
theorem, the convoluted NBD parameters µconv and kconv are
expressed as µconv = 2µ and kconv = 2k, respectively, in the
case of no correlation. For the case where the correlated
pairs are embedded, we define the fraction of the number
of correlated pairs with respected to µ as f . Then the mean
value before the correlated pairs are embedded is expressed
as µ(1 − f ) in the δη/2 window. The effect of the embedded
correlation on kconv can be estimated by adding the number
of correlated pairs to both windows simultaneously with the
fraction of f . With µ(1 − f ) and k, we can generate a NBD
with a random number generator in each window of δη/2
and convolute the two NBDs. >From the NBD fit to the
convoluted distribution, we can obtain kconv including the effect
of the correlated pairs. We define the ratio of the deviation of
kconv to the independent case, �k ≡ (kconv − 2k)/2k for K0

S

and � + �, respectively. For all observed (〈µc〉, 〈kc〉) values
in all δη windows in all centralities, we have estimated �k.
The pair fraction f depends on δη window size, since weak
decay particles have their own correlation length owing to the
kinematical constraint. The fractions f were obtained based
on the two-particle correlation of decayed pairs as a function of
δη window size, which were evaluated from the GEANT-based
MC simulation with the actual track-selection criteria. It
should be noted that the integrated fractions correspond to the
aforementioned fractions, 0.7% and 0.9% for K0

S and � + �,
respectively. As a result, the average values of �k over all data
points were estimated as + 0.27%±0.35% (standard deviation)
and +0.40% ± 0.35% (standard deviation) for K0

S and � + �

decays, respectively. In contrast, the average value of relative
errors, δ〈kc〉(total)/〈kc〉, in measured k is ±7.34% ± 3.29%
(standard deviation). We confirmed that the estimated �k

values are all included within the range of the relative errors
on measured k. Therefore, we can conclude that the effect of
the statistically dominant weak decay pairs with a few percent
level on the αξ product cannot exceed the full error sizes of
the αξ products in Table I.

The amount of material before the tracking system is 1.3%
of a radiation length. It produces electron-positron pairs with
1.0% photon conversion probability. Almost 100% of photons
up to 4 GeV/c of pT are produced by decays from neutral pions.
The detection efficiency of electron-positron pairs that survive
after the requirement of the charged track associations and
two-track separations in Sec. IV B is estimated as 0.22%. It was

estimated by the MC simulations with a flat pT distribution of
photons. Since the opening angle of the conversion pairs is very
small, these conversion electrons are strongly suppressed by
the two-track separation cuts. Consequently, electron-positron
pairs of 2.2 × 10−3% with respect to the produced charged
pions per event contribute to the multiplicity fluctuations. The
efficiency of charged track pairs, which is produced by the
materials from single charged hadrons as knock-on electrons
(positrons), is estimated as less than 5.8 × 10−5%. Since the
total pair fractions are much smaller than that in weak decays
by several orders of magnitude, we can conclude that the
effects of those secondary particles on the αξ products are
negligible.

If the observed correlation were to originate only from
the Bose-Einstein effect, then we would expect α to be
directly related to the chaoticity parameter λ in HBT analysis,
which is measured in relative momentum space q. A similar
measurement in pseudorapidity space based on Eq. (7) in
low-energy A+A collisions [41] indicates the direct relation
between λ and α. The observed two-particle correlation
strength α in pseudorapidity space is weaker than λ measured
in q space and essentially becomes zero for the particle pairs
selected in the higher q region where the HBT effect also
becomes zero. This indicates that the observed pseudorapidity
correlations in the lower energy A+A collisions are essentially
explained purely by the HBT effect. In Au+Au collisions at√

sNN = 200 GeV, the measured λ shows constant behavior
as a function of Npart within 12% and a monotonic Npart

dependence of HBT radii has been observed [42,43]. This
implies that the nonmonotonic behavior of the αξ product
cannot be explained solely as a result of the known HBT effect,
because α ∝ λ is expected to be constant for any Npart, and ξ,

which would be related to the HBT source radii, is expected
to be monotonic, if the known HBT effect is the only source
of the correlation.

B. Evaluation of the nonmonotonic behavior of αξ

The αξ product obtained by Eq. (9) is related to suscep-
tibility in the long-wavelength limit, χω=0, as described in
Sec. II. According to Eq. (10), if the system temperature
T is far from the critical temperature Tc then αξ is ex-
pected to decrease monotonically with increasing T , which
is a monotonic function of Npart, as will be discussed in
Sec. VI C. Therefore, one can assume a monotonically de-
creasing function as a hypothesis of the baseline in T far from
Tc. As baseline functional forms for αξ versus T we consider
the following two cases. The first is a power-law function,
which is naturally expected from Eq. (10), and the second
is a linear function, the simplest assumption. The power-law
baseline and the linear baseline are parametrized as

αξ (Npart) = p1(Npart)
p2 (14)

and

αξ (Npart) = p1 + p2Npart (15)

with fit parameter p1 and p2, respectively. As a test hypothesis,
we assume a local maximum on the monotonic baselines in
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FIG. 6. (Color online) αξ versus Npart in Table I with fit curves. The dashed and solid curves show the fit results with the baseline functions
[Eqs. (14) and (15)] and with the composite functions [Eqs. (16) and (17)], respectively. (a) 5% and (b) 10% bin width cases with the power-law
baselines. (c) 5% and (d) 10% bin width cases with the linear baselines.

αξ versus Npart. Although the functional form around the
local maximum is not known a priori without introducing a
physical model, we can at least discuss the significance of the
local maximum above the monotonic baseline by introducing
a Gaussian distribution. The composite functions are defined
as

αξ (Npart) = p1(Npart)
p2 + ae

− (Npart−m)2

2w2 (16)

and

αξ (Npart) = p1 + p2Npart + ae
− (Npart−m)2

2w2 , (17)

where a,m, and w correspond to amplitude, mean, and width
of the Gaussian component, respectively. Fits with the four
functional forms were performed to αξ versus Npart in the

range 20 < Npart < 200. Figure 6 shows αξ versus Npart from
Table I with those fit curves. The dashed and solid curves
show the fit results with the baseline functions and with the
composite functions. Figures 6(a) and 6(b) correspond to
5% and 10% bin width cases with the power-law baselines.
Figures 6(c) and 6(d) correspond to 5% and 10% bin width
cases with the linear baselines. Table II summarizes all the
fit results from the MINUIT program [33], including functional
forms, centrality bin widths, χ2/NDF (NDF ), the Gaussian
amplitude a with its error δa, and the significance of the
amplitude defined as a/δa. Although the significance of the
local maximum with the linear baseline is smaller than that
with the power-law baseline, this is mainly due to the larger
uncertainty on a in Eq. (17) than in Eq. (16). This reflects

TABLE II. The fit parameters in Eqs. (14), (15), (16), and (17).

Functional form Centrality χ 2/NDF (NDF ) a ± δa Significance
bin width (%) (a/δa)

Power law in Eq. (14) 5 2.76 (7)
Power law + Gaussian in Eq. (16) 5 0.60 (4) 0.37 × 103 ± 0.09 × 103 3.98
Linear in Eq. (15) 5 1.23 (7)
Linear + Gaussian in Eq. (17) 5 0.79 (4) 0.27 × 103 ± 0.21 × 103 1.24

Power law in Eq. (14) 10 2.10 (7)
Power law + Gaussian in Eq. (16) 10 0.38 (4) 0.27 × 103 ± 0.08 × 103 3.21
Linear in Eq. (15) 10 1.09 (7)
Linear + Gaussian in Eq. (17) 10 0.43 (4) 0.22 × 103 ± 0.13 × 103 1.69
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the fact that the combination of a Gaussian distribution with
the linear baseline is not as good a fit as that with the
power-law baseline for the given data points. The difference
in the significance between 5% and 10% centrality bin width
cases is not attributed to the correlations with the β parameter,
since β was introduced as a parameter independent of δη.
This can, rather, be understood as the smearing effect of a
peak-like shape resulting from the difference of centrality
bin widths around the mean Npart. In all cases in Table II,
the χ2/NDF values indicate that composite functions are

favored over monotonic functions. This result supports the
nonmonotonicity of αξ as a function of Npart.

Although there is a possibility that more than one correla-
tion length scale is dynamically present, the functional form
with one correlation length can reasonably describe the region
of 0.066 < δη < 0.7 with the average χ2/NDF of 0.132 over
all centralities. We have performed a further check on the Npart

dependence of the αξ products by limiting the region of fit
to 0.066 < δη < 0.306, as shown in Fig. 7. The characteristic
behavior of αξ is still present at around Npart ∼ 90, though
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FIG. 7. Fit results based on Eq. (9) by limiting the range of δη from 0.066 to 0.306: (a) β and (b) products of αξ as a function of Npart. The
horizontal error bars correspond to ambiguities in the mean value of Npart as explained in Sec. IV C. The vertical error bars are obtained from
errors on the fitting parameter.
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with smaller levels of significance than those shown in
Table II. The same significance value of 1.9 was obtained for
both 5% and 10% centrality bin width cases by the fit using
Eq. (16) within the range 20 < Npart < 160. Therefore,
a possible indication of a local maximum is seen
at Npart ∼ 90.

C. Initial temperature and Npart

The Bjorken energy density [21] derived from the measured
dET /dη in the mid-rapidity region is defined as

εBj = 1

cτAT

dET

dy
, (18)

where τ is the formation time and AT is the nuclei transverse
overlap area size. It is well known that the energy density
monotonically increases with increasing Npart in Au+Au
collisions at

√
sNN = 200 GeV [22].

This indicates that the change of Npart even at the
fixed collision energy can yield a fine scan over the
initial temperature. Therefore, the nonmonotonic behav-
ior in the αξ products could be an indication of the
critical initial temperature as defined in Eq. (A11). The
Bjorken energy density εBjτ at the local maximum of αξ

seen at Npart ∼ 90 corresponds to ∼2.4 GeV/(fm2c) with
AT = 60 fm2.

VII. CONCLUSIONS

The multiplicity distributions measured in Au+Au colli-
sions at

√
sNN = 200 GeV are found to be well described by

negative binomial distributions.
The two-particle density correlations have been measured

via the functional form for pseudorapidity density fluctuations
derived in the Ginzburg-Landau framework, up to the second-
order term in the free energy, with a scalar-order parameter
defined as pseudorapidity-dependent multiplicity fluctuations
around the mean value. The functional form can reasonably
fit k versus δη in all centralities in the |η| < 0.35 region
with one correlation length assumption and the constant
term β, which is independent of δη. We found that β

is necessary to absorb residual effects of finite centrality
binning.

We found that the absolute scale of the correlation length
ξ depends on the magnitude of the correlation strength at
zero distance, α, within the range of pseudorapidity window
sizes available in this analysis. However, according to the
free parameter fit results, the upper limit on ξ < 0.035 was
obtained, and it was confirmed by the accuracy of the fits with
approximated integrated correlation function in the limit of
small correlation length (ξ � δη).

The αξ product in the correlation function, which is
monotonically related to susceptibility in the long-wavelength
limit, χω=0, was seen to exhibit a nonmonotonic behavior as
a function of the number of participant nucleons, Npart. A
possible indication of a local maximum is seen at Npart ∼ 90

and the corresponding energy density based on the Bjorken
picture is εBjτ ∼ 2.4 GeV/(fm2c) with the transverse area size
of 60 fm2.

Trivial particle correlations originating from charged track
reconstructions in tracking detectors have been suppressed
in this analysis a priori. The ratio of charged particles from
statistically dominant weak decays and secondary particles
produced in the detector materials, which contribute as
correlated pairs, are respectively estimated below ∼1% and
∼10−3% with respect to the total number of charged pions
in the PHENIX acceptance per event. We have estimated
those effects on measured k values and the deviation re-
sulting from the effect is well inside the total error size of
observed δ〈kc〉. Therefore, we conclude that their contributions
are almost negligible to the observed behavior of the αξ

products.
The behavior may be explained by the onset of a mixture

of different types of particle production mechanisms that are
not necessarily related to temperature or density correlations.
However, interpreted within the Ginzburg-Landau framework
the local maximum of the αξ product could be an indication
of a critical phase boundary.
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APPENDIX A: DEFINITION OF CORRELATION LENGTH
AND SUSCEPTIBILITY IN THE GINZBURG-LANDAU

FRAMEWORK

The Ginzburg-Landau (GL) [19] framework with the
Ornstein-Zernike picture [18] for a scalar-order parameter is
briefly reviewed. The relations with correlation length and
susceptibility are explicitly derived in this appendix.

The first attempt to apply free energy discussions to
nucleus-nucleus collisions can be found in Ref. [44]; ap-
plication to the QCD phase transition is in Ref. [25]. The
GL framework describes the relation between a free energy
density f and an order parameter φ as a function of the
system temperature T . By adding a spatially inhomogeneous
term A(T )(∇φ)2 and an external field h, the general form is
described as follows:

f (T , φ, h) = f0(T ) + 1
2A(T )(∇φ)2 + 1

2a(T )φ2

+ 1
4bφ4 + · · · − hφ, (A1)

where f0 is the equilibrium value of the free energy, terms with
odd powers are neglected owing to the symmetry of the order
parameter, and the sign of b is used to classify the transition
orders: b < 0 for the first order, b > 0 for the second order, and
b = 0 at the critical point. Since the order parameter should
vanish above a critical temperature Tc, it is natural for the
coefficient a(T ) to be expressed as a(T ) = a0|T − Tc|, while
b is usually assumed to be constant in the vicinity of Tc. In the
following, we neglect higher order terms beyond second order.
This approximation corresponds to a picture where a system
approaches the phase boundary from afar, since φ is close to
zero in the regions far from Tc. In this sense, the approximation
is insensitive to the details of the phase transition order (i.e.,
higher order terms), being only sensitive to the behavior
near Tc.

We apply this GL framework to density correlations in
the longitudinal space coordinate z in heavy-ion collisions.
The system of the produced matter dynamically evolves, so
we introduce the proper time frame for each subelement. The
longitudinal space element becomes dz = τ cosh(y)dy, at a
fixed proper time τ , where y is rapidity, as introduced in
Ref. [23]. Since we measure the density fluctuations in the
mid-rapidity regions |η| < 0.35 as described in Sec. III, we
use dy in place of dz by the approximation cosh(y) ≈ 1 to
simplify the form of the correlation function derived from GL
free energy.

The order parameter of this analysis corresponds to mul-
tiplicity density fluctuations of inclusive charged particles
around the mean density. Fluctuations are measured as a
function of a one-dimensional pseudorapidity point η, defined
as

φ(η) = ρ(η) − 〈ρ(η)〉, (A2)

where the pair of brackets indicates an operator to take the
average. In the rapidity region under consideration, rapidity
can be represented by pseudorapidity to a good approximation,
as explained in the last paragraph of Sec. IV B.

With the Fourier expansion of the density fluctuation at
pseudorapidity point η, φ(η) = ∑

ω φωeiωη, where ω is wave

number, one can express the deviation of the free energy
density due to spatial fluctuations from the equilibrium value
f0 as

�F/Y = 1

Y

∫
(f − f0)dη

= 1

2

∑
ω

|φω|2[a(T ) + A(T )ω2], (A3)

where Y is the total pseudorapidity range corresponding to a
one-dimensional volume. Terms up to the second order are
included in the approximation in the vicinity of the critical
point in Eq. (A1). Given the free energy deviation, one can
obtain the statistical weight w for fluctuation φ(η) to occur in
a given temperature T as

W [φ(η)] = Ne−�F/T . (A4)

Therefore the statistical average of the square of the density
fluctuation with the wave number ω is described as

〈|φω|2〉 =
∫ +∞

−∞
|φω|2W

(∑
ω

φωeiωη

)
dφω

= NT

Y

1

a(T ) + A(T )ω2
. (A5)

An experimentally observable two-point density correlation
function can be related to the statistical average of the
square of the density fluctuation. With a density ρ(ηi) for a
given subvolume dηi , the two-point density correlation G2 is
expressed in the case of 〈ρ(η1)〉 = 〈ρ(η2)〉 = 〈ρ〉 as

G2(η1, η2) = 〈[ρ(η1) − 〈ρ〉][ρ(η2) − 〈ρ〉]〉, (A6)

where case 1 coinciding with case 2 is excluded to simplify the
following discussion. Multiplying both sides of Eq. (A6) by
e−iωη ≡ e−iω(η2−η1) and integrating over subvolumes dη1 and
dη2 gives

Y

∫
G2(η)e−iωηdη = 〈|

∫
[ρ(η) − 〈ρ〉]e−iωηdη|2〉

= 〈|φω|2〉. (A7)

From Eqs. (A5) and (A7), G2 can be related to the inverse
Fourier transformation of the statistical average of |φω|2.
Therefore in the one-dimensional case G2 is described as

G2(η) = NT

2Y 2A(T )
ξ (T )e−|η|/ξ (T ), (A8)

where the correlation length ξ (T ) is introduced, which is
defined as

ξ (T )2 = A(T )

a0|T − Tc| . (A9)

In general, a singular behavior of ξ (T ) as a function of T

indicates the critical temperature of the phase transition.
The wave-number-dependent susceptibility can also be

defined from the expansion of the GL free energy based on
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Eqs. (A1) and (A3) as follows:

χω = −
(

∂2f

∂h2

)
=

(
∂h

∂φω

)−1

=
(

∂2(�F/Y )

∂φ2
ω

)−1

= 1

a0|T − Tc|[1 + ω2ξ (T )2]
. (A10)

In the long-wavelength limit of ω = 0, the susceptibility can
be expressed as

χω=0 = 1

a0|T − Tc| = 2Y 2

NT
ξ (T )G2(0). (A11)

In this framework, the ξ and χω=0 diverge at the same
temperature.

APPENDIX B: TABLES OF NBD FIT RESULTS

NBD fit results in all window sizes in all centrality bins
are shown in Fig. 4. Tables III–XIV and Tables XV–XXVII
list results in 10% and 5% bin width cases, respectively. 〈µc〉
and 〈µ〉 are weighted means of corrected and uncorrected
µ over all window positions, respectively. 〈kc〉 and 〈k〉 are
weighted means of corrected and uncorrected k over all
window positions, respectively. Statistical errors on weighted
means δ〈kc〉 (stat) are obtained as explained in Sec. IV F.
〈χ2/NDF 〉 is the average of reduced χ2 of NBD fits over
all window positions. 〈NDF 〉 is the average of the degree of
freedom of NBD fits over all window positions. Systematic
errors δ〈kc〉 (dead), δ〈kc〉(fake), and δ〈kc〉 (total) are explained
in Sec. IV F.

TABLE III. NBD fit results in centrality 0–10%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 77.535(60.011) ± 0.108 114.28(88.45) ± 3.21 0.96(71.0) ±2.89 ±2.28 ±4.89
0.678 75.445(58.445) ± 0.106 113.11(87.62) ± 3.29 0.89(69.7) ±4.92 ±3.31 ±6.78
0.656 72.977(56.455) ± 0.103 114.40(88.50) ± 3.38 0.95(68.2) ±4.33 ±3.04 ±6.28
0.634 70.485(54.450) ± 0.101 114.02(88.08) ± 3.42 0.92(66.7) ±4.54 ±3.01 ±6.43
0.613 67.998(52.489) ± 0.099 114.44(88.33) ± 3.52 0.94(65.3) ±3.79 ±2.31 ±5.66
0.591 65.530(50.572) ± 0.096 114.28(88.18) ± 3.60 0.95(63.9) ±3.59 ±2.62 ±5.72
0.569 63.050(48.609) ± 0.094 114.62(88.35) ± 3.71 0.97(62.3) ±3.88 ±2.80 ±6.05
0.547 60.569(46.624) ± 0.091 114.27(87.94) ± 3.80 0.96(60.8) ±3.61 ±2.98 ±6.03
0.525 58.100(44.655) ± 0.089 114.38(87.89) ± 3.92 0.95(59.7) ±3.79 ±2.87 ±6.16
0.503 55.637(42.682) ± 0.086 114.36(87.70) ± 4.03 0.93(57.8) ±3.64 ±3.17 ±6.29
0.481 53.164(40.688) ± 0.084 114.41(87.54) ± 4.17 0.94(56.3) ±4.24 ±3.40 ±6.85
0.459 50.682(38.672) ± 0.081 115.19(87.87) ± 4.35 0.98(54.2) ±4.10 ±3.14 ±6.75
0.438 48.209(36.654) ± 0.079 114.89(87.33) ± 4.51 0.98(52.4) ±4.49 ±3.72 ±7.37
0.416 45.743(34.645) ± 0.076 115.05(87.11) ± 4.71 0.98(50.3) ±4.79 ±3.49 ±7.57
0.394 43.283(32.654) ± 0.074 114.86(86.61) ± 4.90 0.97(48.3) ±4.37 ±4.15 ±7.77
0.372 40.838(30.677) ± 0.071 115.20(86.46) ± 5.17 1.00(46.2) ±4.22 ±4.10 ±7.83
0.350 38.424(28.782) ± 0.049 115.87(86.69) ± 3.88 1.04(44.5) ±3.81 ±4.22 ±6.88
0.328 36.034(27.062) ± 0.047 115.35(86.43) ± 4.04 1.04(42.9) ±4.04 ±4.58 ±7.32
0.306 33.665(25.363) ± 0.045 114.46(86.00) ± 4.21 1.08(41.2) ±4.28 ±4.89 ±7.74
0.284 31.288(23.638) ± 0.043 113.91(85.92) ± 4.39 1.09(39.9) ±3.60 ±5.13 ±7.65
0.263 28.916(21.900) ± 0.041 111.53(84.56) ± 4.51 1.10(37.9) ±3.75 ±5.29 ±7.90
0.241 26.542(20.145) ± 0.039 109.53(83.35) ± 4.67 1.08(36.3) ±3.71 ±5.40 ±8.04
0.219 24.155(18.360) ± 0.030 107.67(82.28) ± 4.03 1.11(34.4) ±3.66 ±5.96 ±8.07
0.197 21.758(16.553) ± 0.028 105.84(80.90) ± 4.29 1.15(32.4) ±3.17 ±6.12 ±8.12
0.175 19.355(14.723) ± 0.023 102.63(78.59) ± 3.96 1.21(30.1) ±3.59 ±6.85 ±8.69
0.153 16.948(12.880) ± 0.021 97.91(75.16) ± 4.19 1.25(27.6) ±3.83 ±6.93 ±8.96
0.131 14.536(11.031) ± 0.017 93.93(72.13) ± 4.01 1.34(24.9) ±3.77 ±7.03 ±8.93
0.109 12.119(9.172) ± 0.014 87.92(66.93) ± 3.81 1.39(21.9) ±3.48 ±7.30 ±8.94
0.087 9.695(7.305) ± 0.011 78.94(58.95) ± 3.35 1.34(18.7) ±3.48 ±7.34 ±8.79
0.066 7.308(5.685) ± 0.008 65.53(49.27) ± 2.87 1.09(15.4) ±4.05 ±6.83 ±8.45
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TABLE IV. NBD fit results in centrality 5–15%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 66.445(51.428) ± 0.098 80.80(62.54) ± 1.92 1.20(68.0) ±2.14 ±2.17 ±3.60
0.678 64.658(50.089) ± 0.097 80.40(62.28) ± 1.95 1.15(66.4) ±3.40 ±1.53 ±4.21
0.656 62.535(48.377) ± 0.094 81.17(62.79) ± 1.99 1.20(65.0) ±2.28 ±1.11 ±3.22
0.634 60.379(46.644) ± 0.092 81.10(62.65) ± 2.02 1.23(64.1) ±2.24 ±1.57 ±3.40
0.613 58.258(44.970) ± 0.090 80.61(62.21) ± 2.06 1.21(62.4) ±2.75 ±1.43 ±3.72
0.591 56.156(43.337) ± 0.088 79.66(61.47) ± 2.08 1.12(60.6) ±2.85 ±1.50 ±3.83
0.569 54.043(41.665) ± 0.085 79.26(61.09) ± 2.12 1.07(59.2) ±2.59 ±1.88 ±3.83
0.547 51.923(39.968) ± 0.083 78.98(60.79) ± 2.17 1.09(57.4) ±2.90 ±1.68 ±3.99
0.525 49.809(38.283) ± 0.081 79.14(60.81) ± 2.23 1.11(56.2) ±2.83 ±1.88 ±4.07
0.503 47.691(36.586) ± 0.078 79.62(61.06) ± 2.32 1.13(54.7) ±2.15 ±1.91 ±3.69
0.481 45.573(34.878) ± 0.076 79.66(60.95) ± 2.39 1.13(53.0) ±2.35 ±1.59 ±3.71
0.459 43.446(33.150) ± 0.073 80.40(61.33) ± 2.48 1.18(51.3) ±2.25 ±1.70 ±3.76
0.438 41.327(31.420) ± 0.071 79.99(60.80) ± 2.56 1.15(49.4) ±2.84 ±2.29 ±4.46
0.416 39.211(29.696) ± 0.069 80.34(60.83) ± 2.67 1.18(47.7) ±2.98 ±2.03 ±4.49
0.394 37.107(27.993) ± 0.067 80.40(60.62) ± 2.79 1.15(45.9) ±3.24 ±2.36 ±4.88
0.372 35.007(26.295) ± 0.064 80.45(60.38) ± 2.92 1.18(43.9) ±3.19 ±2.29 ±4.89
0.350 32.938(24.672) ± 0.044 80.58(60.28) ± 2.17 1.21(42.1) ±3.22 ±2.23 ±4.48
0.328 30.889(23.196) ± 0.042 80.09(60.08) ± 2.25 1.22(40.3) ±3.29 ±2.71 ±4.82
0.306 28.861(21.741) ± 0.040 79.49(59.81) ± 2.33 1.22(38.6) ±3.21 ±2.56 ±4.73
0.284 26.832(20.270) ± 0.038 79.11(59.73) ± 2.44 1.24(37.0) ±2.85 ±2.87 ±4.72
0.263 24.795(18.778) ± 0.036 78.06(59.22) ± 2.55 1.23(35.3) ±3.01 ±3.26 ±5.12
0.241 22.758(17.270) ± 0.035 77.16(58.82) ± 2.68 1.22(33.8) ±2.93 ±3.39 ±5.22
0.219 20.708(15.737) ± 0.026 76.33(58.44) ± 2.32 1.27(32.1) ±2.56 ±3.09 ±4.64
0.197 18.654(14.187) ± 0.025 75.26(57.80) ± 2.47 1.29(30.2) ±2.84 ±3.67 ±5.26
0.175 16.591(12.614) ± 0.020 73.89(56.91) ± 2.30 1.36(28.1) ±2.74 ±3.58 ±5.06
0.153 14.526(11.035) ± 0.019 71.68(55.18) ± 2.44 1.41(25.9) ±2.84 ±3.97 ±5.46
0.131 12.458(9.451) ± 0.015 69.08(53.03) ± 2.31 1.47(23.1) ±2.81 ±4.10 ±5.48
0.109 10.385(7.857) ± 0.013 65.32(49.65) ± 2.23 1.46(20.3) ±2.92 ±4.28 ±5.64
0.087 8.306(6.253) ± 0.010 59.45(44.57) ± 2.03 1.29(17.4) ±2.58 ±4.32 ±5.43
0.066 6.262(4.870) ± 0.007 51.33(38.86) ± 1.88 0.89(14.4) ±2.75 ±4.18 ±5.34

TABLE V. NBD fit results in centrality 10–20%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 55.290(42.794) ± 0.090 63.58(49.21) ± 1.47 1.14(64.0) ±0.37 ±0.57 ±1.62
0.678 53.832(41.701) ± 0.089 62.10(48.11) ± 1.46 0.93(63.1) ±2.48 ±2.60 ±3.88
0.656 52.092(40.299) ± 0.087 61.78(47.79) ± 1.48 0.88(62.3) ±2.34 ±1.54 ±3.17
0.634 50.301(38.858) ± 0.085 61.91(47.82) ± 1.51 0.90(60.3) ±2.06 ±1.23 ±2.83
0.613 48.533(37.463) ± 0.082 61.80(47.70) ± 1.54 0.88(58.5) ±2.10 ±1.09 ±2.83
0.591 46.769(36.093) ± 0.080 62.00(47.85) ± 1.58 0.90(57.9) ±1.74 ±1.21 ±2.64
0.569 45.006(34.698) ± 0.078 61.89(47.71) ± 1.61 0.87(56.6) ±1.77 ±1.06 ±2.62
0.547 43.255(33.296) ± 0.076 61.70(47.49) ± 1.65 0.88(55.1) ±1.80 ±1.34 ±2.78
0.525 41.499(31.895) ± 0.074 61.86(47.55) ± 1.70 0.89(53.8) ±1.95 ±1.21 ±2.86
0.503 39.742(30.488) ± 0.072 61.94(47.51) ± 1.75 0.90(52.4) ±1.89 ±1.38 ±2.92
0.481 37.976(29.063) ± 0.070 61.92(47.38) ± 1.80 0.90(50.8) ±1.84 ±1.26 ±2.87
0.459 36.206(27.625) ± 0.067 61.91(47.24) ± 1.85 0.91(48.8) ±1.84 ±1.46 ±2.99
0.438 34.435(26.179) ± 0.065 61.83(47.01) ± 1.91 0.91(47.2) ±1.91 ±1.55 ±3.12
0.416 32.667(24.739) ± 0.063 62.02(46.98) ± 1.99 0.95(45.6) ±1.96 ±1.63 ±3.23
0.394 30.908(23.315) ± 0.061 62.18(46.92) ± 2.07 1.00(43.8) ±2.02 ±1.58 ±3.30
0.372 29.156(21.898) ± 0.059 62.35(46.85) ± 2.16 1.02(42.1) ±2.14 ±1.69 ±3.48
0.350 27.434(20.547) ± 0.040 62.21(46.61) ± 1.59 1.02(40.4) ±2.30 ±1.77 ±3.31
0.328 25.727(19.316) ± 0.038 61.90(46.54) ± 1.64 1.06(38.6) ±2.05 ±1.66 ±3.11
0.306 24.039(18.105) ± 0.037 61.43(46.42) ± 1.71 1.09(36.8) ±2.09 ±1.68 ±3.17
0.284 22.347(16.876) ± 0.035 60.84(46.18) ± 1.77 1.10(35.1) ±2.30 ±1.84 ±3.44
0.263 20.653(15.635) ± 0.033 60.20(45.91) ± 1.85 1.12(33.3) ±2.19 ±1.93 ±3.45

034903-18



MEASUREMENT OF DENSITY CORRELATIONS IN . . . PHYSICAL REVIEW C 76, 034903 (2007)

TABLE V. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.241 18.956(14.380) ± 0.032 59.81(45.79) ± 1.95 1.19(31.6) ±2.27 ±1.91 ±3.54
0.219 17.251(13.105) ± 0.024 59.09(45.44) ± 1.68 1.22(29.7) ±2.19 ±2.04 ±3.43
0.197 15.537(11.813) ± 0.023 58.31(44.99) ± 1.78 1.25(27.6) ±2.23 ±2.11 ±3.55
0.175 13.816(10.501) ± 0.018 57.38(44.38) ± 1.65 1.31(25.5) ±1.84 ±2.17 ±3.29
0.153 12.090(9.179) ± 0.017 55.59(43.04) ± 1.75 1.33(23.0) ±1.77 ±2.18 ±3.31
0.131 10.367(7.858) ± 0.014 52.81(40.76) ± 1.63 1.27(20.6) ±1.83 ±2.31 ±3.36
0.109 8.639(6.528) ± 0.011 49.83(38.38) ± 1.57 1.14(18.2) ±1.85 ±2.55 ±3.52
0.087 6.909(5.194) ± 0.009 46.30(35.28) ± 1.45 0.97(15.6) ±1.82 ±2.85 ±3.68
0.066 5.215(4.052) ± 0.007 42.21(32.18) ± 1.43 0.75(13.0) ±2.04 ±2.90 ±3.82

TABLE VI. NBD fit results in centrality 15–25%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 45.868(35.502) ± 0.082 53.43(41.35) ± 1.25 1.06(57.0) ±1.83 ±1.78 ±2.85
0.678 44.657(34.594) ± 0.080 53.48(41.43) ± 1.29 0.95(55.3) ±1.49 ±0.53 ±2.04
0.656 43.211(33.428) ± 0.078 53.45(41.35) ± 1.31 0.98(54.2) ±1.53 ±0.71 ±2.14
0.634 41.737(32.242) ± 0.076 53.70(41.48) ± 1.35 0.96(53.0) ±1.43 ±0.58 ±2.05
0.613 40.288(31.098) ± 0.075 53.41(41.23) ± 1.38 0.92(51.2) ±1.94 ±1.12 ±2.63
0.591 38.829(29.965) ± 0.073 53.66(41.42) ± 1.42 0.96(50.3) ±1.71 ±0.70 ±2.33
0.569 37.368(28.808) ± 0.071 53.48(41.23) ± 1.45 0.94(49.0) ±1.76 ±0.82 ±2.42
0.547 35.911(27.642) ± 0.069 53.32(41.04) ± 1.48 0.91(47.6) ±1.77 ±0.88 ±2.47
0.525 34.454(26.481) ± 0.067 53.41(41.05) ± 1.52 0.95(46.1) ±1.75 ±0.76 ±2.44
0.503 32.995(25.311) ± 0.065 53.58(41.11) ± 1.56 1.02(44.9) ±1.50 ±0.81 ±2.31
0.481 31.532(24.131) ± 0.063 53.73(41.13) ± 1.61 1.02(44.0) ±1.50 ±0.66 ±2.29
0.459 30.062(22.936) ± 0.061 53.65(40.95) ± 1.65 1.02(42.8) ±1.57 ±0.86 ±2.44
0.438 28.591(21.736) ± 0.059 53.69(40.84) ± 1.71 1.03(41.4) ±1.70 ±0.87 ±2.57
0.416 27.125(20.541) ± 0.057 53.76(40.75) ± 1.78 1.04(40.0) ±1.71 ±0.84 ±2.61
0.394 25.664(19.358) ± 0.055 53.81(40.64) ± 1.84 1.03(38.5) ±1.78 ±1.07 ±2.78
0.372 24.206(18.179) ± 0.053 54.03(40.64) ± 1.93 1.05(37.1) ±1.71 ±1.02 ±2.77
0.350 22.778(17.058) ± 0.036 54.05(40.55) ± 1.42 1.09(35.7) ±1.94 ±1.07 ±2.63
0.328 21.359(16.035) ± 0.035 53.79(40.53) ± 1.48 1.12(34.5) ±1.74 ±1.02 ±2.50
0.306 19.955(15.027) ± 0.033 53.36(40.43) ± 1.54 1.14(33.2) ±1.74 ±1.09 ±2.57
0.284 18.552(14.008) ± 0.032 52.52(40.03) ± 1.59 1.16(31.7) ±1.78 ±1.17 ±2.66
0.263 17.146(12.979) ± 0.030 51.86(39.73) ± 1.66 1.19(29.9) ±1.63 ±1.17 ±2.60
0.241 15.736(11.936) ± 0.029 51.03(39.31) ± 1.74 1.25(28.0) ±1.53 ±1.28 ±2.65
0.219 14.320(10.876) ± 0.022 49.80(38.58) ± 1.48 1.26(26.0) ±1.69 ±1.32 ±2.60
0.197 12.897(9.802) ± 0.021 48.78(37.96) ± 1.57 1.26(24.1) ±1.43 ±1.39 ±2.53
0.175 11.465(8.711) ± 0.017 47.43(37.04) ± 1.43 1.26(22.3) ±1.39 ±1.30 ±2.38
0.153 10.030(7.612) ± 0.015 45.48(35.65) ± 1.51 1.21(20.2) ±1.13 ±1.41 ±2.36
0.131 8.597(6.513) ± 0.013 43.13(33.84) ± 1.41 1.06(18.1) ±1.27 ±1.55 ±2.45
0.109 7.163(5.409) ± 0.011 40.33(31.64) ± 1.34 0.79(15.9) ±1.21 ±1.67 ±2.45
0.087 5.730(4.304) ± 0.008 37.88(29.64) ± 1.27 0.64(13.7) ±1.15 ±1.77 ±2.47
0.066 4.327(3.360) ± 0.006 35.48(27.59) ± 1.28 0.54(11.6) ±1.20 ±1.96 ±2.63

TABLE VII. NBD fit results in centrality 20–30%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 37.610(29.110) ± 0.073 47.51(36.77) ± 1.17 0.82(53.0) ±1.28 ±0.76 ±1.89
0.678 36.606(28.358) ± 0.072 47.66(36.92) ± 1.20 0.86(51.7) ±1.61 ±0.68 ±2.12
0.656 35.403(27.388) ± 0.070 47.76(36.94) ± 1.22 0.83(51.4) ±1.10 ±0.43 ±1.70
0.634 34.199(26.419) ± 0.069 47.45(36.66) ± 1.24 0.83(50.2) ±1.54 ±0.65 ±2.08
0.613 33.002(25.474) ± 0.067 47.80(36.90) ± 1.27 0.97(49.3) ±0.99 ±0.68 ±1.75
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TABLE VII. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.591 31.812(24.550) ± 0.065 47.37(36.56) ± 1.28 0.96(48.6) ±1.29 ±0.62 ±1.92
0.569 30.609(23.598) ± 0.063 47.42(36.56) ± 1.31 0.93(47.7) ±1.12 ±0.51 ±1.80
0.547 29.413(22.641) ± 0.062 47.14(36.29) ± 1.34 0.92(46.0) ±1.26 ±0.68 ±1.96
0.525 28.218(21.688) ± 0.060 47.13(36.23) ± 1.37 0.94(44.8) ±1.38 ±0.66 ±2.05
0.503 27.021(20.729) ± 0.058 47.16(36.19) ± 1.41 0.98(43.6) ±1.29 ±0.53 ±1.98
0.481 25.823(19.762) ± 0.057 47.14(36.08) ± 1.45 0.98(42.2) ±1.40 ±0.52 ±2.08
0.459 24.623(18.787) ± 0.055 47.14(35.98) ± 1.50 0.98(41.1) ±1.37 ±0.57 ±2.11
0.438 23.421(17.806) ± 0.053 46.88(35.66) ± 1.54 0.95(39.4) ±1.53 ±0.68 ±2.28
0.416 22.218(16.826) ± 0.051 47.13(35.72) ± 1.61 1.02(38.0) ±1.42 ±0.55 ±2.21
0.394 21.024(15.858) ± 0.050 46.86(35.38) ± 1.67 0.99(36.6) ±1.61 ±0.68 ±2.42
0.372 19.831(14.894) ± 0.048 46.92(35.28) ± 1.74 1.00(35.1) ±1.60 ±0.78 ±2.49
0.350 18.658(13.973) ± 0.033 46.79(35.08) ± 1.29 1.02(33.7) ±1.63 ±0.83 ±2.23
0.328 17.499(13.138) ± 0.031 46.40(34.90) ± 1.33 1.02(32.1) ±1.63 ±0.79 ±2.25
0.306 16.350(12.314) ± 0.030 46.22(34.90) ± 1.40 1.07(30.6) ±1.72 ±0.73 ±2.33
0.284 15.201(11.480) ± 0.029 45.61(34.60) ± 1.45 1.06(29.0) ±1.56 ±0.82 ±2.28
0.263 14.048(10.636) ± 0.027 44.99(34.29) ± 1.51 1.06(27.4) ±1.65 ±0.90 ±2.41
0.241 12.892(9.781) ± 0.026 44.22(33.84) ± 1.58 1.07(25.6) ±1.54 ±0.91 ±2.39
0.219 11.729(8.913) ± 0.020 43.26(33.22) ± 1.34 1.05(24.0) ±1.36 ±0.93 ±2.13
0.197 10.561(8.032) ± 0.019 42.28(32.55) ± 1.41 1.05(22.4) ±1.30 ±0.95 ±2.14
0.175 9.389(7.139) ± 0.015 41.04(31.68) ± 1.29 0.96(20.4) ±1.26 ±0.96 ±2.04
0.153 8.216(6.239) ± 0.014 39.50(30.60) ± 1.36 0.83(18.6) ±1.18 ±1.13 ±2.13
0.131 7.045(5.342) ± 0.012 38.08(29.47) ± 1.31 0.68(16.6) ±1.07 ±1.20 ±2.08
0.109 5.871(4.439) ± 0.009 36.53(28.20) ± 1.30 0.54(14.7) ±1.08 ±1.31 ±2.14
0.087 4.697(3.532) ± 0.007 35.06(27.06) ± 1.31 0.51(12.4) ±1.03 ±1.57 ±2.29
0.066 3.547(2.756) ± 0.005 32.64(25.34) ± 1.37 0.46(10.4) ±1.02 ±1.72 ±2.42

TABLE VIII. NBD fit results in centrality 25–35%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 30.796(23.836) ± 0.065 41.09(31.80) ± 1.05 0.77(48.0) ±1.99 ±0.38 ±2.28
0.678 29.940(23.193) ± 0.063 41.40(32.07) ± 1.06 0.83(48.9) ±1.53 ±0.13 ±1.87
0.656 28.970(22.412) ± 0.062 41.18(31.85) ± 1.07 0.81(47.9) ±1.52 ±0.55 ±1.94
0.634 27.967(21.605) ± 0.060 41.07(31.73) ± 1.09 0.84(46.8) ±1.36 ±0.47 ±1.81
0.613 26.977(20.823) ± 0.059 40.97(31.62) ± 1.11 0.85(45.4) ±1.15 ±0.55 ±1.69
0.591 26.003(20.068) ± 0.058 40.72(31.42) ± 1.12 0.88(44.1) ±1.23 ±0.36 ±1.71
0.569 25.020(19.289) ± 0.056 40.64(31.33) ± 1.15 0.89(42.6) ±1.43 ±0.53 ±1.91
0.547 24.036(18.502) ± 0.055 40.41(31.11) ± 1.17 0.91(41.1) ±1.35 ±0.55 ±1.87
0.525 23.058(17.722) ± 0.053 40.37(31.03) ± 1.20 0.91(40.0) ±1.37 ±0.44 ±1.87
0.503 22.086(16.943) ± 0.052 40.25(30.88) ± 1.23 0.90(38.8) ±1.54 ±0.55 ±2.05
0.481 21.108(16.155) ± 0.050 40.05(30.66) ± 1.26 0.91(37.2) ±1.56 ±0.48 ±2.07
0.459 20.126(15.356) ± 0.049 40.00(30.53) ± 1.30 0.92(35.9) ±1.59 ±0.39 ±2.09
0.438 19.143(14.554) ± 0.047 39.77(30.26) ± 1.34 0.92(34.6) ±1.62 ±0.42 ±2.15
0.416 18.163(13.755) ± 0.046 39.51(29.96) ± 1.38 0.88(33.3) ±1.70 ±0.52 ±2.25
0.394 17.184(12.962) ± 0.044 39.36(29.73) ± 1.44 0.91(31.8) ±1.72 ±0.50 ±2.29
0.372 16.206(12.172) ± 0.043 39.43(29.67) ± 1.50 0.95(30.6) ±1.64 ±0.43 ±2.27
0.350 15.249(11.420) ± 0.029 39.31(29.50) ± 1.11 0.98(29.2) ±1.63 ±0.51 ±2.04
0.328 14.299(10.736) ± 0.028 38.92(29.31) ± 1.14 1.00(27.9) ±1.55 ±0.53 ±2.00
0.306 13.362(10.063) ± 0.027 38.24(28.93) ± 1.18 0.97(26.5) ±1.56 ±0.56 ±2.04
0.284 12.422(9.381) ± 0.026 37.66(28.62) ± 1.22 0.95(25.2) ±1.48 ±0.63 ±2.02
0.263 11.476(8.689) ± 0.024 37.27(28.42) ± 1.28 0.97(23.9) ±1.35 ±0.59 ±1.95
0.241 10.531(7.990) ± 0.023 36.55(27.96) ± 1.33 0.91(22.4) ±1.35 ±0.60 ±1.99
0.219 9.581(7.281) ± 0.018 35.75(27.42) ± 1.13 0.78(21.0) ±1.21 ±0.67 ±1.78
0.197 8.626(6.560) ± 0.017 35.01(26.95) ± 1.19 0.73(19.3) ±1.15 ±0.74 ±1.81
0.175 7.670(5.832) ± 0.013 34.26(26.41) ± 1.09 0.63(17.6) ±1.20 ±0.74 ±1.78
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TABLE VIII. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.153 6.712(5.099) ± 0.013 33.65(25.96) ± 1.19 0.59(16.0) ±1.12 ±0.82 ±1.82
0.131 5.756(4.365) ± 0.010 32.98(25.42) ± 1.16 0.53(14.3) ±0.98 ±0.85 ±1.74
0.109 4.800(3.629) ± 0.009 31.80(24.50) ± 1.17 0.48(12.4) ±1.01 ±0.95 ±1.82
0.087 3.841(2.888) ± 0.006 30.92(23.78) ± 1.17 0.54(10.7) ±0.94 ±1.11 ±1.87
0.066 2.902(2.255) ± 0.005 28.55(22.23) ± 1.20 0.47(9.0) ±0.98 ±1.24 ±1.98

TABLE IX. NBD fit results in centrality 30–40%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 24.860(19.241) ± 0.058 34.21(26.48) ± 0.88 0.75(47.0) ±1.14 ±0.33 ±1.47
0.678 24.177(18.729) ± 0.057 34.00(26.34) ± 0.88 0.77(45.9) ±1.12 ±0.30 ±1.46
0.656 23.382(18.088) ± 0.055 33.88(26.21) ± 0.90 0.81(44.2) ±0.91 ±0.29 ±1.31
0.634 22.573(17.438) ± 0.054 33.73(26.06) ± 0.91 0.90(42.5) ±1.10 ±0.25 ±1.45
0.613 21.776(16.808) ± 0.053 33.63(25.96) ± 0.93 0.94(40.9) ±1.08 ±0.27 ±1.44
0.591 20.986(16.195) ± 0.051 33.54(25.89) ± 0.94 0.92(39.8) ±0.97 ±0.25 ±1.38
0.569 20.198(15.571) ± 0.050 33.46(25.80) ± 0.97 0.97(38.4) ±1.04 ±0.26 ±1.44
0.547 19.406(14.937) ± 0.049 33.43(25.74) ± 0.99 1.01(37.2) ±1.04 ±0.24 ±1.45
0.525 18.616(14.307) ± 0.048 33.48(25.74) ± 1.02 1.03(36.0) ±1.04 ±0.25 ±1.48
0.503 17.830(13.678) ± 0.046 33.37(25.61) ± 1.05 1.06(34.7) ±1.07 ±0.28 ±1.52
0.481 17.040(13.040) ± 0.045 33.31(25.51) ± 1.08 1.03(33.4) ±1.11 ±0.28 ±1.58
0.459 16.246(12.395) ± 0.043 33.30(25.43) ± 1.12 1.04(32.2) ±1.03 ±0.28 ±1.55
0.438 15.451(11.746) ± 0.042 33.14(25.23) ± 1.16 1.03(31.0) ±1.09 ±0.34 ±1.63
0.416 14.662(11.103) ± 0.041 32.95(24.99) ± 1.20 0.97(29.7) ±1.18 ±0.38 ±1.73
0.394 13.869(10.461) ± 0.040 32.84(24.83) ± 1.25 0.99(28.4) ±1.21 ±0.33 ±1.77
0.372 13.081(9.824) ± 0.038 32.69(24.61) ± 1.30 1.00(26.8) ±1.08 ±0.36 ±1.73
0.350 12.306(9.216) ± 0.026 32.49(24.40) ± 0.95 1.00(25.5) ±1.05 ±0.35 ±1.46
0.328 11.540(8.663) ± 0.025 31.92(24.08) ± 0.98 0.99(24.2) ±1.05 ±0.36 ±1.48
0.306 10.781(8.119) ± 0.024 31.35(23.78) ± 1.00 0.94(23.1) ±1.05 ±0.36 ±1.49
0.284 10.020(7.565) ± 0.023 30.76(23.49) ± 1.04 0.91(22.0) ±1.01 ±0.35 ±1.49
0.263 9.258(7.008) ± 0.022 30.22(23.20) ± 1.07 0.83(20.8) ±0.93 ±0.36 ±1.46
0.241 8.494(6.443) ± 0.021 29.75(22.94) ± 1.12 0.77(19.5) ±0.91 ±0.39 ±1.49
0.219 7.727(5.870) ± 0.016 29.20(22.62) ± 0.95 0.70(18.3) ±0.85 ±0.37 ±1.33
0.197 6.958(5.290) ± 0.015 28.62(22.29) ± 1.01 0.65(17.0) ±0.76 ±0.38 ±1.32
0.175 6.187(4.702) ± 0.012 27.94(21.88) ± 0.93 0.59(15.5) ±0.83 ±0.46 ±1.33
0.153 5.416(4.112) ± 0.011 27.29(21.40) ± 1.00 0.50(14.0) ±0.84 ±0.56 ±1.42
0.131 4.645(3.520) ± 0.009 26.74(20.98) ± 0.99 0.50(12.5) ±0.81 ±0.60 ±1.41
0.109 3.873(2.926) ± 0.008 25.80(20.22) ± 1.01 0.50(10.9) ±0.86 ±0.66 ±1.48
0.087 3.098(2.328) ± 0.006 24.72(19.40) ± 1.02 0.54(9.4) ±0.75 ±0.74 ±1.46
0.066 2.341(1.819) ± 0.004 22.77(17.95) ± 1.02 0.49(8.0) ±0.64 ±0.81 ±1.45

TABLE X. NBD fit results in centrality 35–45%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 19.726(15.268) ± 0.051 29.23(22.62) ± 0.80 1.12(40.0) ±0.69 ±0.09 ±1.06
0.678 19.191(14.867) ± 0.050 29.24(22.65) ± 0.81 1.02(39.0) ±0.58 ±0.17 ±1.01
0.656 18.568(14.364) ± 0.049 29.05(22.47) ± 0.82 0.98(38.2) ±0.76 ±0.16 ±1.13
0.634 17.920(13.844) ± 0.048 29.04(22.43) ± 0.83 1.09(37.1) ±0.73 ±0.13 ±1.12
0.613 17.291(13.348) ± 0.046 28.91(22.31) ± 0.85 1.06(36.2) ±0.77 ±0.10 ±1.15
0.591 16.672(12.867) ± 0.045 28.64(22.10) ± 0.86 1.04(35.3) ±0.86 ±0.20 ±1.23
0.569 16.044(12.369) ± 0.044 28.57(22.02) ± 0.88 1.06(34.2) ±0.79 ±0.18 ±1.20
0.547 15.417(11.867) ± 0.043 28.48(21.92) ± 0.90 1.07(33.3) ±0.91 ±0.24 ±1.30
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TABLE X. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.525 14.789(11.366) ± 0.042 28.48(21.89) ± 0.92 1.12(32.2) ±0.88 ±0.21 ±1.29
0.503 14.165(10.866) ± 0.041 28.36(21.76) ± 0.94 1.10(31.2) ±0.82 ±0.21 ±1.26
0.481 13.537(10.360) ± 0.040 28.27(21.64) ± 0.97 1.11(29.9) ±0.85 ±0.20 ±1.31
0.459 12.908(9.849) ± 0.039 28.14(21.47) ± 1.00 1.11(28.8) ±0.92 ±0.21 ±1.38
0.438 12.276(9.334) ± 0.037 28.00(21.28) ± 1.03 1.10(27.7) ±0.88 ±0.23 ±1.37
0.416 11.648(8.822) ± 0.036 27.82(21.07) ± 1.06 1.08(26.6) ±0.89 ±0.23 ±1.40
0.394 11.019(8.313) ± 0.035 27.61(20.83) ± 1.09 1.04(25.5) ±0.96 ±0.26 ±1.47
0.372 10.391(7.805) ± 0.034 27.49(20.65) ± 1.13 0.98(24.5) ±0.85 ±0.26 ±1.44
0.350 9.774(7.322) ± 0.023 27.32(20.46) ± 0.83 0.92(23.4) ±0.81 ±0.21 ±1.18
0.328 9.165(6.883) ± 0.022 26.94(20.23) ± 0.85 0.89(22.4) ±0.75 ±0.21 ±1.15
0.306 8.562(6.451) ± 0.021 26.60(20.05) ± 0.87 0.86(21.4) ±0.72 ±0.16 ±1.14
0.284 7.959(6.013) ± 0.020 26.19(19.83) ± 0.90 0.82(20.2) ±0.73 ±0.21 ±1.18
0.263 7.353(5.569) ± 0.019 25.80(19.62) ± 0.93 0.75(19.3) ±0.73 ±0.22 ±1.21
0.241 6.748(5.122) ± 0.018 25.24(19.28) ± 0.97 0.65(18.3) ±0.80 ±0.29 ±1.29
0.219 6.138(4.666) ± 0.014 24.84(19.05) ± 0.83 0.63(17.1) ±0.61 ±0.29 ±1.07
0.197 5.527(4.205) ± 0.013 24.45(18.82) ± 0.88 0.61(15.9) ±0.62 ±0.28 ±1.11
0.175 4.915(3.739) ± 0.011 24.05(18.53) ± 0.81 0.62(14.7) ±0.55 ±0.30 ±1.03
0.153 4.303(3.270) ± 0.010 23.55(18.15) ± 0.88 0.57(13.3) ±0.60 ±0.37 ±1.13
0.131 3.691(2.801) ± 0.008 22.88(17.57) ± 0.85 0.53(11.8) ±0.59 ±0.38 ±1.11
0.109 3.076(2.328) ± 0.007 22.21(16.99) ± 0.88 0.56(10.4) ±0.51 ±0.41 ±1.10
0.087 2.461(1.851) ± 0.005 21.27(16.15) ± 0.89 0.61(8.9) ±0.56 ±0.47 ±1.16
0.066 1.859(1.445) ± 0.004 19.60(14.74) ± 0.92 0.59(7.4) ±0.70 ±0.52 ±1.27

TABLE XI. NBD fit results in centrality 40–50%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 15.446(11.955) ± 0.044 23.99(18.57) ± 0.65 1.07(36.0) ±1.02 ±0.17 ±1.22
0.678 15.032(11.644) ± 0.043 23.87(18.49) ± 0.66 1.08(35.1) ±0.64 ±0.18 ±0.93
0.656 14.534(11.243) ± 0.042 24.03(18.59) ± 0.68 1.24(34.0) ±0.61 ±0.06 ±0.91
0.634 14.033(10.841) ± 0.041 24.11(18.63) ± 0.69 1.25(33.2) ±0.78 ±0.16 ±1.06
0.613 13.547(10.457) ± 0.041 23.98(18.51) ± 0.71 1.18(32.4) ±0.77 ±0.17 ±1.06
0.591 13.055(10.075) ± 0.040 23.97(18.50) ± 0.73 1.15(31.6) ±0.80 ±0.16 ±1.09
0.569 12.561(9.684) ± 0.038 23.89(18.42) ± 0.74 1.16(30.8) ±0.68 ±0.14 ±1.02
0.547 12.072(9.293) ± 0.037 23.70(18.24) ± 0.76 1.09(30.2) ±0.74 ±0.14 ±1.07
0.525 11.583(8.903) ± 0.037 23.65(18.17) ± 0.78 1.02(29.3) ±0.63 ±0.12 ±1.01
0.503 11.093(8.510) ± 0.036 23.66(18.15) ± 0.81 1.05(28.1) ±0.65 ±0.15 ±1.05
0.481 10.600(8.112) ± 0.035 23.64(18.09) ± 0.83 1.00(27.3) ±0.66 ±0.17 ±1.08
0.459 10.106(7.711) ± 0.034 23.56(17.98) ± 0.86 0.95(26.2) ±0.58 ±0.16 ±1.05
0.438 9.610(7.306) ± 0.033 23.42(17.81) ± 0.89 0.86(25.2) ±0.60 ±0.14 ±1.08
0.416 9.116(6.904) ± 0.032 23.27(17.62) ± 0.92 0.80(23.9) ±0.67 ±0.18 ±1.15
0.394 8.620(6.503) ± 0.030 23.36(17.62) ± 0.96 0.81(22.9) ±0.55 ±0.17 ±1.12
0.372 8.131(6.107) ± 0.029 23.21(17.44) ± 1.00 0.72(22.0) ±0.62 ±0.18 ±1.19
0.350 7.652(5.731) ± 0.020 22.92(17.18) ± 0.73 0.64(20.9) ±0.77 ±0.24 ±1.08
0.328 7.176(5.388) ± 0.019 22.61(17.05) ± 0.76 0.63(19.8) ±0.74 ±0.21 ±1.08
0.306 6.706(5.050) ± 0.018 22.30(16.92) ± 0.78 0.62(18.8) ±0.70 ±0.20 ±1.07
0.284 6.235(4.708) ± 0.018 22.05(16.82) ± 0.81 0.60(18.0) ±0.65 ±0.20 ±1.06
0.263 5.762(4.362) ± 0.017 21.72(16.65) ± 0.85 0.59(17.0) ±0.61 ±0.22 ±1.06
0.241 5.287(4.011) ± 0.016 21.38(16.47) ± 0.89 0.60(16.0) ±0.55 ±0.23 ±1.07
0.219 4.811(3.656) ± 0.012 20.89(16.16) ± 0.76 0.57(14.9) ±0.58 ±0.24 ±0.98
0.197 4.333(3.295) ± 0.012 20.52(15.95) ± 0.81 0.53(13.9) ±0.51 ±0.25 ±0.99
0.175 3.852(2.929) ± 0.009 20.17(15.72) ± 0.76 0.54(12.8) ±0.49 ±0.28 ±0.94
0.153 3.372(2.561) ± 0.009 19.78(15.44) ± 0.82 0.51(11.6) ±0.45 ±0.28 ±0.98
0.131 2.891(2.192) ± 0.007 19.34(15.10) ± 0.81 0.49(10.6) ±0.43 ±0.28 ±0.96
0.109 2.410(1.821) ± 0.006 18.81(14.69) ± 0.85 0.46(9.3) ±0.36 ±0.33 ±0.98
0.087 1.928(1.449) ± 0.004 18.14(14.19) ± 0.87 0.48(7.9) ±0.38 ±0.35 ±1.01
0.066 1.456(1.131) ± 0.004 17.03(13.51) ± 0.91 0.48(6.6) ±0.32 ±0.35 ±1.03
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TABLE XII. NBD fit results in centrality 45–55%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 11.838(9.163) ± 0.038 20.15(15.59) ± 0.61 1.14(28.0) ±0.71 ±0.06 ±0.94
0.678 11.517(8.922) ± 0.037 20.06(15.54) ± 0.61 1.10(27.9) ±0.60 ±0.03 ±0.86
0.656 11.142(8.620) ± 0.036 19.94(15.43) ± 0.62 1.10(26.6) ±0.48 ±0.08 ±0.79
0.634 10.759(8.311) ± 0.035 19.94(15.40) ± 0.64 1.08(25.8) ±0.47 ±0.11 ±0.80
0.613 10.380(8.013) ± 0.035 19.99(15.43) ± 0.65 1.06(24.9) ±0.51 ±0.08 ±0.83
0.591 10.005(7.721) ± 0.034 19.95(15.39) ± 0.67 1.06(24.1) ±0.41 ±0.11 ±0.79
0.569 9.629(7.424) ± 0.033 19.85(15.30) ± 0.68 1.05(23.2) ±0.44 ±0.10 ±0.82
0.547 9.254(7.123) ± 0.032 19.76(15.21) ± 0.70 1.04(22.5) ±0.47 ±0.12 ±0.85
0.525 8.879(6.824) ± 0.031 19.73(15.16) ± 0.72 1.02(21.8) ±0.42 ±0.11 ±0.84
0.503 8.505(6.525) ± 0.030 19.69(15.10) ± 0.74 0.96(21.4) ±0.42 ±0.13 ±0.86
0.481 8.130(6.222) ± 0.030 19.63(15.02) ± 0.76 0.89(20.7) ±0.44 ±0.14 ±0.89
0.459 7.751(5.915) ± 0.029 19.62(14.97) ± 0.79 0.77(20.1) ±0.49 ±0.14 ±0.94
0.438 7.370(5.604) ± 0.028 19.66(14.95) ± 0.82 0.66(19.6) ±0.49 ±0.14 ±0.96
0.416 6.991(5.295) ± 0.027 19.74(14.95) ± 0.85 0.63(18.8) ±0.49 ±0.16 ±1.00
0.394 6.612(4.988) ± 0.026 19.80(14.94) ± 0.89 0.62(18.1) ±0.55 ±0.17 ±1.06
0.372 6.236(4.684) ± 0.025 19.79(14.86) ± 0.93 0.58(17.3) ±0.56 ±0.17 ±1.10
0.350 5.868(4.395) ± 0.017 19.74(14.79) ± 0.69 0.58(16.7) ±0.55 ±0.20 ±0.91
0.328 5.502(4.131) ± 0.017 19.58(14.75) ± 0.72 0.62(16.1) ±0.52 ±0.21 ±0.91
0.306 5.141(3.872) ± 0.016 19.30(14.66) ± 0.74 0.62(15.5) ±0.51 ±0.19 ±0.92
0.284 4.780(3.610) ± 0.015 18.97(14.51) ± 0.78 0.59(14.9) ±0.47 ±0.17 ±0.93
0.263 4.418(3.345) ± 0.015 18.76(14.44) ± 0.82 0.61(14.2) ±0.48 ±0.21 ±0.97
0.241 4.056(3.077) ± 0.014 18.53(14.33) ± 0.87 0.59(13.6) ±0.48 ±0.19 ±1.01
0.219 3.689(2.803) ± 0.011 18.38(14.30) ± 0.76 0.61(13.0) ±0.49 ±0.19 ±0.93
0.197 3.321(2.526) ± 0.010 18.29(14.30) ± 0.83 0.60(12.2) ±0.44 ±0.20 ±0.96
0.175 2.953(2.244) ± 0.008 18.03(14.17) ± 0.79 0.56(11.4) ±0.52 ±0.20 ±0.97
0.153 2.583(1.962) ± 0.007 17.80(14.06) ± 0.89 0.55(10.4) ±0.46 ±0.22 ±1.02
0.131 2.215(1.678) ± 0.006 17.55(13.94) ± 0.92 0.57(9.3) ±0.34 ±0.24 ±1.00
0.109 1.846(1.394) ± 0.005 17.10(13.66) ± 0.98 0.56(8.2) ±0.34 ±0.29 ±1.08
0.087 1.477(1.109) ± 0.004 16.55(13.29) ± 1.05 0.51(7.0) ±0.29 ±0.27 ±1.12
0.066 1.117(0.875) ± 0.003 16.05(12.98) ± 1.09 0.51(5.8) ±0.26 ±0.34 ±1.17

TABLE XIII. NBD fit results in centrality 50–60%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 4.508(3.489) ± 0.023 8.89(6.88) ± 0.29 0.90(15.0) ±0.21 ±0.01 ±0.35
0.678 4.387(3.398) ± 0.022 8.85(6.85) ± 0.29 0.90(14.8) ±0.23 ±0.01 ±0.37
0.656 4.248(3.286) ± 0.022 8.78(6.79) ± 0.29 0.76(14.2) ±0.25 ±0.01 ±0.39
0.634 4.102(3.169) ± 0.021 8.74(6.75) ± 0.30 0.76(13.9) ±0.26 ±0.01 ±0.39
0.613 3.954(3.052) ± 0.021 8.81(6.80) ± 0.31 1.14(13.4) ±0.23 ±0.01 ±0.38
0.591 3.813(2.942) ± 0.020 8.67(6.69) ± 0.31 0.91(13.1) ±0.24 ±0.01 ±0.39
0.569 3.666(2.827) ± 0.020 8.66(6.67) ± 0.32 0.96(12.9) ±0.27 ±0.02 ±0.42
0.547 3.518(2.708) ± 0.019 8.78(6.76) ± 0.33 1.19(12.5) ±0.21 ±0.01 ±0.40
0.525 3.378(2.596) ± 0.019 8.67(6.66) ± 0.34 0.93(12.0) ±0.21 ±0.01 ±0.40
0.503 3.236(2.482) ± 0.018 8.67(6.65) ± 0.35 0.86(11.8) ±0.25 ±0.01 ±0.43
0.481 3.091(2.366) ± 0.018 8.71(6.67) ± 0.36 0.88(11.6) ±0.23 ±0.02 ±0.43
0.459 2.949(2.250) ± 0.017 8.67(6.62) ± 0.37 0.80(11.1) ±0.20 ±0.02 ±0.42
0.438 2.806(2.133) ± 0.017 8.63(6.56) ± 0.39 0.76(10.5) ±0.20 ±0.03 ±0.44
0.416 2.664(2.017) ± 0.017 8.58(6.50) ± 0.40 0.65(9.9) ±0.24 ±0.03 ±0.47
0.394 2.520(1.901) ± 0.016 8.60(6.49) ± 0.42 0.64(9.5) ±0.23 ±0.02 ±0.48
0.372 2.376(1.785) ± 0.015 8.69(6.54) ± 0.45 0.75(8.9) ±0.26 ±0.02 ±0.52
0.350 2.236(1.675) ± 0.011 8.77(6.57) ± 0.34 0.73(8.5) ±0.25 ±0.02 ±0.43
0.328 2.097(1.575) ± 0.010 8.75(6.58) ± 0.36 0.69(8.1) ±0.25 ±0.02 ±0.44
0.306 1.960(1.476) ± 0.010 8.74(6.61) ± 0.38 0.74(7.6) ±0.22 ±0.03 ±0.44
0.284 1.822(1.376) ± 0.009 8.71(6.63) ± 0.41 0.75(7.1) ±0.23 ±0.03 ±0.47
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TABLE XIII. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.263 1.683(1.274) ± 0.009 8.70(6.67) ± 0.44 0.78(6.7) ±0.21 ±0.03 ±0.49
0.241 1.545(1.172) ± 0.008 8.66(6.67) ± 0.47 0.75(6.3) ±0.19 ±0.03 ±0.51
0.219 1.407(1.069) ± 0.006 8.55(6.62) ± 0.41 0.70(5.9) ±0.18 ±0.03 ±0.45
0.197 1.267(0.963) ± 0.006 8.45(6.57) ± 0.45 0.59(5.5) ±0.18 ±0.03 ±0.48
0.175 1.126(0.856) ± 0.005 8.41(6.59) ± 0.44 0.59(5.2) ±0.15 ±0.04 ±0.47
0.153 0.986(0.749) ± 0.005 8.31(6.54) ± 0.50 0.58(4.8) ±0.14 ±0.05 ±0.52
0.131 0.846(0.641) ± 0.004 8.07(6.36) ± 0.52 0.52(4.4) ±0.16 ±0.06 ±0.55
0.109 0.706(0.534) ± 0.003 7.85(6.21) ± 0.54 0.40(3.8) ±0.08 ±0.07 ±0.55
0.087 0.565(0.424) ± 0.002 7.86(6.23) ± 0.64 0.58(3.3) ±0.06 ±0.09 ±0.65
0.066 0.428(0.339) ± 0.002 7.22(5.77) ± 0.64 0.44(2.9) ±0.06 ±0.07 ±0.65

TABLE XIV. NBD fit results in centrality 55–65%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 3.086(2.389) ± 0.019 5.90(4.56) ± 0.20 0.76(13.0) ±0.25 ±0.01 ±0.32
0.678 3.000(2.324) ± 0.019 5.88(4.56) ± 0.20 0.79(12.7) ±0.13 ±0.01 ±0.24
0.656 2.902(2.245) ± 0.018 5.85(4.52) ± 0.20 0.76(12.5) ±0.14 ±0.02 ±0.24
0.634 2.803(2.166) ± 0.018 5.78(4.46) ± 0.20 0.69(12.2) ±0.14 ±0.02 ±0.25
0.613 2.703(2.086) ± 0.017 5.80(4.48) ± 0.21 0.78(12.1) ±0.07 ±0.02 ±0.22
0.591 2.607(2.012) ± 0.017 5.76(4.45) ± 0.21 0.70(11.3) ±0.14 ±0.02 ±0.25
0.569 2.508(1.934) ± 0.017 5.76(4.44) ± 0.22 0.62(10.9) ±0.13 ±0.02 ±0.25
0.547 2.410(1.855) ± 0.016 5.75(4.43) ± 0.23 0.55(10.3) ±0.12 ±0.04 ±0.26
0.525 2.313(1.777) ± 0.016 5.75(4.42) ± 0.23 0.50(9.9) ±0.16 ±0.04 ±0.28
0.503 2.215(1.699) ± 0.015 5.76(4.42) ± 0.24 0.47(9.6) ±0.16 ±0.01 ±0.29
0.481 2.117(1.620) ± 0.015 5.79(4.43) ± 0.25 0.49(9.2) ±0.16 ±0.01 ±0.30
0.459 2.018(1.540) ± 0.015 5.78(4.41) ± 0.26 0.49(8.9) ±0.16 ±0.01 ±0.30
0.438 1.919(1.459) ± 0.014 5.79(4.40) ± 0.27 0.50(8.8) ±0.17 ±0.02 ±0.32
0.416 1.820(1.378) ± 0.014 5.81(4.40) ± 0.28 0.52(8.6) ±0.20 ±0.03 ±0.34
0.394 1.721(1.298) ± 0.013 5.84(4.41) ± 0.30 0.53(8.4) ±0.15 ±0.02 ±0.34
0.372 1.623(1.219) ± 0.013 5.84(4.39) ± 0.32 0.54(7.8) ±0.18 ±0.01 ±0.36
0.350 1.527(1.144) ± 0.009 5.87(4.41) ± 0.24 0.52(7.6) ±0.21 ±0.01 ±0.32
0.328 1.432(1.075) ± 0.008 5.86(4.42) ± 0.25 0.49(7.4) ±0.24 ±0.02 ±0.34
0.306 1.339(1.008) ± 0.008 5.85(4.43) ± 0.27 0.48(7.2) ±0.21 ±0.02 ±0.34
0.284 1.244(0.940) ± 0.008 5.85(4.45) ± 0.28 0.52(6.9) ±0.21 ±0.02 ±0.35
0.263 1.150(0.871) ± 0.007 5.85(4.48) ± 0.31 0.59(6.5) ±0.14 ±0.02 ±0.34
0.241 1.056(0.801) ± 0.007 5.83(4.49) ± 0.33 0.59(6.2) ±0.11 ±0.02 ±0.35
0.219 0.961(0.730) ± 0.005 5.81(4.50) ± 0.29 0.62(5.9) ±0.10 ±0.03 ±0.31
0.197 0.866(0.658) ± 0.005 5.73(4.46) ± 0.32 0.57(5.5) ±0.10 ±0.03 ±0.34
0.175 0.770(0.585) ± 0.004 5.72(4.46) ± 0.32 0.54(5.2) ±0.10 ±0.04 ±0.33
0.153 0.674(0.511) ± 0.004 5.67(4.44) ± 0.36 0.53(4.8) ±0.09 ±0.06 ±0.38
0.131 0.578(0.438) ± 0.003 5.50(4.32) ± 0.36 0.40(4.5) ±0.05 ±0.07 ±0.37
0.109 0.482(0.364) ± 0.003 5.31(4.18) ± 0.39 0.51(4.0) ±0.05 ±0.10 ±0.41
0.087 0.386(0.292) ± 0.002 4.90(3.89) ± 0.43 0.54(3.6) ±0.05 ±0.02 ±0.43
0.066 0.292(0.232) ± 0.002 4.56(3.63) ± 0.44 0.57(3.1) ±0.05 ±0.05 ±0.45

TABLE XV. NBD fit results in centrality 0–5%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 84.371(65.303) ± 0.148 341.22(264.10) ± 31.75 0.54(58.0) ±54.10 ±6.72 ±63.09
0.678 82.149(63.638) ± 0.144 359.73(278.66) ± 35.51 0.58(57.8) ±29.67 ±26.46 ±53.31
0.656 79.451(61.463) ± 0.141 369.96(286.25) ± 37.82 0.66(56.4) ±13.85 ±14.18 ±42.69
0.634 76.740(59.282) ± 0.138 370.46(286.18) ± 38.62 0.63(55.4) ±19.09 ±14.98 ±45.61
0.613 74.027(57.142) ± 0.135 372.37(287.35) ± 40.79 0.62(54.7) ±13.54 ±15.22 ±45.60
0.591 71.331(55.050) ± 0.133 374.07(288.55) ± 42.84 0.64(53.6) ±13.41 ±17.15 ±48.06
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TABLE XV. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.569 68.629(52.910) ± 0.130 374.10(288.36) ± 44.31 0.64(52.7) ±18.44 ±19.49 ±51.80
0.547 65.925(50.747) ± 0.127 367.65(282.90) ± 44.42 0.64(52.2) ±16.76 ±24.95 ±53.63
0.525 63.249(48.612) ± 0.124 368.12(282.88) ± 46.12 0.68(51.2) ±16.19 ±24.02 ±54.46
0.503 60.566(46.465) ± 0.121 364.03(279.07) ± 46.64 0.65(50.2) ±15.42 ±23.48 ±54.45
0.481 57.877(44.295) ± 0.118 362.25(277.19) ± 48.15 0.65(49.0) ±12.93 ±24.16 ±55.40
0.459 55.171(42.098) ± 0.115 363.40(277.12) ± 50.80 0.66(47.9) ±13.82 ±20.65 ±56.55
0.438 52.479(39.900) ± 0.112 355.07(269.86) ± 51.95 0.64(46.5) ±9.95 ±25.57 ±58.75
0.416 49.791(37.710) ± 0.109 352.80(267.18) ± 54.68 0.66(45.2) ±14.68 ±26.89 ±62.68
0.394 47.118(35.547) ± 0.106 349.73(263.69) ± 57.42 0.64(43.6) ±13.29 ±32.16 ±67.14
0.372 44.456(33.395) ± 0.103 347.01(260.24) ± 64.15 0.65(42.1) ±3.82 ±30.09 ±70.96
0.350 41.832(31.335) ± 0.070 340.53(254.77) ± 52.65 0.67(40.6) ±11.74 ±34.67 ±64.13
0.328 39.229(29.465) ± 0.068 340.79(254.20) ± 55.01 0.65(39.4) ±2.10 ±27.89 ±61.72
0.306 36.653(27.626) ± 0.065 332.14(246.66) ± 60.16 0.68(37.9) ±12.90 ±31.13 ±68.95
0.284 34.073(25.755) ± 0.062 333.98(247.30) ± 64.64 0.69(37.0) ±1.38 ±33.33 ±72.74
0.263 31.493(23.870) ± 0.060 313.43(230.73) ± 62.92 0.69(35.2) ±1.26 ±26.90 ±68.44
0.241 28.903(21.959) ± 0.057 294.86(214.95) ± 59.84 0.68(33.5) ±2.22 ±32.24 ±68.01
0.219 26.305(20.020) ± 0.044 278.11(200.81) ± 51.12 0.69(31.9) ±3.21 ±29.02 ±58.87
0.197 23.677(18.009) ± 0.042 253.36(181.02) ± 56.29 0.71(30.2) ±6.54 ±23.20 ±61.24
0.175 21.066(16.025) ± 0.034 232.35(165.72) ± 50.48 0.73(28.3) ±3.92 ±24.00 ±56.04
0.153 18.425(13.948) ± 0.032 199.21(140.84) ± 48.99 0.75(26.2) ±8.99 ±17.20 ±52.70
0.131 15.807(11.964) ± 0.026 181.55(126.91) ± 37.35 0.80(24.2) ±10.43 ±17.64 ±42.61
0.109 13.174(9.949) ± 0.022 157.69(108.85) ± 28.73 0.83(21.4) ±3.79 ±14.86 ±32.57
0.087 10.522(7.808) ± 0.017 125.65(86.76) ± 21.21 0.80(18.2) ±3.14 ±11.02 ±24.10
0.066 7.947(6.122) ± 0.013 97.74(67.60) ± 13.55 0.73(15.1) ±8.30 ±9.98 ±18.77

TABLE XVI. NBD fit results in centrality 5–10%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 72.246(55.918) ± 0.126 187.62(145.22) ± 10.56 0.80(61.0) ±1.88 ±9.61 ±14.40
0.678 70.291(54.452) ± 0.124 185.02(143.32) ± 10.61 0.68(61.3) ±10.46 ±6.69 ±16.33
0.656 67.996(52.602) ± 0.121 188.09(145.50) ± 11.00 0.71(59.8) ±4.99 ±4.56 ±12.91
0.634 65.656(50.720) ± 0.119 188.72(145.76) ± 11.29 0.76(59.0) ±2.81 ±6.48 ±13.32
0.613 63.346(48.897) ± 0.116 186.50(143.95) ± 11.39 0.79(57.0) ±4.55 ±6.31 ±13.79
0.591 61.055(47.118) ± 0.114 185.01(142.75) ± 11.53 0.76(55.6) ±6.00 ±5.32 ±14.04
0.569 58.752(45.296) ± 0.111 184.61(142.29) ± 11.90 0.76(54.0) ±4.96 ±7.98 ±15.16
0.547 56.443(43.447) ± 0.108 183.38(141.14) ± 12.28 0.78(52.2) ±5.40 ±8.57 ±15.92
0.525 54.144(41.614) ± 0.106 183.73(141.18) ± 12.87 0.78(51.2) ±5.90 ±8.41 ±16.47
0.503 51.839(39.768) ± 0.103 186.84(143.32) ± 13.65 0.81(49.4) ±3.47 ±7.23 ±15.83
0.481 49.534(37.909) ± 0.100 187.11(143.19) ± 14.16 0.84(47.9) ±3.90 ±7.38 ±16.44
0.459 47.220(36.030) ± 0.097 189.72(144.71) ± 15.07 0.88(46.3) ±2.39 ±7.36 ±16.94
0.438 44.921(34.153) ± 0.095 187.66(142.61) ± 15.56 0.85(44.6) ±8.12 ±10.08 ±20.24
0.416 42.618(32.277) ± 0.092 188.72(142.85) ± 16.50 0.86(43.1) ±7.80 ±7.74 ±19.83
0.394 40.328(30.425) ± 0.089 186.94(140.87) ± 17.11 0.82(41.6) ±5.86 ±9.43 ±20.40
0.372 38.053(28.585) ± 0.086 186.28(139.66) ± 18.10 0.85(39.9) ±7.17 ±9.93 ±21.86
0.350 35.798(26.815) ± 0.059 187.25(139.96) ± 13.64 0.89(38.5) ±5.58 ±9.02 ±17.28
0.328 33.572(25.212) ± 0.057 184.92(138.46) ± 14.19 0.89(37.3) ±5.46 ±12.28 ±19.55
0.306 31.368(23.631) ± 0.055 182.12(136.56) ± 14.59 0.91(36.0) ±5.25 ±11.88 ±19.53
0.284 29.158(22.030) ± 0.052 178.29(134.27) ± 14.70 0.89(34.6) ±4.86 ±13.82 ±20.75
0.263 26.943(20.408) ± 0.050 173.07(131.50) ± 15.26 0.91(33.1) ±5.84 ±15.75 ±22.69
0.241 24.731(18.770) ± 0.048 169.01(129.45) ± 15.73 0.88(32.1) ±6.53 ±15.73 ±23.19
0.219 22.501(17.102) ± 0.037 167.76(129.28) ± 13.97 0.94(30.7) ±3.27 ±12.91 ±19.31
0.197 20.271(15.421) ± 0.035 160.25(123.65) ± 14.29 0.94(29.1) ±5.43 ±15.13 ±21.52
0.175 18.030(13.713) ± 0.028 152.49(118.31) ± 13.95 0.99(27.4) ±5.87 ±13.32 ±20.16
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TABLE XVI. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.153 15.787(11.998) ± 0.026 144.71(112.06) ± 13.58 1.00(25.4) ±5.81 ±15.35 ±21.30
0.131 13.540(10.276) ± 0.022 137.12(106.29) ± 12.40 1.05(22.9) ±5.42 ±14.45 ±19.80
0.109 11.289(8.548) ± 0.018 122.24(92.30) ± 10.92 1.09(20.3) ±6.77 ±14.31 ±19.23
0.087 9.029(6.805) ± 0.014 99.52(72.96) ± 9.30 1.03(17.2) ±5.46 ±10.51 ±15.06
0.066 6.807(5.296) ± 0.011 75.37(54.94) ± 6.89 0.81(14.2) ±6.29 ±8.08 ±12.34

TABLE XVII. NBD fit results in centrality 10–15%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 60.607(46.909) ± 0.119 129.59(100.31) ± 6.29 0.80(58.0) ±1.29 ±1.51 ±6.60
0.678 59.026(45.725) ± 0.118 123.34(95.54) ± 6.09 0.76(56.6) ±4.71 ±9.77 ±12.44
0.656 57.108(44.179) ± 0.116 121.44(93.94) ± 6.08 0.70(55.3) ±5.55 ±4.90 ±9.58
0.634 55.139(42.596) ± 0.113 121.88(94.14) ± 6.24 0.70(54.2) ±4.92 ±3.01 ±8.50
0.613 53.198(41.064) ± 0.111 120.98(93.37) ± 6.33 0.69(52.9) ±5.23 ±2.63 ±8.62
0.591 51.256(39.556) ± 0.108 120.49(92.96) ± 6.46 0.71(52.2) ±3.80 ±3.87 ±8.44
0.569 49.321(38.025) ± 0.106 119.78(92.31) ± 6.58 0.70(51.3) ±3.61 ±2.65 ±7.95
0.547 47.393(36.482) ± 0.103 117.86(90.68) ± 6.62 0.71(50.1) ±3.12 ±3.60 ±8.15
0.525 45.463(34.943) ± 0.101 117.65(90.38) ± 6.79 0.71(49.2) ±3.77 ±3.44 ±8.49
0.503 43.535(33.398) ± 0.098 117.79(90.32) ± 7.03 0.71(48.2) ±3.47 ±4.14 ±8.87
0.481 41.602(31.839) ± 0.095 118.04(90.30) ± 7.29 0.71(46.9) ±3.18 ±3.55 ±8.71
0.459 39.668(30.267) ± 0.092 118.96(90.76) ± 7.64 0.73(45.2) ±3.46 ±4.65 ±9.59
0.438 37.729(28.684) ± 0.090 118.41(90.03) ± 7.87 0.72(44.0) ±3.52 ±4.95 ±9.94
0.416 35.787(27.104) ± 0.087 118.19(89.52) ± 8.24 0.74(42.5) ±4.23 ±5.06 ±10.56
0.394 33.864(25.547) ± 0.084 118.35(89.25) ± 8.67 0.76(41.1) ±4.60 ±4.92 ±10.98
0.372 31.943(23.994) ± 0.082 118.19(88.71) ± 9.20 0.75(39.6) ±4.92 ±5.31 ±11.70
0.350 30.061(22.517) ± 0.056 117.56(87.92) ± 6.85 0.75(38.1) ±4.91 ±5.85 ±10.26
0.328 28.191(21.172) ± 0.053 117.37(87.84) ± 7.21 0.78(36.3) ±5.14 ±5.41 ±10.38
0.306 26.340(19.845) ± 0.051 117.25(87.95) ± 7.59 0.78(34.7) ±4.90 ±5.07 ±10.36
0.284 24.493(18.509) ± 0.049 117.01(87.82) ± 8.16 0.82(33.5) ±4.41 ±5.83 ±10.96
0.263 22.636(17.150) ± 0.047 114.86(86.40) ± 8.44 0.80(31.8) ±5.74 ±5.96 ±11.82
0.241 20.776(15.774) ± 0.044 114.37(86.11) ± 8.95 0.82(30.3) ±5.34 ±6.20 ±12.13
0.219 18.905(14.375) ± 0.034 112.39(84.83) ± 7.68 0.82(28.8) ±5.37 ±7.32 ±11.89
0.197 17.029(12.958) ± 0.033 111.32(84.34) ± 8.15 0.83(26.9) ±6.15 ±7.47 ±12.66
0.175 15.142(11.519) ± 0.026 109.44(83.15) ± 7.72 0.88(25.1) ±5.22 ±7.32 ±11.85
0.153 13.253(10.073) ± 0.024 106.03(80.26) ± 8.35 0.94(23.0) ±4.18 ±6.94 ±11.64
0.131 11.367(8.626) ± 0.020 96.68(72.34) ± 7.60 0.94(20.5) ±4.30 ±7.09 ±11.25
0.109 9.474(7.170) ± 0.017 88.58(65.38) ± 7.20 0.87(18.1) ±3.97 ±8.10 ±11.54
0.087 7.575(5.704) ± 0.013 77.55(55.69) ± 6.79 0.81(15.6) ±3.54 ±7.64 ±10.82
0.066 5.714(4.443) ± 0.010 64.41(47.02) ± 6.22 0.63(12.8) ±4.49 ±6.13 ±9.82

TABLE XVIII. NBD fit results in centrality 15–20%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 50.243(38.888) ± 0.109 95.08(73.59) ± 4.42 0.79(53.0) ±4.84 ±6.50 ±9.23
0.678 48.892(37.875) ± 0.106 95.76(74.18) ± 4.54 0.67(52.4) ±3.20 ±1.41 ±5.73
0.656 47.301(36.592) ± 0.104 95.63(73.98) ± 4.65 0.75(51.2) ±2.80 ±1.66 ±5.68
0.634 45.685(35.292) ± 0.102 95.70(73.94) ± 4.78 0.71(49.2) ±2.09 ±1.96 ±5.57
0.613 44.087(34.031) ± 0.100 94.78(73.17) ± 4.87 0.71(47.7) ±3.79 ±3.17 ±6.94
0.591 42.483(32.785) ± 0.097 95.97(74.07) ± 5.05 0.70(47.1) ±2.95 ±1.99 ±6.18
0.569 40.884(31.519) ± 0.095 96.10(74.10) ± 5.22 0.69(46.1) ±2.66 ±2.10 ±6.22
0.547 39.301(30.251) ± 0.092 95.92(73.85) ± 5.36 0.70(44.8) ±3.31 ±2.60 ±6.82
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TABLE XVIII. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.525 37.708(28.981) ± 0.090 96.52(74.20) ± 5.57 0.71(43.6) ±3.47 ±1.98 ±6.85
0.503 36.108(27.700) ± 0.088 96.81(74.28) ± 5.77 0.75(42.5) ±2.84 ±2.39 ±6.86
0.481 34.505(26.406) ± 0.085 96.51(73.88) ± 5.92 0.73(41.4) ±2.38 ±1.88 ±6.65
0.459 32.897(25.100) ± 0.083 95.50(72.89) ± 6.03 0.73(40.1) ±2.67 ±2.54 ±7.07
0.438 31.285(23.784) ± 0.081 95.28(72.47) ± 6.24 0.77(38.6) ±2.78 ±2.27 ±7.19
0.416 29.677(22.474) ± 0.078 95.11(72.09) ± 6.45 0.78(37.3) ±3.02 ±2.26 ±7.47
0.394 28.079(21.180) ± 0.076 94.76(71.57) ± 6.69 0.78(35.9) ±2.98 ±3.07 ±7.94
0.372 26.483(19.889) ± 0.073 95.08(71.55) ± 7.04 0.81(34.6) ±2.59 ±2.66 ±7.96
0.350 24.918(18.661) ± 0.050 94.28(70.78) ± 5.11 0.80(33.3) ±3.11 ±2.66 ±6.55
0.328 23.365(17.541) ± 0.048 92.98(70.16) ± 5.28 0.82(32.3) ±2.56 ±2.78 ±6.50
0.306 21.831(16.441) ± 0.046 91.68(69.59) ± 5.47 0.84(31.2) ±2.32 ±3.06 ±6.69
0.284 20.294(15.325) ± 0.044 89.06(68.15) ± 5.60 0.85(29.8) ±2.62 ±3.13 ±6.93
0.263 18.754(14.199) ± 0.042 87.46(67.23) ± 5.76 0.85(28.5) ±2.47 ±2.87 ±6.90
0.241 17.215(13.060) ± 0.040 86.16(66.47) ± 6.04 0.88(27.0) ±2.30 ±3.25 ±7.23
0.219 15.665(11.902) ± 0.031 83.50(64.86) ± 5.15 0.90(25.4) ±3.27 ±3.46 ±7.01
0.197 14.110(10.728) ± 0.029 81.20(63.31) ± 5.36 0.88(23.7) ±2.47 ±3.88 ±7.06
0.175 12.547(9.540) ± 0.024 79.16(61.58) ± 4.86 0.93(21.9) ±2.06 ±3.41 ±6.28
0.153 10.977(8.337) ± 0.022 73.67(57.42) ± 4.99 0.91(19.8) ±1.63 ±3.89 ±6.53
0.131 9.409(7.133) ± 0.018 67.77(52.73) ± 4.44 0.83(17.8) ±2.00 ±3.98 ±6.29
0.109 7.840(5.924) ± 0.015 61.02(47.54) ± 4.01 0.74(15.6) ±1.99 ±4.09 ±6.06
0.087 6.271(4.713) ± 0.012 54.47(42.05) ± 3.54 0.63(13.4) ±1.64 ±3.81 ±5.46
0.066 4.734(3.678) ± 0.009 47.73(35.64) ± 3.59 0.58(11.3) ±2.06 ±3.33 ±5.31

TABLE XIX. NBD fit results in centrality 20–25%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 41.340(31.997) ± 0.101 80.17(62.05) ± 3.85 0.71(48.0) ±1.34 ±1.27 ±4.27
0.678 40.233(31.167) ± 0.099 80.14(62.08) ± 3.92 0.67(47.2) ±3.19 ±1.69 ±5.33
0.656 38.920(30.109) ± 0.096 81.43(63.00) ± 4.07 0.68(46.9) ±1.52 ±0.92 ±4.44
0.634 37.606(29.051) ± 0.094 81.18(62.71) ± 4.17 0.68(45.8) ±3.68 ±1.51 ±5.76
0.613 36.282(28.006) ± 0.092 82.48(63.67) ± 4.38 0.78(44.7) ±1.90 ±1.68 ±5.07
0.591 34.986(27.000) ± 0.090 81.78(63.12) ± 4.43 0.76(44.2) ±2.76 ±1.37 ±5.39
0.569 33.656(25.947) ± 0.088 81.76(63.04) ± 4.53 0.75(43.4) ±1.38 ±1.07 ±4.86
0.547 32.342(24.895) ± 0.086 81.09(62.42) ± 4.60 0.68(42.5) ±1.91 ±1.56 ±5.22
0.525 31.029(23.848) ± 0.083 81.53(62.67) ± 4.76 0.72(41.5) ±1.98 ±1.63 ±5.40
0.503 29.714(22.794) ± 0.081 81.92(62.85) ± 4.93 0.77(40.5) ±1.94 ±1.10 ±5.41
0.481 28.395(21.731) ± 0.079 82.20(62.93) ± 5.11 0.77(39.3) ±2.21 ±1.08 ±5.67
0.459 27.071(20.654) ± 0.077 82.39(62.89) ± 5.33 0.79(38.3) ±2.25 ±1.31 ±5.93
0.438 25.754(19.579) ± 0.074 81.71(62.18) ± 5.47 0.78(37.1) ±2.79 ±1.73 ±6.38
0.416 24.428(18.499) ± 0.072 82.61(62.66) ± 5.83 0.82(35.8) ±2.05 ±1.10 ±6.28
0.394 23.116(17.436) ± 0.070 81.91(61.93) ± 6.04 0.78(34.6) ±2.84 ±1.75 ±6.90
0.372 21.803(16.374) ± 0.068 82.06(61.77) ± 6.34 0.78(33.3) ±2.84 ±1.94 ±7.21
0.350 20.516(15.364) ± 0.046 82.29(61.74) ± 4.77 0.82(32.1) ±3.10 ±2.13 ±6.08
0.328 19.244(14.448) ± 0.044 81.98(61.71) ± 4.99 0.82(30.8) ±2.85 ±2.02 ±6.09
0.306 17.979(13.542) ± 0.043 81.64(61.65) ± 5.26 0.82(29.7) ±3.02 ±1.98 ±6.38
0.284 16.715(12.625) ± 0.041 80.08(60.81) ± 5.43 0.83(28.4) ±2.99 ±2.30 ±6.61
0.263 15.448(11.697) ± 0.039 78.84(60.25) ± 5.73 0.84(26.9) ±3.19 ±2.34 ±6.96
0.241 14.177(10.756) ± 0.037 77.06(59.22) ± 5.98 0.86(25.2) ±2.73 ±2.06 ±6.89
0.219 12.899(9.802) ± 0.029 74.63(57.61) ± 5.08 0.88(23.8) ±2.84 ±2.57 ±6.36
0.197 11.616(8.833) ± 0.027 72.40(56.12) ± 5.38 0.92(22.1) ±2.12 ±2.05 ±6.13
0.175 10.327(7.850) ± 0.022 68.48(53.34) ± 4.75 0.88(20.2) ±2.15 ±2.18 ±5.65
0.153 9.035(6.859) ± 0.021 62.87(49.41) ± 4.84 0.82(18.3) ±2.09 ±2.55 ±5.85
0.131 7.744(5.870) ± 0.017 58.29(45.68) ± 4.29 0.71(16.3) ±2.05 ±2.65 ±5.45
0.109 6.452(4.877) ± 0.014 54.02(41.89) ± 4.10 0.58(14.5) ±1.91 ±2.54 ±5.19
0.087 5.160(3.881) ± 0.011 49.72(38.24) ± 4.19 0.49(12.2) ±1.74 ±2.92 ±5.40
0.066 3.895(3.027) ± 0.008 44.74(34.54) ± 4.38 0.49(10.2) ±1.45 ±3.09 ±5.55
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TABLE XX. NBD fit results in centrality 25–30%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 33.991(26.309) ± 0.090 67.99(52.63) ± 3.18 0.56(44.0) ±2.58 ±0.80 ±4.17
0.678 33.067(25.615) ± 0.088 68.77(53.27) ± 3.29 0.61(44.0) ±2.56 ±0.05 ±4.17
0.656 31.992(24.750) ± 0.086 67.53(52.23) ± 3.30 0.56(43.6) ±3.20 ±1.31 ±4.78
0.634 30.890(23.863) ± 0.084 67.26(51.95) ± 3.34 0.58(42.8) ±2.31 ±1.01 ±4.19
0.613 29.811(23.012) ± 0.082 67.40(52.02) ± 3.41 0.64(41.9) ±1.64 ±1.27 ±3.99
0.591 28.732(22.173) ± 0.081 66.18(51.07) ± 3.41 0.65(41.3) ±2.18 ±0.79 ±4.12
0.569 27.643(21.312) ± 0.079 66.17(51.01) ± 3.50 0.62(40.2) ±2.87 ±1.24 ±4.69
0.547 26.558(20.443) ± 0.077 65.89(50.72) ± 3.57 0.65(38.9) ±2.32 ±1.30 ±4.45
0.525 25.479(19.583) ± 0.075 65.64(50.44) ± 3.66 0.66(37.9) ±2.53 ±0.86 ±4.53
0.503 24.403(18.721) ± 0.073 65.21(50.01) ± 3.75 0.66(37.1) ±3.12 ±1.03 ±4.99
0.481 23.325(17.852) ± 0.071 64.30(49.19) ± 3.80 0.64(35.9) ±3.10 ±0.97 ±5.00
0.459 22.243(16.972) ± 0.069 64.65(49.31) ± 3.94 0.67(35.0) ±2.62 ±0.71 ±4.78
0.438 21.155(16.084) ± 0.067 63.75(48.45) ± 4.03 0.68(33.4) ±2.73 ±0.89 ±4.95
0.416 20.074(15.204) ± 0.065 63.34(47.95) ± 4.15 0.70(32.4) ±2.72 ±1.01 ±5.06
0.394 18.991(14.327) ± 0.063 62.47(47.09) ± 4.26 0.69(31.0) ±2.95 ±1.01 ±5.28
0.372 17.912(13.455) ± 0.061 62.61(47.00) ± 4.49 0.71(29.9) ±2.80 ±0.83 ±5.35
0.350 16.855(12.625) ± 0.042 62.05(46.45) ± 3.30 0.72(28.7) ±2.34 ±0.81 ±4.12
0.328 15.805(11.868) ± 0.040 61.38(46.04) ± 3.39 0.72(27.5) ±2.67 ±1.02 ±4.43
0.306 14.769(11.126) ± 0.038 60.26(45.34) ± 3.48 0.72(26.3) ±2.88 ±1.01 ±4.63
0.284 13.731(10.376) ± 0.037 59.70(44.97) ± 3.62 0.71(25.1) ±2.44 ±1.21 ±4.54
0.263 12.685(9.610) ± 0.035 59.20(44.67) ± 3.84 0.74(23.7) ±2.61 ±1.06 ±4.76
0.241 11.640(8.838) ± 0.033 57.91(43.73) ± 4.00 0.71(22.3) ±2.54 ±1.09 ±4.86
0.219 10.591(8.054) ± 0.026 56.00(42.22) ± 3.34 0.64(21.0) ±2.38 ±1.26 ±4.29
0.197 9.535(7.258) ± 0.024 54.60(41.11) ± 3.51 0.67(19.3) ±2.10 ±1.43 ±4.33
0.175 8.479(6.455) ± 0.020 52.59(39.35) ± 3.21 0.64(17.6) ±2.49 ±1.42 ±4.30
0.153 7.420(5.643) ± 0.018 51.06(38.08) ± 3.48 0.62(16.0) ±1.76 ±1.53 ±4.19
0.131 6.363(4.832) ± 0.015 49.16(36.41) ± 3.38 0.56(14.3) ±1.61 ±1.59 ±4.07
0.109 5.306(4.017) ± 0.013 45.94(33.94) ± 3.32 0.49(12.3) ±1.57 ±1.75 ±4.07
0.087 4.245(3.196) ± 0.010 43.38(31.95) ± 3.30 0.49(10.5) ±1.68 ±2.00 ±4.21
0.066 3.205(2.492) ± 0.007 38.41(28.81) ± 3.58 0.47(8.8) ±1.46 ±2.20 ±4.45

TABLE XXI. NBD fit results in centrality 30–35%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 27.652(21.402) ± 0.079 58.33(45.15) ± 2.86 0.67(41.0) ±3.24 ±0.86 ±4.41
0.678 26.900(20.838) ± 0.078 57.89(44.85) ± 2.86 0.60(40.9) ±2.95 ±0.85 ±4.20
0.656 26.016(20.126) ± 0.076 57.99(44.86) ± 2.94 0.63(39.6) ±2.17 ±0.88 ±3.75
0.634 25.115(19.401) ± 0.074 57.51(44.43) ± 2.98 0.66(38.4) ±2.60 ±0.72 ±4.02
0.613 24.225(18.699) ± 0.073 56.95(43.97) ± 3.03 0.67(37.0) ±2.60 ±0.86 ±4.09
0.591 23.345(18.015) ± 0.071 56.94(43.95) ± 3.10 0.70(36.3) ±2.27 ±0.77 ±3.92
0.569 22.464(17.318) ± 0.070 56.67(43.71) ± 3.17 0.74(35.0) ±1.78 ±0.77 ±3.72
0.547 21.583(16.613) ± 0.068 55.99(43.12) ± 3.22 0.71(33.9) ±2.04 ±0.69 ±3.87
0.525 20.702(15.911) ± 0.066 56.01(43.07) ± 3.34 0.73(33.0) ±2.00 ±0.70 ±3.96
0.503 19.828(15.210) ± 0.065 55.63(42.71) ± 3.44 0.76(31.8) ±1.94 ±0.84 ±4.03
0.481 18.948(14.500) ± 0.063 55.29(42.37) ± 3.57 0.72(30.9) ±2.25 ±0.85 ±4.30
0.459 18.064(13.781) ± 0.061 55.70(42.57) ± 3.73 0.77(30.1) ±1.76 ±0.78 ±4.20
0.438 17.181(13.060) ± 0.059 54.86(41.80) ± 3.89 0.79(29.1) ±2.03 ±1.04 ±4.51
0.416 16.302(12.344) ± 0.058 53.65(40.75) ± 3.97 0.68(28.0) ±2.50 ±1.08 ±4.82
0.394 15.419(11.629) ± 0.056 53.33(40.40) ± 4.19 0.74(26.8) ±2.48 ±0.99 ±4.97
0.372 14.543(10.920) ± 0.054 52.71(39.80) ± 4.38 0.75(25.4) ±2.14 ±0.93 ±4.96
0.350 13.684(10.246) ± 0.037 52.57(39.60) ± 3.27 0.78(24.3) ±2.15 ±0.93 ±4.02
0.328 12.833(9.633) ± 0.035 51.53(38.93) ± 3.35 0.81(23.0) ±2.25 ±0.95 ±4.14
0.306 11.991(9.029) ± 0.034 49.87(37.95) ± 3.43 0.77(22.0) ±2.29 ±0.94 ±4.23
0.284 11.146(8.415) ± 0.033 48.20(36.98) ± 3.59 0.76(20.9) ±2.06 ±0.89 ±4.23
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TABLE XXI. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.263 10.299(7.796) ± 0.031 47.05(36.22) ± 3.67 0.71(19.7) ±1.60 ±0.93 ±4.11
0.241 9.450(7.169) ± 0.030 45.91(35.45) ± 3.79 0.69(18.6) ±1.51 ±0.93 ±4.18
0.219 8.597(6.532) ± 0.023 44.64(34.66) ± 3.18 0.62(17.5) ±1.43 ±1.00 ±3.62
0.197 7.740(5.885) ± 0.022 43.61(34.05) ± 3.30 0.57(16.3) ±1.22 ±1.01 ±3.66
0.175 6.881(5.231) ± 0.018 42.44(33.32) ± 3.04 0.50(14.9) ±1.36 ±1.10 ±3.51
0.153 6.023(4.574) ± 0.016 41.28(32.47) ± 3.26 0.45(13.6) ±1.39 ±1.27 ±3.76
0.131 5.165(3.914) ± 0.013 40.29(31.79) ± 3.21 0.45(12.2) ±1.33 ±1.30 ±3.71
0.109 4.306(3.253) ± 0.011 38.26(30.17) ± 3.27 0.46(10.7) ±1.62 ±1.28 ±3.87
0.087 3.445(2.587) ± 0.009 35.11(27.79) ± 3.39 0.51(9.2) ±1.18 ±1.41 ±3.86
0.066 2.606(2.037) ± 0.006 30.96(24.26) ± 3.44 0.54(7.9) ±1.25 ±1.14 ±3.83

TABLE XXII. NBD fit results in centrality 35–40%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 21.970(17.005) ± 0.071 47.25(36.57) ± 2.31 0.79(38.0) ±0.68 ±0.60 ±2.48
0.678 21.372(16.556) ± 0.070 47.47(36.77) ± 2.32 0.69(37.7) ±0.44 ±0.02 ±2.36
0.656 20.684(16.001) ± 0.068 46.97(36.33) ± 2.33 0.71(37.1) ±0.92 ±0.23 ±2.51
0.634 19.964(15.423) ± 0.067 46.50(35.92) ± 2.35 0.79(36.0) ±0.86 ±0.30 ±2.52
0.613 19.253(14.862) ± 0.065 46.36(35.78) ± 2.40 0.86(34.6) ±0.91 ±0.15 ±2.57
0.591 18.572(14.333) ± 0.064 45.46(35.08) ± 2.41 0.82(33.4) ±1.16 ±0.36 ±2.70
0.569 17.877(13.783) ± 0.063 45.55(35.11) ± 2.48 0.83(32.5) ±1.22 ±0.37 ±2.79
0.547 17.176(13.221) ± 0.061 45.52(35.05) ± 2.54 0.83(31.7) ±1.26 ±0.44 ±2.87
0.525 16.475(12.662) ± 0.059 45.45(34.94) ± 2.63 0.87(30.7) ±1.09 ±0.34 ±2.87
0.503 15.778(12.104) ± 0.058 45.41(34.85) ± 2.70 0.87(29.8) ±0.92 ±0.22 ±2.86
0.481 15.082(11.542) ± 0.057 44.90(34.38) ± 2.77 0.84(28.6) ±1.02 ±0.36 ±2.97
0.459 14.380(10.972) ± 0.055 44.50(33.97) ± 2.83 0.81(27.6) ±1.03 ±0.31 ±3.03
0.438 13.678(10.399) ± 0.053 43.95(33.42) ± 2.91 0.82(26.3) ±1.15 ±0.39 ±3.15
0.416 12.978(9.829) ± 0.052 43.68(33.09) ± 2.99 0.81(25.4) ±1.16 ±0.33 ±3.22
0.394 12.280(9.264) ± 0.050 43.03(32.45) ± 3.06 0.79(24.2) ±1.23 ±0.41 ±3.32
0.372 11.582(8.700) ± 0.049 42.60(31.98) ± 3.17 0.77(23.1) ±1.08 ±0.45 ±3.38
0.350 10.894(8.161) ± 0.033 42.04(31.45) ± 2.30 0.74(22.0) ±1.00 ±0.34 ±2.53
0.328 10.213(7.670) ± 0.032 41.13(30.87) ± 2.34 0.72(21.0) ±0.90 ±0.35 ±2.54
0.306 9.540(7.188) ± 0.031 40.19(30.29) ± 2.39 0.70(20.0) ±0.86 ±0.19 ±2.55
0.284 8.867(6.699) ± 0.029 39.08(29.61) ± 2.46 0.69(18.9) ±0.92 ±0.28 ±2.64
0.263 8.191(6.204) ± 0.028 38.50(29.35) ± 2.57 0.67(18.0) ±0.97 ±0.34 ±2.77
0.241 7.517(5.707) ± 0.027 37.29(28.54) ± 2.64 0.57(17.1) ±1.25 ±0.50 ±2.97
0.219 6.837(5.198) ± 0.021 36.65(28.17) ± 2.29 0.55(16.1) ±0.92 ±0.47 ±2.51
0.197 6.155(4.685) ± 0.019 35.93(27.66) ± 2.40 0.55(15.0) ±0.77 ±0.51 ±2.58
0.175 5.474(4.166) ± 0.016 34.69(26.74) ± 2.20 0.52(13.7) ±0.77 ±0.65 ±2.43
0.153 4.792(3.644) ± 0.015 33.23(25.56) ± 2.37 0.50(12.4) ±0.86 ±0.72 ±2.62
0.131 4.111(3.122) ± 0.012 31.76(24.13) ± 2.33 0.48(11.1) ±0.88 ±0.72 ±2.59
0.109 3.426(2.594) ± 0.010 30.11(22.76) ± 2.52 0.54(9.8) ±0.65 ±0.72 ±2.69
0.087 2.742(2.069) ± 0.008 28.05(20.82) ± 2.59 0.55(8.3) ±0.86 ±0.84 ±2.85
0.066 2.070(1.609) ± 0.006 24.89(18.20) ± 2.64 0.54(7.0) ±0.94 ±0.95 ±2.96

TABLE XXIII. NBD fit results in centrality 40–45%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 17.453(13.508) ± 0.063 37.64(29.13) ± 1.83 0.74(35.0) ±0.40 ±0.98 ±2.12
0.678 16.988(13.160) ± 0.062 37.36(28.94) ± 1.85 0.74(34.1) ±1.08 ±0.27 ±2.16
0.656 16.429(12.709) ± 0.061 37.57(29.06) ± 1.91 0.83(33.0) ±0.91 ±0.00 ±2.12
0.634 15.863(12.255) ± 0.059 37.55(29.01) ± 1.96 0.82(32.2) ±1.54 ±0.31 ±2.51
0.613 15.315(11.822) ± 0.058 36.88(28.47) ± 1.96 0.76(31.4) ±1.75 ±0.34 ±2.65
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TABLE XXIII. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.591 14.758(11.389) ± 0.057 36.84(28.43) ± 2.00 0.83(30.6) ±1.76 ±0.32 ±2.68
0.569 14.201(10.948) ± 0.056 36.74(28.32) ± 2.04 0.88(29.8) ±1.32 ±0.26 ±2.45
0.547 13.652(10.508) ± 0.054 36.19(27.85) ± 2.07 0.85(29.2) ±1.54 ±0.32 ±2.60
0.525 13.096(10.065) ± 0.053 36.01(27.67) ± 2.12 0.83(28.3) ±1.30 ±0.22 ±2.50
0.503 12.537(9.618) ± 0.051 36.07(27.66) ± 2.21 0.89(27.1) ±1.25 ±0.28 ±2.55
0.481 11.980(9.169) ± 0.050 35.96(27.51) ± 2.28 0.91(26.3) ±1.27 ±0.33 ±2.63
0.459 11.422(8.715) ± 0.049 35.74(27.26) ± 2.36 0.91(25.2) ±1.12 ±0.33 ±2.63
0.438 10.861(8.258) ± 0.048 35.46(26.95) ± 2.43 0.87(24.2) ±1.08 ±0.28 ±2.67
0.416 10.302(7.803) ± 0.046 35.19(26.64) ± 2.51 0.89(22.9) ±1.10 ±0.38 ±2.77
0.394 9.742(7.349) ± 0.045 35.42(26.71) ± 2.63 0.92(22.0) ±0.69 ±0.34 ±2.74
0.372 9.189(6.902) ± 0.043 35.02(26.31) ± 2.70 0.83(21.1) ±0.86 ±0.36 ±2.86
0.350 8.649(6.478) ± 0.030 34.15(25.59) ± 1.94 0.73(19.9) ±1.22 ±0.51 ±2.35
0.328 8.110(6.090) ± 0.029 33.55(25.21) ± 1.99 0.71(19.0) ±1.19 ±0.45 ±2.36
0.306 7.578(5.708) ± 0.027 33.04(24.89) ± 2.06 0.70(18.0) ±1.22 ±0.41 ±2.43
0.284 7.044(5.321) ± 0.026 32.48(24.52) ± 2.12 0.67(17.0) ±1.18 ±0.43 ±2.47
0.263 6.509(4.930) ± 0.025 31.66(23.97) ± 2.17 0.63(16.1) ±1.12 ±0.45 ±2.48
0.241 5.973(4.533) ± 0.024 30.82(23.44) ± 2.22 0.61(15.1) ±1.00 ±0.46 ±2.48
0.219 5.435(4.131) ± 0.018 29.59(22.59) ± 1.88 0.58(14.0) ±1.09 ±0.45 ±2.23
0.197 4.894(3.723) ± 0.017 28.75(22.00) ± 2.00 0.54(13.1) ±0.83 ±0.49 ±2.22
0.175 4.353(3.311) ± 0.014 28.04(21.41) ± 1.89 0.56(12.1) ±0.90 ±0.54 ±2.16
0.153 3.811(2.896) ± 0.013 26.88(20.50) ± 2.02 0.50(10.9) ±0.74 ±0.51 ±2.21
0.131 3.267(2.478) ± 0.011 25.91(19.73) ± 2.01 0.52(9.9) ±0.63 ±0.54 ±2.18
0.109 2.724(2.060) ± 0.009 24.44(18.61) ± 2.05 0.47(8.7) ±0.38 ±0.61 ±2.18
0.087 2.179(1.639) ± 0.007 22.93(17.48) ± 2.12 0.55(7.4) ±0.38 ±0.55 ±2.22
0.066 1.646(1.279) ± 0.005 20.46(15.59) ± 2.26 0.54(6.3) ±0.59 ±0.51 ±2.39

TABLE XXIV. NBD fit results in centrality 45–50%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 13.493(10.444) ± 0.054 32.22(24.94) ± 1.72 0.77(27.0) ±1.57 ±0.13 ±2.34
0.678 13.123(10.166) ± 0.053 32.44(25.13) ± 1.74 0.79(26.9) ±1.12 ±0.09 ±2.07
0.656 12.698(9.823) ± 0.052 32.30(24.99) ± 1.77 0.81(25.6) ±0.70 ±0.22 ±1.92
0.634 12.261(9.472) ± 0.051 32.54(25.14) ± 1.85 0.89(24.6) ±0.78 ±0.32 ±2.04
0.613 11.829(9.131) ± 0.050 32.98(25.46) ± 1.94 0.89(23.9) ±0.81 ±0.20 ±2.11
0.591 11.403(8.800) ± 0.049 33.01(25.47) ± 2.00 0.88(23.1) ±0.56 ±0.28 ±2.10
0.569 10.976(8.462) ± 0.048 32.73(25.23) ± 2.04 0.84(22.3) ±0.56 ±0.24 ±2.13
0.547 10.547(8.119) ± 0.046 32.55(25.05) ± 2.09 0.84(21.7) ±0.52 ±0.29 ±2.18
0.525 10.120(7.778) ± 0.045 32.54(25.00) ± 2.16 0.80(21.0) ±0.30 ±0.28 ±2.20
0.503 9.694(7.437) ± 0.044 32.48(24.91) ± 2.23 0.76(20.5) ±0.39 ±0.31 ±2.28
0.481 9.267(7.093) ± 0.043 32.14(24.60) ± 2.28 0.67(19.8) ±0.44 ±0.30 ±2.34
0.459 8.836(6.742) ± 0.042 31.98(24.40) ± 2.37 0.60(19.1) ±0.57 ±0.34 ±2.46
0.438 8.403(6.389) ± 0.041 31.90(24.26) ± 2.46 0.55(18.5) ±0.56 ±0.36 ±2.54
0.416 7.970(6.037) ± 0.039 31.80(24.10) ± 2.56 0.52(17.7) ±0.58 ±0.38 ±2.65
0.394 7.537(5.686) ± 0.038 31.73(23.97) ± 2.67 0.54(17.1) ±0.79 ±0.42 ±2.82
0.372 7.108(5.339) ± 0.037 31.47(23.68) ± 2.78 0.53(16.4) ±0.83 ±0.37 ±2.92
0.350 6.688(5.009) ± 0.025 31.14(23.38) ± 2.05 0.54(15.6) ±0.84 ±0.38 ±2.25
0.328 6.271(4.709) ± 0.024 30.59(23.16) ± 2.12 0.55(15.0) ±0.77 ±0.37 ±2.29
0.306 5.860(4.413) ± 0.023 29.82(22.83) ± 2.20 0.55(14.4) ±0.72 ±0.35 ±2.34
0.284 5.450(4.115) ± 0.022 29.04(22.41) ± 2.27 0.54(13.7) ±0.57 ±0.36 ±2.37
0.263 5.037(3.813) ± 0.021 28.60(22.23) ± 2.41 0.57(13.1) ±0.44 ±0.43 ±2.49
0.241 4.623(3.508) ± 0.020 28.11(21.89) ± 2.48 0.55(12.4) ±0.47 ±0.42 ±2.56
0.219 4.205(3.196) ± 0.016 27.55(21.51) ± 2.15 0.55(11.8) ±0.45 ±0.38 ±2.23
0.197 3.785(2.879) ± 0.015 27.20(21.34) ± 2.35 0.56(11.0) ±0.42 ±0.41 ±2.42
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TABLE XXIV. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.175 3.364(2.558) ± 0.012 26.76(21.15) ± 2.25 0.58(10.3) ±0.45 ±0.40 ±2.33
0.153 2.943(2.236) ± 0.011 26.24(20.74) ± 2.47 0.57(9.4) ±0.16 ±0.40 ±2.50
0.131 2.523(1.913) ± 0.009 25.81(20.49) ± 2.54 0.53(8.5) ±0.12 ±0.42 ±2.57
0.109 2.104(1.592) ± 0.008 25.12(19.94) ± 2.71 0.48(7.6) ±0.09 ±0.52 ±2.76
0.087 1.692(1.306) ± 0.006 23.73(18.71) ± 2.55 0.45(6.6) ±0.14 ±0.38 ±2.58
0.066 1.277(1.014) ± 0.004 21.69(16.94) ± 2.72 0.49(5.4) ±0.51 ±0.45 ±2.80

TABLE XXV. NBD fit results in centrality 50–55%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 10.177(7.877) ± 0.046 27.08(20.96) ± 1.52 1.18(24.0) ±1.23 ±0.17 ±1.96
0.678 9.898(7.667) ± 0.045 26.98(20.90) ± 1.53 1.14(23.0) ±0.62 ±0.26 ±1.67
0.656 9.584(7.414) ± 0.044 26.02(20.12) ± 1.50 1.07(21.9) ±0.94 ±0.23 ±1.79
0.634 9.257(7.151) ± 0.044 25.65(19.81) ± 1.51 0.97(21.2) ±0.43 ±0.21 ±1.58
0.613 8.935(6.897) ± 0.043 25.16(19.42) ± 1.52 0.85(20.8) ±0.63 ±0.16 ±1.66
0.591 8.613(6.647) ± 0.042 24.75(19.10) ± 1.53 0.82(20.0) ±0.77 ±0.21 ±1.73
0.569 8.287(6.389) ± 0.041 24.69(19.03) ± 1.58 0.80(19.6) ±0.54 ±0.10 ±1.68
0.547 7.964(6.130) ± 0.040 24.46(18.82) ± 1.62 0.79(19.1) ±0.70 ±0.22 ±1.77
0.525 7.640(5.872) ± 0.039 24.42(18.76) ± 1.67 0.79(18.5) ±0.67 ±0.28 ±1.81
0.503 7.318(5.614) ± 0.038 24.25(18.59) ± 1.72 0.74(18.0) ±0.67 ±0.25 ±1.86
0.481 6.991(5.351) ± 0.037 24.35(18.62) ± 1.80 0.74(17.5) ±0.57 ±0.26 ±1.91
0.459 6.664(5.085) ± 0.036 24.37(18.58) ± 1.89 0.70(16.9) ±0.79 ±0.24 ±2.06
0.438 6.338(4.818) ± 0.035 24.32(18.48) ± 1.96 0.61(16.3) ±0.93 ±0.26 ±2.19
0.416 6.013(4.554) ± 0.034 24.34(18.42) ± 2.05 0.55(15.7) ±0.93 ±0.39 ±2.28
0.394 5.689(4.292) ± 0.033 24.43(18.41) ± 2.14 0.52(15.0) ±1.01 ±0.22 ±2.38
0.372 5.365(4.031) ± 0.032 24.59(18.43) ± 2.28 0.52(14.3) ±0.85 ±0.35 ±2.46
0.350 5.047(3.781) ± 0.022 24.82(18.54) ± 1.71 0.54(13.8) ±0.85 ±0.37 ±1.94
0.328 4.731(3.554) ± 0.021 24.90(18.65) ± 1.81 0.62(13.4) ±0.58 ±0.26 ±1.92
0.306 4.421(3.331) ± 0.020 24.53(18.49) ± 1.90 0.62(12.9) ±0.47 ±0.35 ±1.99
0.284 4.110(3.106) ± 0.019 24.09(18.29) ± 2.00 0.58(12.3) ±0.62 ±0.20 ±2.10
0.263 3.798(2.877) ± 0.018 23.76(18.20) ± 2.19 0.61(11.6) ±0.57 ±0.11 ±2.27
0.241 3.487(2.646) ± 0.018 23.58(18.20) ± 2.34 0.59(11.1) ±0.59 ±0.23 ±2.43
0.219 3.173(2.412) ± 0.013 23.10(17.98) ± 2.13 0.56(10.5) ±0.77 ±0.24 ±2.28
0.197 2.858(2.174) ± 0.013 22.73(17.85) ± 2.36 0.53(9.8) ±0.74 ±0.25 ±2.49
0.175 2.541(1.932) ± 0.010 22.47(17.74) ± 2.36 0.54(9.0) ±0.95 ±0.27 ±2.56
0.153 2.224(1.691) ± 0.010 22.22(17.61) ± 2.64 0.57(8.2) ±0.89 ±0.29 ±2.80
0.131 1.906(1.447) ± 0.008 21.76(17.39) ± 2.93 0.64(7.4) ±0.75 ±0.36 ±3.05
0.109 1.593(1.215) ± 0.006 20.48(16.47) ± 3.02 0.59(6.6) ±0.69 ±0.35 ±3.11
0.087 1.279(0.982) ± 0.005 19.00(15.26) ± 2.67 0.54(5.5) ±0.67 ±0.47 ±2.80
0.066 0.969(0.770) ± 0.004 16.64(13.48) ± 2.31 0.52(4.5) ±0.59 ±0.54 ±2.45

TABLE XXVI. NBD fit results in centrality 55–60%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 7.465(5.778) ± 0.041 18.75(14.52) ± 1.12 0.71(16.0) ±0.59 ±0.13 ±1.27
0.678 7.258(5.622) ± 0.040 19.02(14.74) ± 1.14 0.76(16.0) ±0.60 ±0.08 ±1.29
0.656 7.021(5.431) ± 0.039 18.80(14.54) ± 1.14 0.73(15.8) ±0.61 ±0.09 ±1.29
0.634 6.781(5.238) ± 0.038 18.41(14.22) ± 1.14 0.57(15.4) ±0.57 ±0.09 ±1.28
0.613 6.547(5.054) ± 0.038 18.01(13.89) ± 1.13 0.51(14.7) ±0.70 ±0.07 ±1.33
0.591 6.307(4.867) ± 0.037 17.98(13.87) ± 1.15 0.56(14.4) ±0.70 ±0.07 ±1.34
0.569 6.070(4.680) ± 0.036 17.84(13.75) ± 1.15 0.51(14.1) ±0.69 ±0.07 ±1.35
0.547 5.833(4.490) ± 0.035 17.66(13.59) ± 1.17 0.47(13.7) ±0.63 ±0.07 ±1.33
0.525 5.596(4.301) ± 0.034 17.52(13.46) ± 1.19 0.44(13.4) ±0.60 ±0.08 ±1.34
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TABLE XXVI. (Continued.)

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.503 5.360(4.112) ± 0.033 17.52(13.43) ± 1.22 0.43(13.2) ±0.67 ±0.09 ±1.40
0.481 5.122(3.920) ± 0.033 17.49(13.38) ± 1.26 0.47(13.1) ±0.66 ±0.09 ±1.43
0.459 4.885(3.728) ± 0.032 17.37(13.24) ± 1.30 0.49(12.6) ±0.69 ±0.09 ±1.47
0.438 4.648(3.534) ± 0.031 17.22(13.08) ± 1.33 0.51(12.1) ±0.74 ±0.10 ±1.53
0.416 4.411(3.340) ± 0.030 17.20(13.01) ± 1.39 0.58(11.5) ±0.62 ±0.10 ±1.52
0.394 4.173(3.148) ± 0.029 17.18(12.95) ± 1.44 0.62(10.9) ±0.78 ±0.12 ±1.64
0.372 3.935(2.955) ± 0.028 17.34(13.00) ± 1.54 0.63(10.4) ±0.84 ±0.13 ±1.76
0.350 3.701(2.772) ± 0.019 17.31(12.94) ± 1.15 0.65(9.9) ±0.67 ±0.08 ±1.33
0.328 3.472(2.607) ± 0.018 17.17(12.87) ± 1.19 0.66(9.5) ±0.71 ±0.10 ±1.39
0.306 3.244(2.444) ± 0.018 17.09(12.85) ± 1.25 0.68(9.2) ±0.64 ±0.09 ±1.41
0.284 3.016(2.279) ± 0.017 16.91(12.74) ± 1.32 0.67(8.6) ±0.53 ±0.08 ±1.42
0.263 2.787(2.111) ± 0.016 16.61(12.58) ± 1.40 0.62(8.1) ±0.56 ±0.09 ±1.51
0.241 2.558(1.942) ± 0.015 16.53(12.57) ± 1.50 0.61(7.6) ±0.52 ±0.11 ±1.59
0.219 2.326(1.769) ± 0.012 16.34(12.46) ± 1.35 0.66(7.1) ±0.49 ±0.10 ±1.44
0.197 2.095(1.595) ± 0.011 16.13(12.30) ± 1.44 0.62(6.7) ±0.48 ±0.11 ±1.52
0.175 1.861(1.417) ± 0.009 16.07(12.24) ± 1.45 0.72(6.3) ±0.34 ±0.12 ±1.49
0.153 1.630(1.240) ± 0.009 15.67(11.91) ± 1.54 0.59(5.7) ±0.17 ±0.13 ±1.56
0.131 1.399(1.062) ± 0.007 14.90(11.39) ± 1.50 0.47(5.1) ±0.35 ±0.15 ±1.54
0.109 1.166(0.882) ± 0.006 14.25(10.82) ± 1.56 0.42(4.5) ±0.37 ±0.17 ±1.61
0.087 0.935(0.714) ± 0.004 13.41(10.20) ± 1.63 0.46(4.0) ±0.30 ±0.15 ±1.66
0.066 0.703(0.548) ± 0.003 11.85(9.19) ± 1.63 0.53(3.3) ±0.35 ±0.17 ±1.67

TABLE XXVII. NBD fit results in centrality 60–65%.

δη 〈µc〉(〈µ〉) 〈kc〉(〈k〉) 〈χ 2/NDF 〉(〈NDF 〉) δ〈kc〉 (dead) δ〈kc〉 (fake) δ〈kc〉 (total)

0.700 5.337(4.131) ± 0.033 14.40(11.14) ± 0.81 0.79(15.0) ±0.33 ±0.04 ±0.88
0.678 5.197(4.026) ± 0.033 14.25(11.04) ± 0.82 0.77(14.8) ±0.45 ±0.04 ±0.94
0.656 5.031(3.892) ± 0.032 14.37(11.12) ± 0.86 0.61(14.2) ±0.46 ±0.03 ±0.97
0.634 4.861(3.755) ± 0.032 14.35(11.09) ± 0.88 0.53(13.8) ±0.47 ±0.04 ±0.99
0.613 4.686(3.617) ± 0.031 14.41(11.13) ± 0.93 0.78(13.1) ±0.44 ±0.04 ±1.03
0.591 4.519(3.487) ± 0.030 13.99(10.80) ± 0.90 0.63(12.9) ±0.53 ±0.04 ±1.05
0.569 4.344(3.349) ± 0.029 14.01(10.80) ± 0.92 0.73(12.7) ±0.51 ±0.05 ±1.06
0.547 4.169(3.209) ± 0.029 14.23(10.96) ± 0.97 0.82(12.5) ±0.41 ±0.04 ±1.05
0.525 4.003(3.077) ± 0.028 13.97(10.74) ± 0.97 0.64(12.0) ±0.41 ±0.04 ±1.06
0.503 3.835(2.942) ± 0.027 13.88(10.65) ± 1.00 0.59(11.8) ±0.45 ±0.04 ±1.10
0.481 3.665(2.805) ± 0.027 13.89(10.63) ± 1.04 0.60(11.6) ±0.43 ±0.04 ±1.12
0.459 3.495(2.667) ± 0.026 13.85(10.57) ± 1.07 0.59(11.1) ±0.34 ±0.05 ±1.12
0.438 3.326(2.529) ± 0.025 13.78(10.48) ± 1.11 0.56(10.5) ±0.33 ±0.06 ±1.16
0.416 3.159(2.393) ± 0.025 13.65(10.35) ± 1.15 0.48(9.9) ±0.38 ±0.06 ±1.22
0.394 2.989(2.255) ± 0.024 13.71(10.35) ± 1.23 0.46(9.5) ±0.37 ±0.05 ±1.28
0.372 2.818(2.117) ± 0.023 13.95(10.48) ± 1.33 0.52(8.9) ±0.40 ±0.05 ±1.39
0.350 2.652(1.986) ± 0.016 14.10(10.57) ± 1.00 0.54(8.5) ±0.41 ±0.06 ±1.09
0.328 2.487(1.867) ± 0.015 14.06(10.58) ± 1.06 0.56(8.1) ±0.41 ±0.06 ±1.15
0.306 2.324(1.750) ± 0.015 14.16(10.71) ± 1.14 0.66(7.6) ±0.34 ±0.06 ±1.19
0.284 2.160(1.631) ± 0.014 14.12(10.76) ± 1.22 0.66(7.1) ±0.38 ±0.06 ±1.28
0.263 1.996(1.511) ± 0.013 14.01(10.76) ± 1.31 0.63(6.6) ±0.36 ±0.06 ±1.36
0.241 1.832(1.390) ± 0.013 13.79(10.64) ± 1.39 0.53(6.3) ±0.40 ±0.06 ±1.45
0.219 1.667(1.267) ± 0.010 13.49(10.50) ± 1.24 0.51(5.9) ±0.40 ±0.07 ±1.30
0.197 1.502(1.143) ± 0.009 13.23(10.37) ± 1.35 0.47(5.5) ±0.46 ±0.07 ±1.43
0.175 1.335(1.015) ± 0.007 13.17(10.38) ± 1.32 0.50(5.1) ±0.47 ±0.08 ±1.40
0.153 1.168(0.888) ± 0.007 12.96(10.25) ± 1.55 0.56(4.7) ±0.38 ±0.10 ±1.60
0.131 1.005(0.768) ± 0.006 12.13(9.56) ± 1.46 0.45(4.3) ±0.29 ±0.10 ±1.50
0.109 0.838(0.639) ± 0.005 11.68(9.21) ± 1.66 0.44(3.8) ±0.15 ±0.12 ±1.67
0.087 0.673(0.524) ± 0.004 10.96(8.64) ± 1.65 0.54(3.3) ±0.14 ±0.14 ±1.66
0.066 0.507(0.405) ± 0.003 9.15(7.32) ± 1.29 0.41(2.7) ±0.16 ±0.09 ±1.31
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Differential elliptic flow (v2) for � mesons and (anti)deuterons � �d�d is measured for Au� Au
collisions at

��������
sNN
p

� 200 GeV. The v2 for � mesons follows the trend of lighter �� and K� mesons,
suggesting that ordinary hadrons interacting with standard hadronic cross sections are not the primary
driver for elliptic flow development. The v2 values for � �d�d suggest that elliptic flow is additive for
composite particles. This further validation of the universal scaling of v2 per constituent quark for baryons
and mesons suggests that partonic collectivity dominates the transverse expansion dynamics.
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An important goal of current ultrarelativistic heavy ion
research is to map out the accessible regions of the quan-
tum chromodynamics phase diagram. Central to this goal is
the creation and study of a new phase of nuclear matter—
the quark gluon plasma (QGP). Thermalization and decon-
finement are important properties of this matter, believed to
be produced in heavy ion collisions at the Relativistic
Heavy Ion Collider (RHIC) [1–3].

Detailed elliptic flow measurements provide indispens-
able information about this high energy density matter [4–
8]. Such measurements are characterized by the magnitude
of the second-harmonic coefficient v2 � hei2�’p��RP�i, of
the Fourier expansion of the azimuthal distribution of
emitted particles. Here, ’p represents the azimuthal emis-
sion angle of a particle, �RP is the azimuthal angle of the
reaction plane, and the brackets denote statistical averag-
ing over particles and events [9,10].

At RHIC energies, there is now significant evidence that
elliptic flow, in noncentral collisions, results from hydro-
dynamic pressure gradients developed in a locally thermal-
ized ‘‘almond-shaped’’ collision zone. That is, the initial
transverse coordinate-space anisotropy of this zone is con-
verted, via particle interactions, into an azimuthal
momentum-space anisotropy. Indeed, when plotted as a
function of the transverse kinetic energy, KET �
mT �m, divided by the number of valence quarks nq of
a given hadron (nq � 2 for mesons and nq � 3 for bary-
ons), v2=nq shows universal scaling for a broad range of
particle species [11–14] (mT is the transverse mass). This
has been interpreted as evidence that hydrodynamic ex-
pansion of the QGP occurs during a phase characterized
by (i) a rather low viscosity to entropy ratio �=s
[2,3,13,15,16] and (ii) independent quasiparticles which
exhibit the quantum numbers of quarks [13,17–21]. A
consensus on the detailed dynamical evolution of the
QGP has not been reached [3,16].

Elliptic flow measurements for heavy, strange, and mul-
tistrange hadrons [22,23] can lend unique insight on reac-
tion dynamics. Here, we use differential v2 measurements
for the � meson and the deuteron to address the important
question of how the existence of a hadronic phase affects
v2: Is elliptic flow development dominantly pre- or
posthadronization?

The � meson is comprised of a strange (s) and an
antistrange ( �s) quark, and its interaction with hadrons is
suppressed according to the Okubo-Zweig-Izuka (OZI)
rules [24]. One consequence of this is that the � meson
is expected to have a rather small hadronic cross section
with nonstrange hadrons (� 9 mb) [25–27]. Such a cross
section leads to a relatively large mean free path ��, when
compared to the transverse size of the emitting system.
Thus, if elliptic flow was established in a phase involving
hadrons interacting with their standard hadronic cross
sections (posthadronization), one would expect v2 for the
� meson to be significantly smaller than that for other

hadrons (e.g., p and �). A recent measurement [28] has
ruled out the possibility of � meson production via K�K�

coalescence. If v2 is established in the phase prior to
hadronization, the � meson provides an important bench-
mark test for universal scaling in that its mass is similar to
that of the proton and the � baryon, but its v2 should be
additive with respect to the v2 of its two constituent quarks
(i.e., nq � 2). This scenario also provides an important
constraint for hydrodynamical models which predict a
v2�pT� ordering pattern based on the mass of different
particle species. Therefore, a detailed comparison of the
v2 values for the � meson with those for other particle
species, comprised of the lighter u and d quarks or the
heavier charm quark c, can provide unique insight on
whether or not partonic collectivity plays a central role in
reaction dynamics at RHIC [20,29,30].

The deuteron is a very shallow composite p� n bound
state, whose binding energy (� 2:24 MeV) is much less
than the hadronization temperature. Thus, it is likely that it
would suffer from medium induced breakup in the had-
ronic phase, even if it was produced at hadronization. In
fact, recent investigations [31,32] suggest that � �p �n�pn
coalescence dominates the (anti)deuteron � �d�d yield in
Au� Au collisions. Thus, v2 measurements for � �d�d also
provide an important test for the universal scaling of
elliptic flow [29] in that its v2 should be additive, first,
with respect to the v2 of its constituent hadrons and,
second, with respect to the v2 of the constituent quarks
of these hadrons (i.e., nq � 2	 3).

In the 2004 running period the PHENIX detector [33]
recorded 
 6:5	 108 minimum-bias events for Au� Au
collisions at

��������
sNN
p

� 200 GeV. The collision vertex z
(along beam axis) was constrained to jzj< 30 cm of the
nominal crossing point. The event centrality was deter-
mined via cuts in the space of beam-beam counter (BBC)
charge versus zero degree calorimeter energy [34]. In the
central rapidity region (j�j � 0:35) the drift chambers,
each with an azimuthal coverage �’ � �=2, and two
layers of multiwire proportional chambers with pad read-
out (PC1 and PC3) were used for charged particle tracking
and momentum reconstruction. The time-of-flight (TOF)
and lead scintillator (PbSc) detectors were used for charged
particle identification [6,7].

Time-of-flight measurements from the TOF and PbSc
were used in conjunction with the measured momentum
and flight-path length to generate a mass-squared (m2)
distribution [35]. A track confirmation hit within a 2:5�
matching window in PC3 or TOF=PbSc served to eliminate
most albedo, conversions, and resonance decays. A mo-
mentum dependent �2� cut about each peak in the m2

distribution was used to identify pions (��), kaons (K�),
(anti)protons [� �p�p], and (anti)deuterons [� �d�d] in the
range 0:2< pT < 2:5 GeV=c, 0:3< pT < 2:5 GeV=c,
0:5< pT < 4:5 GeV=c, and 1:1< pT < 4:5 GeV=c, re-
spectively, in the TOF, and to identify K� in the range
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0:3<pT < 1:5 GeV=c in the PbSc. This gave
�59 000 �d� d. An invariant mass analysis of the �!
K�K� decay channel yielded �340 000� mesons with
relatively good signal to background (14%– 42% for the
mass window jminvj � 5 MeV=c2 about the � meson
peak) over the range 1:0<pT < 5:5 GeV=c for K�K�

pairs.
The reaction plane method [6] was used to correlate the

azimuthal angles of charged tracks with the azimuth of the
event plane �2, determined via hits in the two BBCs
covering the pseudorapidity range 3:0< j�j< 3:9. The
large pseudorapidity gap ��> 2:75 between the central
arms and the particles used for reaction plane determina-
tion reduces the influence of possible nonflow contribu-
tions, especially those from dijets [36]. Charge averaged
values of v2 � hcos�2�’p ��2��i=hcos�2��2 ��RP��i

were evaluated for ��, K�, � �p�p, and � �d�d. Here, the
denominator represents a resolution factor to correct for
the difference between the estimated �2 and the true
azimuth �RP of the reaction plane [6,37]. The estimated
resolution factor of the combined reaction plane from both
BBCs has an average of 0.33 over centrality, with a maxi-
mum of about 0.42 in midcentral collisions [6,12]. The
associated systematic error is estimated to be �5% for
��, K�, and � �p�p. A pT dependent correction factor
(�5%–11%) was applied to the v2 values for � �d�d, to
account for background contributions to the (anti)deuteron
peak (signal) in the m2 distributions (dash-dotted curve in
Fig. 1(a):

 v�
�d�d

2 �pT� � �v
s�bg
2 �pT� � �1� R�v

bg
2 �pT�=R; (1)

where vs�bg2 �pT� is the measured v2 for � �d�d� background
at a given pT , R is the ratio signal=�signal� background�
at that pT , and vbg2 �pT� is the elliptic flow of the back-
ground evaluated for m2 values outside of the � �d�d peaks.

Extraction of the elliptic flow values for the � meson
�v�2 � followed the invariant mass (minv) method [38]. For
each event, minv, ppair

T , and ’pair for each K�K� pair were
evaluated. Then, for each ppair

T bin, vpair
2 � hcos�2�’pair �

�2��i was evaluated as a function of minv as shown in
Fig. 1(b). The value v�2 �pT� was then obtained from
vpair

2 �minv� via an expression similar to Eq. (1):

 vpair
2 �minv� � v�2 R�minv� � v

bg
2 �minv��1� R�minv�; (2)

where R�minv� � N��minv�=�N��minv� � Nbg�minv� and
N��minv� and Nbg�minv� are distributions for the � meson
and the combinatoric background, respectively, N��minv�

is obtained from the distribution Npair�minv� of K�K� pairs
from the same event (foreground); Nbg�minv� is the distri-
bution of pairs obtained from different events with similar
centrality, vertex, and event plane orientation [39].
Figure 1(c) shows a representative example of the latter
distributions for 1:6 � ppair

T � 2:7 GeV=c and reaction
centrality 20%–60%. A clear peak signaling the � meson
is apparent in the foreground distribution for minv �
1:02 GeV=c2. The background distribution was normal-
ized to that for the foreground in the region 1:04<minv <
1:2 GeV=c2 and subtracted to obtain the N��minv� distri-
bution shown in Fig. 1(d); a relatively narrow � meson
peak is apparent.

Determination of the ratio R�minv� was facilitated by
fitting this distribution with a Breit-Wigner function plus
a linear function, as shown by the solid curve in Fig. 1(c).
To ensure robust v�2 extraction, the combinatorial back-
ground was constructed such that vbg

2�mix��minv� gave the

same value as vpair
2 �minv� for minv values not associated

FIG. 1. (a) m2 distribution for �d, d for pT � 1:6–2:9 GeV=c,
(b) hcos�2�’pair ��2��i versus minv; the solid line is a fit to the
data with Eq. (2). (c) minv distributions for foreground (points)
and background (dashed line) K�K� pairs (ppair

T �
1:6–2:7 GeV=c) for 20%–60% central Au� Au collisions.
(d) minv distribution after subtraction of the background.
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FIG. 2 (color online). Comparison of differential v2�pT� for �
mesons, � �d�d, ��, K�, and � �p�p (as indicated). Results are
shown for 20%–60% central Au� Au collisions.
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with the � meson peak. Values for v�2 were extracted via
direct fits to the vpair

2 �minv� distribution for each ppair
T

selection [cf. Eq. (2)]. That is, vbg
2 �minv� was parametrized

as a linear or quadratic function of minv (depending on the
ppair
T bin) and v�2 was taken as a fit parameter.
The accuracy of the extraction procedure was verified by

checking that the minv dependence of the sine coefficients,
vpair
s;2 �minv� � hsin�2�’pair ��2��i, were all zero within sta-

tistical errors. An alternative ‘‘subtraction method’’
[40,41], in which the raw � meson yield distribution
dN=d�’� ��2� was extracted and fitted with the function

Nf1� 2v�2 cos�2�’� ��2�g, also showed good agree-
ment, albeit with larger error bars; N is an arbitrary nor-
malization constant.

The differential v2�pT� obtained for � �d�d and the �
meson, for centrality 20%–60%, are compared to those
for ��, K�, and � �p�p in Fig. 2. This centrality selection
was so chosen to (i) maximize the � meson signal to back-
ground ratio over the full range of pT bins and (ii) enhance
the distinction between baryon and meson v2 in the inter-
mediate pT range. The shaded bands for � �d�d and the �
meson indicate systematic errors (�6%–15%), primarily
associated with the determination of R and R�minv�, v

bg
2

and vbg
2 �minv� [cf. Eqs. (1) and (2)], and fitting.

The values for v�
�d�d

2 shown in Fig. 2 are as much as a
factor 
 2:5 lower than those for �� at low pT . This mass
ordering pattern reflects the detailed expansion dynamics
of the created matter. As a first test of whether or not v2 for
� �d�d is additive with respect to its constituent hadrons,

v�
�d�d

2 =2 versus pT=2 is compared to v� �p�p2 versus pT .
Within errors, they show good agreement as would be

expected if v�
�d�d

2 is additive. The large magnitude of v2

for the � meson gives an initial indication that significant
flow development occurs prior to hadronization.

The left and right panels of Fig. 3 compare the unscaled
and scaled results (respectively) for v2 versus KET for ��,
K�, � �p�p, � �d�d, and the � meson, in 20%–60% central
Au� Au collisions. The left panel clearly shows that,
despite its mass which is comparable to that for the proton,
v2�KET� for the � meson follows the flow pattern of the
other lighter mesons (� and K), whose cross sections are
not OZI suppressed. A similar pattern is also observed for
the v2�KET� values inferred for D mesons (comprised of
charmed quarks) from nonphotonic electron measurements
[13,23,42]. These observations indicate that, when elliptic
flow develops, the constituents of the flowing medium are
not ordinary hadrons interacting with their standard had-
ronic cross sections. Instead, partonic collectivity appears
to dominate the transverse expansion dynamics of light,
strange, and charmed quarks via a common velocity field.

Interestingly, the v2�KET� results shown for the � �d�d and
the � meson are essentially identical at low KET (KET &

1 GeV), and are in good agreement with those for other

charged hadrons, including the pion with a mass�13 times
smaller than the deuteron. This strengthens the earlier
finding that, for low KET , all particle species exhibit the
same v2 irrespective of their mass [11–13]. The expected
difference between � �d�d and � �p�p for KET * 1 GeV is not
tested in Fig. 3, due to the limited KET range of the � �d�d
data.

The right panel of Fig. 3 shows the results for a valida-
tion test of universal scaling for v2�KET� of baryons and
mesons [11–13]. The value nq � 2	 3 is used for � �d�d to
account for its composite (p� n) nature. The scaled re-
sults shown in Fig. 3(b) clearly serve as further validation
for the experimentally observed universal scaling of v2 for
baryons and mesons [11–13]. This finding lends strong
support to the notion that the high energy density matter,
created in RHIC collisions, comprise a prehadronization
state that contains the prerequisite quantum numbers of the
hadrons to be formed. Thus, it appears that partonic col-
lectivity dominates the expansion dynamics of these colli-
sions. The special role of KET as a scaling variable is not
fully understood.

We have presented differential v2 measurements for the
� meson and deuteron. For a broad range of KET values,
the differential v2�KET� for the � meson follows the flow
pattern for other light mesons whose cross sections are not
OZI suppressed. The composites � �d�d follow the flow
pattern for baryons with additive v2 values. When v2=nq
is plotted as a function of the transverse kinetic energy
scaled by the number of valence quarks (i.e., KET=nq),
universal scaling results for all particle species measured.
These observations suggest that the transverse expansion
dynamics leading to elliptic flow development cannot be
understood in terms of ordinary hadrons interacting with
their standard hadronic cross sections, but rather in terms
of a prehadronization state in which the flowing medium
reflects quark degrees of freedom.
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FIG. 3 (color online). (a) v2 vs KET for several identified
particle species obtained in midcentral (20%–60%) Au� Au
collisions. (b) v2=nq vs KET=nq for the same particle species
shown in (a). The shaded bands indicate systematic error esti-
mates for � �d�d and � mesons (see text).
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The PHENIX experiment at RHIC has measured the invariant cross section for ω-meson production at
midrapidity in the transverse momentum range 2.5 < pT < 9.25 GeV/c in p+p and d+Au collisions at

√
sNN =

200 GeV. Measurements in two decay channels (ω → π 0π+π− and ω → π 0γ ) yield consistent results, and the
reconstructed ω mass agrees with the accepted value within the pT range of the measurements. The ω/π 0 ratio
is found to be 0.85 ± 0.05stat ± 0.09sys in p + p and 0.94 ± 0.08stat ± 0.12sys in d+Au collisions, independent
of pT . The nuclear modification factor Rω

dA is 1.03 ± 0.12stat ± 0.21sys and 0.83 ± 0.21stat ± 0.17sys in minimum
bias and central (0–20%) d+Au collisions, respectively.
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Cross sections at large transverse momentum (pT ) for prod-
ucts of “hard” pointlike processes (e.g., inclusive hadrons, jets,
direct γ ’s, and heavy flavor) in high-energy hadron collisions
are well described in perturbative quantum chromodynamics
(pQCD) [1]. As a result they are considered to be well-
calibrated probes of small-distance QCD phenomena. When
going from p+p to p(or d)+A and A+A collisions, deviations
from cross-section scaling with respect to the number of binary
N+N collisions provide information on cold nuclear matter
effects such as initial state energy loss [2], shadowing [3] and
hot nuclear matter effects such as in-medium energy loss [4],
increasing importance of production via recombination [5],
and modifications to the QCD vacuum [6].

Production of ω mesons at high-pT is especially interesting.
The ω and π0 are vector and pseudoscalar mesons, respec-
tively. The ω/π0 ratio carries information about probabilities
of corresponding spin states to be produced in hadronization.
Furthermore, ω mesons can be used as a probe of the nuclear
medium since a significant fraction of them produced in A+A

or p(d)+A collisions will decay inside the produced medium
(cτ = 23.8 fm) possibly leading to changes of the mass and/or
width of the ω with respect to their values in vacuum.

The PHENIX [7] experiment at RHIC has a unique capa-
bility to measure both neutral and charged products of A+A

and p+p collisions at very high event rates. The two central
arm spectrometers each cover 90◦ in azimuth and ±0.35
in pseudorapidity. The electromagnetic calorimeter (EMCal),
with energy resolution σ/E = 8.1%/

√
E(GeV) ⊕ 2.1%,

is used to reconstruct γ ’s and π0’s. For charged-particle
reconstruction two layers of pad chambers provide 3D pattern
recognition and fake track rejection, and a drift chamber gives
momentum resolution σ/pT = 0.7%

√
pT(GeV/c) ⊕ 1.1%.

Beam-beam counters (BBC) are used to provide minimum bias
trigger and to determine the collision vertex. The minimum
bias trigger cross sections measured by the BBC are 23.0 ±
2.2 mb in p+p [8] and 1.99±0.10 b in d+Au [9] collisions.
In d+Au collisions the BBC are also used to separate events
into centrality classes as explained in Ref. [10]. High pT

online triggers are implemented by adding together amplitudes
in 4 × 4 adjacent EMCal towers and comparing them to a
threshold of 1.4 GeV in p + p and 2.4 GeV in d+Au. The
trigger could be fired by one or more photons coming from
ω-decay final states, including 3γ or 2π2γ .

The data was collected by the PHENIX experiment during
RHIC Run3. After selecting good runs and cutting on the
collision vertex (|z| < 30 cm) we analyzed approximately
4.6 × 107 and 2.1 × 107 high pT trigger events, corresponding
to a total integrated luminosity of 0.22 pb−1 and 1.5 nb−1 in
the p+p and d+Au collision systems, respectively.

Although ω mesons are relatively abundant in high-energy
hadronic collisions (ω/π0 ≈ 1 at high pT ), their measurement
is challenging due to the multiparticle final states of the main
decay channels and the combinatorial background associated
with their reconstruction.

The procedure used to measure ω → π0π+π− is the same
as used to measure η → π0π+π− [10]. In case of ω one needs
to account for a wider peak and different phase-space density
of the three-body decay [11,12]. The analysis procedure for
the photonic decay mode, ω → π0γ → 3γ , is very similar to

earlier PHENIX measurements of other mesons with photonic
decay modes, π0, η → 2γ [8,13,14]. For both ω-decay
modes studied the first step is to reconstruct π0 candidates
by combining photon pairs and applying a pT -dependent cut
around the mass of the π0. The root-mean-square of the π0

peak varies with pT from 8 to 13 MeV/c2. Candidates (which
include combinatorial background) are combined with a third
photon for ω → π0γ or with two unidentified charged tracks
(assumed to be π mesons) for ω → π0π+π−. Raw yields
are extracted by fitting the pT slices of the invariant mass
distribution as in the insert panel in Fig. 1. The signal to
background ratio (S/B) of π0π+π− decay channel is 1:7 at
low pT and grows with pT to 1:1 in p+p collisions. In d+Au
collisions it starts at 1:20 and grows with pT to 1:2. For the π0γ

channel S/B is 1.5–2 times worse. Corrections for acceptance,
trigger efficiency, and analysis cuts are described in detail
in Ref. [10]. Further details about the analysis procedures can
be found in Ref. [15].

We classify systematic error sources as type A (point-to-
point uncorrelated, which can move each point independently),
type B (point-to-point correlated, which can move points
coherently, but potentially by different relative amounts), and
type C (global, which move all points by the same relative
amount). These errors are summarized in Table I for the dif-
ferent decay modes and collision systems. Major contributors
include signal extraction (type A), online high-pT trigger
efficiency (type B) and the total cross-section measurement
(type C). The uncertainty on the signal extraction, which is
the dominant source of systematic error, is relatively large due
to the fact that correlations in the triggered sample rendered
background subtraction via event mixing impossible, and
therefore the unknown shape of the underlying background
had to be accounted for in the peak fit. This error is estimated
based on variation of analysis cuts and fitting procedures [10].

Figure 1 shows the invariant cross sections for ω production
in p+p, minimum bias d+Au, and central (0–20%) d+Au
collisions at

√
sNN = 200 GeV, as a function of pT . The

pT range (2.5 < pT < 9.25 GeV/c) is limited by statistics at
high pT and by decreasing detector acceptance and trigger
efficiency at low pT . The results for the two decay modes,
which involve different kinematics, detector acceptance, and
efficiency corrections, agree very well.

Figure 2 shows the results for the ratio of vector to
pseudoscalar meson production (ω/π0) in d+Au and p+p

collisions at
√

sNN = 200 GeV. For the denominator we

TABLE I. Systematic errors for the ω production cross
section for the two decay channels and the two collision
systems analyzed. Error types are described in the text. Values
with a range indicate variation of the systematic error over the
pT range of the measurement.

Type ω → π 0π+π− ω → π 0γ

p+p d+Au p+p d+Au

A 7–20% 10–15% 25–40% 10%
B 8–10% 11–14% 5.8–9.2% 7.4–11%
C 11% 9.4% 13% 11%
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FIG. 1. (Color online) Invariant cross section of ω production in
p+p and d+Au collisions at

√
sNN = 200 GeV measured in ω →

π 0π+π− and ω → π 0γ decay channels. Bars and boxes represent
statistical and systematic errors, respectively. Fits to invariant mass
distributions of (top) π 0γ and (bottom) π 0π+π− are shown in the
insert.

use inclusive π0 yields measured by PHENIX [8,16]. The
ratios in both systems are consistent with no pT dependence
over the measured range. Fits to a constant yield ω/π0 =
0.85 ± 0.05stat ± 0.09sys and 0.94 ± 0.08stat ± 0.12sys, in p +p

and d+Au collisions, respectively. Fits assuming linear pT

dependence have slopes consistent with zero. Figure 2 also
shows that for pT > 3 GeV/c PYTHIA [17] predicts constant
behavior for the ω/π0 ratio.

The R-806 experiment measured ω/π0 in p+p collisions
at

√
s = 62 GeV [18] and found this ratio to be 0.87 ± 0.17

over 3.5 < pT < 7 GeV/c. The E706 experiment measured
ω/π0 in π−+Be collisions at

√
sπN = 31 GeV [19] and

found values consistent with the results presented in this
Rapid Communication. The ω/π0 ratios measured in hadronic
interactions by three experiments at three different energies
between 31 and 200 GeV, are the same within the errors.

Several LEP experiments [20–22] have measured ω pro-
duction in e+ + e− collisions at

√
s = 91.2 GeV and

presented results as a function of xp = 2pω/
√

s. This is
not a well-defined quantity in hadronic interactions. However,
one can compare the ω/π0 ratio at large values of pT and
xp. Following the procedure for handling LEP data described
in Ref. [10] one finds that for xp > 0.5, the largest value for
which statistically significant LEP data is available, the ratio
has grown to approximately 0.7, close to the measurements in
hadronic interactions.

Figure 3 shows the nuclear modification factor Rω
dA, defined

as the ratio between the ω meson yields in d+Au and p+p
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FIG. 2. (Color online) Measured ω/π 0 vs pT in (upper panel)
d+Au and (lower panel) p+p collisions at

√
sNN = 200 GeV.

Straight lines show fits to a constant for each collision system. The
boxes at the left edge of the constant fit lines show the systematic
error on the data averaged over pT . Dashed lines show values within
1σ of the best linear fits to the data. The PYTHIA prediction [17] for
p+p collisions at

√
s = 200 GeV is shown with a solid curve in the

bottom panel.

interactions scaled by the number of binary collisions in
d+Au, for minimum bias and central (0–20%) d+Au events.
The precise definition of RdA and the procedure to determine
centrality in d+Au is given in sections IV.B and III.C in Ref.
[10]. We find Rω

dA to be 1.03 ± 0.12stat ± 0.21sys for minimum
bias and 0.83±0.21stat±0.17sys for central events, independent
of pT. RdA values for two other neutral mesons (π0 and η)
measured by PHENIX [10,16] are also shown in Fig. 3. In all
cases PHENIX observes that RdA is close to one for pT >

2 GeV/c and flat out to the highest pT . Similar behavior is
seen in preliminary analyses of K and φ mesons [15,23].

Recent publications suggest that modifications to the ω

mass can be observed even in cold matter by studying not only
the electron decay channel [24,25], but also hadronic channels
[26]. For the hadronic decay modes presented here PHENIX
lacks acceptance at low pT where the effect is expected to
be the most prominent. However, we have excellent mass
resolution (20–25 MeV/c2) for the mixed neutral-charged
particle decay mode. Figure 4 shows extracted values for
the ω mass as a function of pT . In the pT range of the
measurement we observe no modification of the ω mass in
either collision system we measure. For pT > 3 GeV/c the
mass of the ω meson in p+p collisions at

√
sNN = 200 GeV

is consistent with the PDG [27] value within 7 MeV/c2 at the
95% confidence level.
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from [10,16]. For reference a line is plotted at RdA = 1. The scaling
systematic error is shown as a box on the left.

In summary we have presented the first measurement
of ω production in p+p and d+Au collisions at

√
sNN =

200 GeV. The production cross section is measured in two
different decay modes with consistent results. The ω/π0 ratio
in p+p collisions is found to be 0.85 ± 0.05stat ± 0.09sys and
0.94±0.08stat ±0.12sys in d+Au over the measured pT range.
This agrees with previous measurements in hadronic collisions
at lower

√
s. The nuclear modification factor for ω production

in d+Au collisions is consistent with 1 and pT independent for
pT > 2 GeV/c, consistent with other meson measurements.
No modifications to the ω mass were observed in p+p or
d+Au collisions. In p+p collisions the mass is consistent with
the PDG [27] value within 7 MeV/c2 at the 95% confidence
level. The ω meson is also interesting as a probe of the hot
nuclear medium created in A+A collisions. This measurement
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FIG. 4. (Color online) Reconstructed ω mass measured in the
π 0π+π− decay channel vs pT in d+Au (upper panel) and p+p

(lower panel) collisions at
√

sNN = 200 GeV. Error bars show
statistical errors. Straight lines show fits of the data to a constant.
Dashed lines show values within 1σ of the best linear fit to the data.
The systematic error on the fit values are shown with boxes on the
left. PDG values for ω meson mass (m) and width (�) are shown with
arrows on the left [27].

will serve as an excellent baseline for measurements of ω

production in A+A in various decay channels.
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The PHENIX experiment at the BNL Relativistic Heavy Ion Collider (RHIC) has measured J= 
production for rapidities �2:2< y< 2:2 in Au� Au collisions at

��������
sNN
p

� 200 GeV. The J= invariant
yield and nuclear modification factor RAA as a function of centrality, transverse momentum, and rapidity
are reported. A suppression of J= relative to binary collision scaling of proton-proton reaction yields is
observed. Models which describe the lower energy J= data at the CERN Super Proton Synchrotron
invoking only J= destruction based on the local medium density predict a significantly larger
suppression at RHIC and more suppression at midrapidity than at forward rapidity. Both trends are
contradicted by our data.

DOI: 10.1103/PhysRevLett.98.232301 PACS numbers: 25.75.Dw

The quark-gluon plasma (QGP) is a state of deconfined
quarks and gluons which is predicted by lattice quantum
chromodynamics (QCD) calculations to be formed above a
temperature Tc of the order of 175–192 MeV for a baryon
chemical potential �b � 0 [1,2]. Heavy quarkonia (J= ,
 0, �c, and �) have long been considered a promising
probe to study the formation and properties of the QGP.
In the deconfined state, the attraction between heavy
quarks and antiquarks is predicted to be reduced due to
dynamic screening effects, leading to the suppression of
heavy quarkonia yield. The strength of the suppression
depends on the binding energies of the quarkonia and the
temperature of the surrounding system [3]. Recent lattice
QCD calculations suggest that the J= may not dissociate
until well above Tc [4–6]. On the other hand, �c and  0,
which contribute to the total J= yield via decay, are
expected to dissolve at lower temperatures due to smaller
binding energies.

A J= suppression was observed at lower energies by
the NA50 experiment at the CERN Super Proton
Synchrotron (SPS) [7,8] that could be reproduced by vari-
ous theoretical calculations [9–13]. Models that invoke the
formation of a QGP predict a larger suppression at the BNL
Relativistic Heavy Ion Collider (RHIC) than SPS due to the
larger energy density of the medium created. On the other
hand, several models also predict that the J= yield will
result from a balance between destruction due to thermal
gluons and enhancement due to coalescence of uncorre-
lated c �c pairs [9,14], which are produced abundantly at
RHIC energy [15,16]. Cold nuclear matter (CNM) effects
such as nuclear absorption, shadowing, and antishadowing
are also expected to modify the J= yield. PHENIX d�
Au data show that CNM effects are smaller at RHIC than
those observed at a lower energy [17] and can be repro-
duced by a nuclear absorption cross section of up to 3 mb
plus nuclear shadowing [18].

We report results on J= production measured by the
PHENIX Collaboration at midrapidity (jyj< 0:35) via
e�e� decay and at forward rapidity (jyj 2 �1:2; 2:2�) via
���� decay in Au� Au collisions at

��������
sNN
p

� 200 GeV.
These results do not separate primordial J= and J= from
�c,  0, or B decay. The J= invariant yields as a function
of centrality, rapidity (y), and transverse momentum (pT)
are shown. They are combined with the yield measured in
p� p collisions [19] to form the J= nuclear modification
factor RAA.

The PHENIX apparatus is described in Ref. [20]. At
midrapidity, electrons are measured with two spectrome-
ters consisting of drift chambers (DC), pad chambers (PC),
ring-imaging Cerenkov counters (RICH), and electromag-
netic calorimeters (EMCal). They are identified by match-
ing tracks reconstructed with the DC and PC to EMCal
clusters and RICH hits. The energy-momentum matching
requirement is �E=p� 1� � �2:5 standard deviations (�).
The position matching between the track and the EMCAL
cluster is	 2:5� (4�) in azimuth and along the beam axis,
for central (peripheral) collisions. For the RICH, at least 4
(2) matching hits are required. Muons are measured with
two spectrometers consisting of a front absorber to stop
most hadrons produced in the collision, cathode strip
chambers (MuTr), which provide momentum information,
and a muon identifier (MuID), which uses alternating
layers of steel absorber and Iarocci tubes. Charged particle
trajectories are first reconstructed in the MuID and then in
the MuTr. They must reach the last plane of the MuID and
have a good geometrical match between the MuID and the
MuTr to be identified as muons. The matching is <9
 for
the slope and<15 �20� cm for the position in the first layer
of the MuID at positive (negative) rapidity.

The data used for this analysis were collected during the
2004 run at RHIC using a minimum bias trigger (a coin-
cidence of the two beam-beam counters), which covers
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92� 3% of the Au� Au inelastic cross section. After
quality assurance and vertex cut (jzj 	 30 cm), 9:9� 108

(1:1� 109) events were analyzed for mid (forward) rapid-
ity, corresponding to an integrated luminosity of 157 �b�1

(174 �b�1).
The J= yield is obtained from the unlike-sign dilepton

invariant mass distribution [21] after subtracting the com-
binatorial background using an event-mixing technique.
The background is normalized to the real data by equating
2
��������������������
N��N��
p

, with N�� (N��) being the number of posi-
tive (negative) dilepton pairs. The accuracy of the normal-
ization is estimated to be 2% and is accounted for in the
systematic errors. At midrapidity, the J= mass resolution
is 35 MeV=c2. The number of J= is determined by
counting the remaining unlike-sign pairs in the mass range
2:9 	 M 	 3:3 GeV=c2. This number is corrected by the
estimated contribution of the dielectron continuum and the
loss due to the radiative tail. A total of 1000J= are
obtained, and the signal to background (S/B) varies from
0.5 for central collisions to 15 for peripheral collisions. At
forward rapidity, the J= mass resolution varies from 150
to 200 MeV=c2 and is larger than at midrapidity primarily
because of the multiple scattering and energy loss strag-
gling in the front absorber. The residual background (nota-
bly, open charm pairs and Drell-Yan processes) in the
unlike-sign invariant mass distribution is evaluated using
an exponential form. The J= signal is estimated by count-
ing the remaining pairs in the mass range 2:6 	 M 	
3:6 GeV=c2 and using a fit with different line shapes.
The average of the resulting values is used as the number
of J= , and their dispersion is included in the systematic
error. A total of 4500J= are obtained, and S/B varies
from 0.2 for central collisions to 3 for peripheral collisions.

The J= invariant yield in a given centrality, pT , and y
bin is

 

Bll
2�pT

d2NJ= 
dpTdy

�
1

2�pT

NJ= 
Nevt�y�pTA"

; (1)

with Bll being the branching ratio for J= ! l�l�, NJ= 
the number of J= measured in the bin, Nevt the corre-
sponding number of events, and A" the acceptance and
efficiency correction for J= . A� is determined by full
GEANT simulation. It decreases with the collision centrality
due to overlapping hits in the RICH, EMCal, and MuTr,
leading to an increasing number of misreconstructed
tracks, which are then rejected by the analysis cuts. This
effect is evaluated by embedding simulated J= in real
events. For the most central collisions, the efficiency loss is
20% at midrapidity and 75% (50%) at positive (negative)
rapidity.

The nuclear modification factor in a given centrality, pT ,
and y bin is

 RAA �
d2NAA

J= =dpTdy

Ncolld
2Npp

J= =dpTdy
; (2)

with d2NAA
J= =dpTdy being the J= yield in Au� Au

collisions, Ncoll the mean number of binary collisions in
the centrality bin, and d2Npp

J= =dpTdy the J= yield in p�
p inelastic collisions.

The systematic errors on the J= invariant yield
(Table I) are grouped into three categories: point-to-point
uncorrelated (type A), for which the points can move
independently one from the other; point-to-point correlated
(type B), for which the points can move coherently, though
not necessarily by the same amount; and global errors, for
which all points move by the same relative amount.
Statistical and type A errors are summed in quadrature
and represented with vertical bars; type B errors are rep-
resented with boxes, and different colors or symbols are
used for forward and midrapidity because they are inde-
pendent; global systematic errors are quoted in the figures.
For RAA, additional errors are associated with uncertainties
in the calculation of Ncoll (10%–28%) and the J= yield in
p� p (12% and 7% at mid and forward rapidity, respec-

TABLE I. Sources of systematic errors on the J= invariant
yield. When two values are given, the first (second) is for
peripheral (central) collisions. Errors of type A (type B) are
point-to-point uncorrelated (correlated).

Source jyj< 0:35 jyj 2 �1:2; 2:2� Type

Signal extraction 6.5%–9% 4%–24% A
Acceptance 6% 10% B
Efficiency 4.5%–8% 4%–16% B
Run by run variation 4% 5% B
Input y, pT distributions 2% 4% B
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FIG. 1 (color online). J= invariant yield versus pT for differ-
ent centrality bins in Au� Au collisions and in p� p collisions
[19]. The left (right) panel corresponds to mid (forward) rapidity.
See text for description of the errors and Ref. [21] for data tables.
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tively). On the other hand, some errors that are common to
Au� Au and p� p cancel.

Figure 1 shows the J= yield versus pT for different
centrality bins (see Table II for the corresponding number
of participants Npart). Data from the two muon spectrom-
eters are combined to obtain the forward rapidity points. In
each centrality bin, the J= mean square transverse mo-
mentum hp2

Ti is numerically calculated for pT 	 5 GeV=c
and is shown in Table II. At midrapidity, the hp2

Ti shows no
variation versus centrality within errors. It increases
slightly with Npart at forward rapidity.

Figure 2 shows the J= yield versus y for different
centrality bins. The root mean square (rms) of each distri-
bution is shown in Table II. For the two most peripheral
bins, the rms is compatible with that measured in p� p
collisions. For the most central bins, the rms is smaller by
about 2�.

Figures 3 and 4 show the J= RAA versus pT and y,
respectively, for different centrality bins. Figure 5(a) shows

the pT integrated RAA versus Npart at mid and forward
rapidity, respectively. For each rapidity, RAA decreases
with increasing Npart. For the most central collisions, RAA
is below 0.3 (0.2) at mid (forward) rapidity. Figure 5(b)
shows the ratio of forward or midrapidity RAA versus Npart.
The ratio first decreases and then reaches a plateau of about
0.6 for Npart > 100.

In summary, a significant J= suppression relative to the
binary scaling of proton-proton collisions is observed for
central Au� Au collisions at RHIC. Its magnitude is
greater than that expected by extrapolating the CNM ef-
fects measured in d� Au collisions [17,18,22]. At mid-
rapidity, the suppression is similar to that observed at the
SPS [8], whereas at forward rapidity it is significantly
larger. Models of quarkonia suppression driven by the local
energy density of the medium predict a greater suppression
at RHIC than SPS and less suppression at forward rapidity
than at midrapidity [9,10]. Both trends are contradicted by
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TABLE II. Characterization of the J= , pT , and y distributions. Column 3 (4): J= hp2
Ti calculated for pT 	 5 GeV=c at mid

(forward) rapidity for different centrality bins in Au� Au collisions and in p� p collisions. The first error corresponds to statistical
and type A. The second error is type B.

Percent (%) Npart hp2
Ti �GeV=c�2 jyj< 0:35 hp2

Ti �GeV=c�2 1:2< jyj< 2:2 y rms

0–20 280 3:6� 0:6� 0:1 4:4� 0:4� 0:4 1:32� 0:06
20–40 140 4:6� 0:5� 0:1 4:6� 0:3� 0:4 1:30� 0:05
40–60 60 4:5� 0:7� 0:2 3:7� 0:2� 0:3 1:40� 0:04
60–92 14 3:6� 0:9� 0:2 3:3� 0:3� 0:2 1:43� 0:04
p� p 2 4:1� 0:2� 0:1 3:4� 0:1� 0:1 1:41� 0:03
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our data. Additionally, the J= mean square transverse
momentum, restricted to pT 	 5 GeV=c, shows little de-
pendence on centrality. Various models of J= production
and suppression, which predict different transverse mo-

mentum and rapidity dependencies, can be significantly
constrained by the data presented here and recent results on
the open charm [16].
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14Florida Institute of Technology, Melbourne, Florida 32901, USA
15Florida State University, Tallahassee, Florida 32306, USA

16Georgia State University, Atlanta, Georgia 30303, USA
17Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan

18IHEP Protvino, State Research Center of Russian Federation, Institute for High Energy Physics, Protvino 142281, Russia
19University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA

20Institute of Physics, Academy of Sciences of the Czech Republic, Na Slovance 2, 182 21 Prague 8, Czech Republic
21Iowa State University, Ames, Iowa 50011, USA

22Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia
23KEK, High Energy Accelerator Research Organization, Tsukuba, Ibaraki 305-0801, Japan

24KFKI Research Institute for Particle and Nuclear Physics of the Hungarian Academy of Sciences (MTA KFKI RMKI),
H-1525 Budapest 114, P.O. Box 49, Budapest, Hungary

25Korea University, Seoul, 136-701, Korea
26Russian Research Center ‘‘Kurchatov Institute,’’ Moscow, Russia

27Kyoto University, Kyoto 606-8502, Japan
28Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128 Palaiseau, France

29Lawrence Livermore National Laboratory, Livermore, California 94550, USA
30Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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J= production in p� p collisions at
���
s
p
� 200 GeV has been measured by the PHENIX experiment

at the BNL Relativistic Heavy Ion Collider over a rapidity range of �2:2< y< 2:2 and a transverse
momentum range of 0< pT < 9 GeV=c. The size of the present data set allows a detailed measurement of
both the pT and the rapidity distributions and is sufficient to constrain production models. The total cross
section times the branching ratio is Bll�

J= 
pp � 178� 3stat � 53sys � 18norm nb.

DOI: 10.1103/PhysRevLett.98.232002 PACS numbers: 13.85.Ni, 13.20.Fc, 14.40.Gx, 25.75.Dw

J= mesons are produced in hadronic collisions involv-
ing hard processes that proceed primarily through dia-
grams involving gluons, such as gluon-gluon fusion.
Once the c �c pair is produced, it must evolve through a
hadronization process to form a physical J= meson.
While this production has been extensively studied, the
details of the production mechanism and hadronization
remain an open question. Attempts at a consistent theoreti-
cal description of J= meson production have been made,
but it has proven difficult to reproduce both the observed
cross sections and the polarization [1– 4]. An additional
complication is that nearly 30%–40% of the measured
J= meson yield results from feeddown of higher mass
states ( 0, �c) [5] which reduces the observed polarization
with respect to that expected from directly produced J= 
mesons.

The color-singlet model [6], which generates a color-
singlet c �c pair in the same quantum state as the J= meson,
underpredicts the measured J= cross section by approxi-
mately an order of magnitude [2]. Alternatively, the color-
octet model includes color-octet c �c pairs that radiate soft
gluons during J= meson formation [7]. However, the
predicted transverse J= polarization at high pT is not
seen in the data [2,4], and the color-octet matrix elements
are not universal [8]. The color evaporation model, a more
phenomenological approach, forms the different charmo-
nium states in proportions determined from experimental
data for any c �c pair with a mass below the D �D threshold
and predicts no polarization. Finally, a recent perturbative
QCD calculation including 3-gluon diagrams is able to
successfully reproduce both the observed cross section
and the polarization results [9].

A fundamental understanding of the J= production
process is also critical for defining the configuration of
the produced c �c state. This will have direct implications on
the interaction of this state both with cold nuclear matter in
proton or deuteron-nucleus collisions and with the high-
density partonic matter observed in high-energy heavy-ion
collisions. High quality experimental results over a wide
kinematic range and collision energies are required to
constrain models and to provide an improved understand-
ing of J= (and other heavy quarkonia) production.

In this Letter, J= production in p� p collisions at���
s
p
� 200 GeV measured by the PHENIX experiment at

the BNL Relativistic Heavy Ion Collider (RHIC) is re-
ported. The J= cross section and transverse momentum

distributions are studied in the mid (jyj � 0:35) and for-
ward (1:2< jyj< 2:2) rapidity regions. The data presented
were collected during the 2005 RHIC run and exceed by
more than 1 order of magnitude the previously reported
number of J= mesons [10,11].

At midrapidity, the PHENIX [12] drift chambers (DC),
ring imaging Čerenkov detectors (RICH), and electromag-
netic calorimeters (EMCal) are used to detect J= !
e�e� decays in two arms, each covering �� � 90� in
azimuth. The muon detectors, consisting of cathode strip
tracking chambers in a magnetic field (MuTr) and alter-
nating layers of steel absorber and Iarocci tube planes
(MuID), are used to measure J= ! ���� at forward
and backward rapidities over �� � 360�.

The data were recorded using a minimum bias trigger
that requires at least one hit in each of the beam-beam
counters (BBCs) at forward and backward rapidities, 3:0<
j�j< 3:9. Dielectron events must pass an additional trig-
ger that consists of a logical OR between the level-1
electron and photon triggers. This trigger requires match-
ing hits between the EMCal and RICH in a small angular
area with a minimum energy deposition of 0.4 GeV in any
2� 2 patch of EMCal towers. The photon trigger requires
a minimum energy deposition of 1.4 GeV in any 4� 4 set
of overlapping EMCal towers. A trigger efficiency of 96%
was achieved within the collision vertex range jzvtxj<
30 cm for J= candidates. Dimuon triggered events were
selected using an online level-1 trigger that requires at least
two particles penetrate the MuID. One particle must pene-
trate the entire MuID, while the second has a minimum
penetration depth of 3 out of the 5 pairs of detector and
absorber planes. Approximately 92% of the J= mesons in
events that satisfy the jzvtxj< 30 cm cut fulfill this require-
ment. As part of the reconstruction chain, a level-2 filter is
applied, consisting of a fast reconstruction of the particle
trajectory in the MuTr and MuID. Events are accepted by
this filter when at least two particles penetrate the en-
tire MuID and have a reconstructed invariant mass
�2:0 GeV=c2. After applying cuts on the collision vertex
position and quality assurance criteria, the sampled statis-
tics corresponds to 2:6 pb�1 in the dielectron analysis,
2:7 pb�1 in the muon arm covering 1:2< y< 2:2, and
3:5 pb�1 in the muon arm covering �2:2< y<�1:2.

At midrapidity, electron candidates are charged tracks
associated with at least two hit phototubes in the RICH and
one EMCal hit with a position matching of �4 standard
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deviations (�). The energy-momentum matching require-
ment is 	E=p� 1
 � �4:0�. The number of J= candi-
dates is obtained by counting the unlike-sign dielectron
pairs in a fixed mass window after subtracting the like-sign
pairs. Figure 1(a) shows the invariant mass spectrum for
dielectron pairs after subtracting the like-sign background.
The mass window for counting the J= signal is 2.7–3.5 or
2:6–3:6 GeV=c2 depending on the number of DC hits used
to reconstruct each track. The solid line in the figure is the
sum of the J= line shape (dashed curve) and an exponen-
tial function (dotted-dashed curve) describing the contin-
uum component. The J= line shape function accounts for
detector resolution, internal radiative effects [13], and
external radiative effects evaluated using a GEANT [14]
simulation of the PHENIX detector. The J= counts are
corrected for the continuum yield, which originates pri-
marily from open charm pairs and Drell-Yan processes
inside the mass window (10%� 5%), and the fraction of
J= candidates outside of the mass window (7:2%�
1:0%). Approximately 1500 J= ! e�e� are obtained.

Muon track candidates are selected based upon their
penetration depth in the MuID and the reconstructed track
quality within the MuID and MuTr. The particle trajectory
must contain at least 8 of 10 possible hits in the MuID, and
the position matching between the MuID and MuTr must
be within 15 (20) cm at positive (negative) rapidity. The
J= yield is obtained from the unlike-sign dimuon invari-
ant mass distribution by subtracting the combinatorial
background estimated using an event mixing technique.
Three methods, shown in Fig. 1(b), are used to extract the
J= yield. Single Gaussian� exponential and double
Gaussian� exponential functions are used to fit the J= 
peak, while the contribution from the physical continuum
and background is estimated using an exponential fit. The
reported number of J= mesons represents the average of
the fit values. A total of 8000 J= ! ���� are obtained.

The systematic uncertainty associated with the signal ex-
traction is estimated from the variation between the fits.

The J= cross section in a given rapidity and transverse
momentum bin is calculated according to

 

Bll
2�pT

d2�J= 
dydpT

�
1

2�pT�pT�y

NJ= 
LA�rec�trig�

BBC
J= 

;

where Bll is the J= dilepton branching ratio, NJ= is the
measured J= yield, L is the integrated luminosity re-
corded by the minimum bias trigger, A�rec represents the
geometric acceptance and reconstruction efficiency, and
�trig is the trigger efficiency. �BBC

J= is the minimum bias
trigger efficiency for events containing a J= meson and
was determined to be 0:79� 0:02 [10]. The cross section
sampled by the BBC trigger, �pptot � �

BBC
MB � 23:0�

2:2 mb, was used to determine the integrated luminosity.
The A�rec and �trig terms are determined individually for

the central arm and each muon arm based upon the detec-
tion of simulated J= mesons processed using the real data
analysis chain. Decay events are generated and propagated
through a full GEANT simulation of the detector, which
includes the specific details of the detector performance
including the MuTr and MuID alignment, disabled anodes,
and MuID efficiency. Corrections were determined from
the single electron yields for the dielectron analysis to
account for the detector dead channel map, energy calibra-
tion, and run-to-run variations in the detector active area.
The J= trigger efficiency is incorporated via a level-1
trigger emulator tuned to describe the experimental trigger
response. For the dimuon analysis, the level-2 filtering
algorithms are applied to the simulated events. After re-
construction, the number of detected J= mesons is com-
pared to the number of simulated J= mesons in a given
rapidity and transverse momentum bin to determine the
appropriate correction factors.

The systematic uncertainty associated with the measure-
ment of the J= cross section can be divided into three
categories based upon the effect each source has on the
measured results. All uncertainties are reported as standard
deviations. Point-to-point uncorrelated uncertainties allow
the data points to move independently with respect to one
another. These include the signal extraction systematic,
which is bin-dependent with typical values of 4% (5%)
in the dimuon (dielectron) data, and the 1.5% J= mo-
mentum smearing effect in the dielectron acceptance mea-
surement. Point-to-point correlated uncertainties allow the
data points to move coherently within the quoted value.
Their values amount to 10% (8%) for the detector accep-
tance, 8% (4%) for the run-to-run variation in the detector
efficiency, 4% (2.5%) for the J= meson transverse mo-
mentum and vertex distributions, and 2% (2%) for the
hardware efficiency of the detector. Finally, the global
systematic uncertainty allows the data points to move
together. The dominant source of this uncertainty origi-
nates from the estimation of the BBC triggering efficiency
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FIG. 1 (color online). Invariant mass spectra for
(a) J= ! e�e� at jyj< 0:35 and (b) J= ! ���� at 1:2<
jyj< 2:2 with the functional forms used to extract the number of
reconstructed J= mesons.
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for minimum bias events 9.7%, with an additional contri-
bution from the uncertainty in the estimation of the number
of sampled minimum bias events 1% and �BBC

J= 2.5%.
Figure 2(a) shows the transverse momentum spectra at

both mid and forward rapidities, which are fit with the
function A� �1� 	pT=B
2��6 [15] to extract the value of
the hp2

Ti. At midrapidity, the hp2
Ti is 4:14� 0:18�0:30

0:20

	GeV=c
2, and the �2 per degree of freedom (�2=ndf) is
23=19. At forward rapidity, the hp2

Ti is 3:59� 0:06�
0:16 	GeV=c
2, and the �2=ndf is 28=17. The first error
is statistical, and the second includes the systematic uncer-
tainty from the maximum shape deviation permitted by the
point-to-point correlated errors and from allowing the ex-
ponent of the fit function to be a free parameter. The
statistical precision of the data is sufficient to allow the
hp2

Ti to be calculated directly from the numerical integra-
tion of the data. This calculation results in a hp2

Ti of 4:25�
0:24� 0:14 	GeV=c
2 at midrapidity and 3:57� 0:06�
0:15 	GeV=c
2 at forward rapidity. Although good agree-
ment is found with the rapidity distribution and total cross
section, previously published results [11] yielded a signifi-
cantly lower hp2

Ti at forward rapidity than found here, even
accounting for the quoted statistical and systematic uncer-
tainties. The increased sample size of the present data set
allows for an improved understanding of the shape of the
pT spectrum at forward rapidity due to the extended range
in pT and the finer binning at low pT . The previous results
have been revisited, and it was found that the systematic
uncertainty was underestimated.

Figure 2(b) shows the ratio of the differential cross
section times dilepton branching ratio at forward and mid-

rapidity. The ratio falls with pT and reaches a minimum of
0.5 above a pT of 2 GeV=c. Although the present data are
limited by significant systematic uncertainties, the data
suggest that the forward rapidity pT distribution is softer
than at midrapidity. Such behavior could be attributed to an
increase in the longitudinal momentum at forward rapidity
leaving less energy available in the transverse direction.

The observed pT distributions are substantially harder
than those for lower energy p� p and p� A collisions as
expected from the increased phase space at higher energy.
Figure 3 shows the energy dependence of the average hp2

Ti
including points from the CERN Super Proton Synchro-
tron, Fermilab fixed target, and Tevatron measurements. A
linear fit versus the log of the center of mass energy
describes the general trend, although some variation is
expected due to the differing rapidity ranges of the mea-
surements and the use of p� A data for some of the points.

Figure 4 shows the J= differential cross section versus
rapidity. The statistical precision of these results is suffi-
cient to allow the data to be divided into 11 rapidity bins
compared to the 5 bins used in the previous measurement
[11]. Also shown are several models fit to the data. The
dashed curve is a nonrelativistic QCD calculation [16]. The
dotted-dashed curve is a pQCD calculation that includes
diagrams describing a third gluon [9]. This model fails to
reproduce the steeply falling cross section observed in the
present data at large rapidity. An empirical double
Gaussian fit (dotted-dotted curve) is able to reproduce the
data best but has no theoretical foundation. The data
slightly favor a flatter distribution over the rapidity range
jyj< 1:5 than most models, but since the systematic error
on the mid and forward rapidity points are independent, a
narrower distribution is not excluded.

To determine the total cross section, the rapidity distri-
bution was fit with many theoretical and phenomeno-
logical shapes including those shown in Fig. 4. A total
cross section times the branching ratio of Bll�

J= 
pp � 178�

3stat � 53sys � 18norm nb is obtained from the fit that pro-
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vides the best �2=ndf, double Gaussian. The absolute
normalization error (norm) represents the uncertainty in
the BBC trigger cross section. The systematic uncertainty
(sys) is estimated by refitting the data with the same
theoretical and phenomenological curves while simulta-
neously allowing the maximum variation in the shape of
the distribution by shifting the mid and forward rapidity
data independently by their point-to-point correlated sys-
tematic errors. Using the double Gaussian fit, the accep-
tance of the PHENIX data covers 92.1% of the integrated
cross section. This result is consistent with our previous
measurement [11].

We have presented J= results for p� p collisions at���
s
p
� 200 GeV that extend the reach in transverse momen-

tum to 9 GeV=c. The measured pT spectrum is harder than
that observed at lower energies. The rapidity shape falls
steeply at forward rapidity and cannot be reproduced by the
pQCD calculation in Ref. [9]. Futhermore, the data slightly
favor a flatter rapidity distribution than most models, but a
narrower distribution is not excluded. These data not only
constrain production models for heavy quarkonia but also
provide a critical baseline for similar studies in deuteron-
nucleus and heavy-ion collisions [11,17,18].
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Bernard-Lyon, 1998, http://na50.web.cern.ch/NA50/
theses.html.

y
-2 0 2

/d
y 

(n
b

)
σ

B
d

0

20

40

60

-µ+µ -> ψJ/
-e+ -> eψJ/

+ Feed-down
s

g(gg)
1.25*NRQCD (CTEQ6M)
Double Gaussian

Global scale uncertainty: 10.1%

-µ+µ -> ψJ/
-e+ -> eψJ/

+ Feed-down
s

g(gg)
1.25*NRQCD (CTEQ6M)
Double Gaussian

FIG. 4 (color online). The J= differential cross section times
the dilepton branching ratio plotted versus rapidity.

PRL 98, 232002 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
8 JUNE 2007

232002-6



System Size and Energy Dependence of Jet-Induced Hadron Pair Correlation Shapes
in Cu�Cu and Au�Au Collisions at

���������
sNN
p

� 200 and 62.4 GeV

A. Adare,10 S. S. Adler,5 S. Afanasiev,24 C. Aidala,11 N. N. Ajitanand,51 Y. Akiba,26,45,46 H. Al-Bataineh,40 J. Alexander,51

A. Al-Jamel,40 K. Aoki,30,45 L. Aphecetche,53 R. Armendariz,40 S. H. Aronson,5 J. Asai,46 E. T. Atomssa,31 R. Averbeck,52

T. C. Awes,41 B. Azmoun,5 V. Babintsev,20 G. Baksay,16 L. Baksay,16 A. Baldisseri,13 K. N. Barish,6 P. D. Barnes,33

B. Bassalleck,39 S. Bathe,6,36 S. Batsouli,11,41 V. Baublis,44 F. Bauer,6 A. Bazilevsky,5,46 S. Belikov,5,20,23 R. Bennett,52

Y. Berdnikov,48 A. A. Bickley,10 M. T. Bjorndal,11 J. G. Boissevain,33 H. Borel,13 K. Boyle,52 M. L. Brooks,33

D. S. Brown,40 N. Bruner,39 D. Bucher,36 H. Buesching,5,36 V. Bumazhnov,20 G. Bunce,5,46 J. M. Burward-Hoy,32,33

S. Butsyk,33,52 X. Camard,53 S. Campbell,52 J.-S. Chai,25 P. Chand,4 B. S. Chang,60 W. C. Chang,2 J.-L. Charvet,13

S. Chernichenko,20 J. Chiba,26 C. Y. Chi,11 M. Chiu,11,21 I. J. Choi,60 R. K. Choudhury,4 T. Chujo,5,57 P. Chung,51

A. Churyn,20 V. Cianciolo,41 C. R. Cleven,18 Y. Cobigo,13 B. A. Cole,11 M. P. Comets,42 P. Constantin,23,33 M. Csanád,15
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We present azimuthal angle correlations of intermediate transverse momentum (1–4 GeV=c) hadrons
from dijets in Cu� Cu and Au� Au collisions at

��������
sNN
p

� 62:4 and 200 GeV. The away-side dijet
induced azimuthal correlation is broadened, non-Gaussian, and peaked away from �� � � in central and
semicentral collisions in all the systems. The broadening and peak location are found to depend upon the
number of participants in the collision, but not on the collision energy or beam nuclei. These results are
consistent with sound or shock wave models, but pose challenges to Cherenkov gluon radiation models.

DOI: 10.1103/PhysRevLett.98.232302 PACS numbers: 25.75.Dw

Heavy ion collisions at the Relativistic Heavy Ion
Collider (RHIC) produce QCD matter at enormous energy
density [1], exceeding that required for a phase transition
to partonic, rather than hadronic, matter. The produced
matter exhibits collective motion [2] and is opaque to
scattered quarks and gluons. The opacity is observed via
suppression of high momentum hadrons and intermediate
energy dijets [3], and provides clear evidence of large
energy loss by partons (quarks or gluons) traversing the
medium. A key question is how the hot, dense medium
transports the deposited energy.

As partons fragment into back-to-back jets of hadrons,
angular correlations of the hadrons are used to study me-
dium effects upon hard scattered parton pairs. Hadron pairs
from the same parton appear at ��� 0 (the near side),
while those with one hadron from each parton in the hard
scattered pair appear at ��� � (the away side). For
brevity, we refer to these dijet induced dihadron azimuthal
correlations as ‘‘dijet correlations.’’

Of great interest are intermediate transverse momentum
(pT) hadrons, as they can arise from intermediate energy
jets or involve partons from the medium [4,5]. Their cor-
relations can provide information about energy loss
mechanisms, dissipation of the radiated energy in the
medium, and collective modes induced by the deposited
energy. Theoretical ideas include Mach cones from density
waves induced by supersonic partons [4], comoving radi-
ated gluons producing ‘‘wakes’’ in the medium [5], ultra-
relativistic partons creating Cherenkov gluon radiation [6],

and medium-induced gluon radiation at large emission
angles [7,8]. They all imply significant modifications of
dijet correlations in the away side, when the parton path
through the medium is long. In particular, some of these
theoretical models [4,6,7] imply a transition from the
peaked distribution at ��� � characteristic of p� p
and p� A collisions to a distribution with a peak away
from ��� � in head-on Au� Au collisions.

Low pT (�0:15 GeV=c) hadrons associated with high
pT hadrons (�4 GeV=c) have modified away-side dijet
correlations and softened pT distributions relative to those
in p� p collisions, suggesting that at least some of the lost
energy is thermalized in the medium [9]. At intermediate
pT , a strong non-Gaussian shape modification of the dijet
away-side correlation [10] indicates the possible existence
of a local minimum at �� � �. This Letter shows how the
away-side jet modification depends on the size of the
produced medium, and not on the collision energy or
beam species. We report dijet correlations measured by
the PHENIX experiment at RHIC.

The data were collected in the years 2005 (Cu� Cu at��������
sNN
p

� 200 and 62.4 GeV), 2004 (Au� Au at
��������
sNN
p

�

200 and 62.4 GeV), and 2003 (d� Au at
��������
sNN
p

�

200 GeV). Charged hadrons are tracked using the drift
chambers and pad chambers of the PHENIX central arm
spectrometers at midrapidity in the same way as described
in [10]. The number of events in the Au� Au data at
200 GeV used here is 30 times higher than that in [10].
Collision centrality and number of participant nucleons
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(Npart) are determined using the beam-beam counters
(BBCs) and zero degree calorimeters [11].

Relative azimuthal distributions Ysame���� between
‘‘trigger’’ hadrons with 2:5<pT < 4 GeV=c and ‘‘asso-
ciated’’ hadrons with 1<pT < 2:5 GeV=c are formed. We
correct for the nonuniform azimuthal acceptance of the
PHENIX central arms by using the mixed event pairs
Ymixed���� from the same data sample [10]:

 C���� �
Ysame����
Ymixed����

R
Ymixed����d��R
Ysame����d��

: (1)

Extensive Monte Carlo simulations were performed to
ensure that the true pair distribution shape is recovered.

In Au� Au and Cu� Cu collisions, hadrons have an
azimuthal correlation with the reaction plane orientation
�RP which is proportional to 1� 2v2 cos�2��	�RP�
.
This generates a significant correlated background to our
dijet source J���� of azimuthal correlations:

 C���� � b0�1� 2hvassoc
2 ihvtrigg

2 i cos�2���
 � J����:

(2)

The charged hadron hv2i at midrapidity (j�j< 0:35),
where ‘‘h i’’ signifies an event average, was measured
through a reaction plane analysis using the BBCs (3<
j�j< 4) [10,12]. The large rapidity gap between the
BBCs and the central arms substantially reduces nonflow
contributions to hv2i, in particular, dijet induced.

There also exists a much smaller fourth order azimuthal
correlation with the reaction plane orientation. Its effect
was studied with the Au� Au data at 200 GeV by includ-
ing the corresponding 2hvassoc

4 ihvtrigg
4 i cos�4��� term in

Eq. (2), where hv4i has also been measured by the reaction
plane analysis [12]. No significant v4 systematic effects on
the shape of the dijet correlations were found.

The background subtraction generates point-by-point
(�� dependent) systematic errors from hvassoc

2 ihvtrigg
2 i un-

certainty and an overall (�� independent) systematic error
from b0 uncertainty. The sources of hvassoc

2 ihvtrigg
2 i uncer-

tainty are the hv2i systematic error [10], dominated by the
reaction plane resolution uncertainty, the hv2i statistical
error, and the systematic error from the hvassoc

2 vtrigg
2 i �

hvassoc
2 ihvtrigg

2 i factorization approximation made in
Eq. (2). The latter is estimated to be 5% of the hv2i product
for the most central events, where it is the largest.

The b0 uncertainty is estimated by using three in-
dependent methods to calculate b0. The first method is
independent of the measured C����. We calculate b0 �

��hntriggihnassoci=hnsamei with hadron production rates
measured from all events within each centrality class and
scaled by the same-event pair rate hnsamei. The pair-cut
correction � lowers the combinatoric pair multiplicity for
pair loss due to proximity cuts in tracking detectors. A
residual multiplicity correlation factor, � � hntriggnassoci=

hntriggihnassoci, corrects for averaging production rates over
events of different multiplicity within the same centrality
class, estimated from Glauber Npart and Ncoll distributions
[11,13]. In the second method a functional form for J����
is added to the background, and the sum fitted to the
measured correlation with b0 as a free parameter.
Motivated by the theoretical ideas discussed above, we
use a function with a near-side Gaussian, and two sym-
metric away-side Gaussians:

 J���� � G���� �G���	�	D� �G���	��D�:

(3)

While the choice of this functional form is not unique, it
does provide a reasonable fit to the measured correlations,
as shown by the dotted line in Fig. 1. The parameter D, or
peak angle, is motivated by an attempt to describe the
away-side dijet correlation in terms of its symmetry around
��� �. We note that it also tends to absorb any non-
Gaussian character of the dijet correlation. The third
method, called zero yield at minimum (ZYAM), assumes
that there is a region in �� where the dijet source of
particle pairs is negligible. b0 is varied until the back-
ground component in Eq. (2) matches the measured corre-
lation C���� at some value of ��.

As shown in Table I for the Au� Au data at 200 GeV,
there are slight b0 variations depending on which method is
used to extract its value. However, the dijet correlation
shape is essentially independent of these variations.

Figure 1 summarizes the ZYAM extraction of the dijet
correlations using the central (0%–5%) Au� Au data at
200 GeV: the measured correlation is shown with squares,
the background term with a full line, and the background
subtracted dijet correlation with circles for values and
boxes for the point-by-point systematic errors. The system-
atic errors are correlated since they depend on the same
parameter—the hv2i uncertainty. For clarity, J���� is

  (rad)φ∆
0 0.5 1 1.5 2 2.5 3

)φ∆
C

(

0.99

1

1.01

1.02

)φ∆
J(

0

0.01

0.02

0.03<4GeV/ctrigg
T<2.5<passoc

T1<p
  Au+Au   200 GeV   0-5%

FIG. 1 (color online). The measured correlation C����
(squares) and the dijet correlation J���� (circles with boxes
for point-to-point systematic errors) in central Au� Au colli-
sions at

��������
sNN
p

� 200 GeV. The full line shows the background
term and the dotted line shows a C���� fit with Eqs. (2) and (3).
The left axis shows the measured correlation amplitude and the
right axis shows the dijet correlation amplitude.
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shifted up by b0, shown with dashed line, and its amplitude
is shown on the right axis. We note that, in this case, the
measured correlation is flat near ��� �, even before any
background subtraction. Because of the cosine modulation
of the background, a local minimum develops at ��� �
in the dijet away-side correlation.

Figure 2 shows a central and a peripheral dijet corre-
lation for each colliding system and energy. A remark-
able away-side feature in central and semicentral collisions
(<40%) is the peak location away from �� � �, and the
appearance of a local minimum at �� � �. To quantify
the significance of this minimum in the Au� Au data at
200 GeV, we have studied how much hvassoc

2 ihvtrig
2 i would

need to change for the away side to be flat. For the four
most central bins (0%–5%, 5%–10%, 10%–20%, and
20%–40%) it would have to decrease by 85%�5:1��,
41%�4:2��, 20%�2:3��, and 23%�2:7��, respectively,
where � is the total hvassoc

2 ihvtrig
2 i uncertainty.

We quantify the away-side shape change and devia-
tion from a Gaussian distribution by extracting the second

and fourth central moments around ��� � (�n �
h���	 ��ni, n � 2; 4), in the standard form of the follow-
ing statistical quantities: the root mean square �

������
�2
p

and
the kurtosis� �4=�2

2. The away side is defined here as all
�� values above the dijet function J���� minimum,
typically 1 rad. We extract these statistics on only the
away-side jet peaks in J����; possible jet-associated flat
underlying distributions, which are highly sensitive to the
uncertainty in b0 and precluded by the ZYAM assumption,
are not included.

The rms and kurtosis centrality dependence is shown in
Fig. 3(a). The rms increases with centrality, indicating
broadening of the away-side dijet correlation, while the
kurtosis decreases from the value characteristic of a
Gaussian shape (three), demonstrating a flattening of its
shape beyond an increase in the Gaussian width.

The peak angle D centrality dependence, extracted by
fitting dijet correlations with Eq. (3), is shown in Fig. 3(b).
It is consistent with zero radians in d� Au and peripheral
collisions, but rapidly grows to a value around 1 rad in
central collisions. Some deviation from zero radians may
be due to slight non-Gaussian shapes of the dijet correla-
tions even without medium modification. This is seen in
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FIG. 3 (color online). Collision centrality, energy, and system
size dependence of shape parameters: (a) kurtosis (filled sym-
bols) and rms (open symbols); (b) peak angle D. Bars show
statistical errors, shaded bands systematic errors.
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FIG. 2 (color online). Dijet correlations (circles with boxes for
point-to-point systematic errors) in Au� Au and Cu� Cu col-
lisions at

��������
sNN
p

� 62:4 and 200 GeV. Left panels show central
collisions, while right panels show peripheral collisions.

TABLE I. b0 values in Au� Au data at
��������
sNN
p

� 200 GeV: ZYAM values (first row), variation of fit values from the ZYAM values
(second row), variation of combinatorial (Comb.) values from the ZYAM values (third row).

Centrality 60%–90% 40%–60% 20%–40% 10%–20% 5%–10% 0%–5%

ZYAM b0 0.861 0.942 0.960 0.971 0.982 0.988
Fit �b0 	0:003 	0:003 	0:006 	0:028 	0:035 	0:022
Comb. �b0 	0:086 	0:013 	0:004 �0:002 �0:001 �0:001
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the kurtosis values for d� Au and peripheral collisions,
which have values somewhat lower than three. The system-
atic errors in Fig. 3 come primarily from the v2 uncertainty
for Cu� Cu and Au� Au and from the J���� minimum
determination for d� Au.

No dependence of rms, kurtosis, or peak angle D on
collision energy or species is observed, the away-side dijet
shape exhibiting an Npart scaling also observed in the
suppression of single hadron spectra [14].

Table II shows the dependence of the away-side shape
parameters on the associated hadron pT in the Au� Au

data at 200 GeV for a 0%–20% centrality bin, 3<ptrigg
T <

5 GeV=c, and the following passoc
T bins: 1–1.5, 1.5–2, 2–

2.5, 2.5–3, and 3–5 GeV=c. The peak angle D and the rms
have no pT dependence, while the kurtosis is consistent
with a slow decrease with pT .

Several phenomenological models for modification of
the away-side jet have been proposed; all involve a strong
response of the medium to the traversing jet. Bow shocks
propagating as sound, or density, waves in the medium
produce a peak located away from �� � � [4,15]. If the
peak indeed arises from a sound wave, its location at 1 rad
away from the nominal jet direction implies a speed of
sound intermediate between that expected in a hadron gas
and quark-gluon plasma [4]. A first order phase transition
would cause a region with speed of sound identically zero.
This region was postulated [4] to reflect sound waves and
cause a second away-side peak located at about �� �
1:4 rad. No clear evidence for a distinct peak is seen in
our data.

If the coupling among partons in the medium is strong,
then the high momentum parton may induce non-sound-
wave collective plasma excitations [5]. In the strong cou-
pling limit the anti–de Sitter/conformal field theory (AdS/
CFT) correspondence was applied to calculate the wake of
directional emission from a heavy quark traversing the
medium, where a peak angle is found at values slightly
larger than in these data [16].

The peak may also arise from Cherenkov gluon radiation
[6]. Such a mechanism should disappear for high energy
gluons, implying that the peak angle D should gradually
approach zero with increasing momentum of associated
hadrons. Table II shows that this is not supported by the
data. The medium may induce gluon radiation at large
angles by mechanisms other than Cherenkov radiation

[7,8]. Such models can reproduce the observed peak if
the density of scattering centers is large and the gluon
splitting sufficiently asymmetric [7]. However, the pre-
dicted radiation is very sensitive to the treatment of ge-
ometry, expansion, and radiative energy loss framework
used. Our detailed measurements constrain the options.

An important issue is whether the density wave correla-
tions survive the underlying medium expansion [4,17]. It
was shown that the interplay of the longitudinal expansion
and limited experimental � acceptance preserves, and even
amplifies, the signal of directed collective excitations [15].
The creation of a shock wave consistent with our data
requires that 75%–90% of the parton’s lost energy be
transferred to the collective mode [15].

We have presented azimuthal angle correlations of in-
termediate transverse momentum hadrons from dijets in
Cu� Cu and Au� Au collisions at

��������
sNN
p

� 62:4 and
200 GeV. The away-side dijet correlation is seen to be
broadened, non-Gaussian, and peaked away from �� �
� in central and semicentral collisions. The away-side
shape depends on the number of participants in the colli-
sion, and not on the beam nuclei or energy. The general
features of the observed shape can be qualitatively ac-
counted for by a number of phenomenological models,
all having in common a strong medium response to the
energy deposited by the traversing parton. The systematic
data presented here provide quantitative tests that could
discriminate between these models.
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TABLE II. Dependence of away-side shape parameters on associated hadron pT in central (0%–20%) Au� Au collisions at��������
sNN
p

� 200 GeV for 3< ptrigg
T < 5 GeV=c. First error is statistical and second error is systematic.

passoc
T D (rad) rms (rad) Kurtosis

1–1.5 1:04� 0:03� 0:03 1:02� 0:02� 0:05 1:68� 0:04� 0:10
1.5–2 1:07� 0:04� 0:04 1:06� 0:02� 0:05 1:58� 0:05� 0:10
2–2.5 1:05� 0:03� 0:06 1:08� 0:04� 0:08 1:38� 0:11� 0:12
2.5–3 1:07� 0:06� 0:06 1:09� 0:07� 0:07 1:35� 0:17� 0:12
3–5 0:88� 0:13� 0:16 1:01� 0:11� 0:14 1:31� 0:23� 0:25
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The PHENIX experiment at the BNL Relativistic Heavy Ion Collider (RHIC) has measured electrons
with 0:3< pT < 9 GeV=c at midrapidity (jyj< 0:35) from heavy-flavor (charm and bottom) decays in
Au� Au collisions at

��������
sNN
p

� 200 GeV. The nuclear modification factor RAA relative to p� p collisions
shows a strong suppression in central Au� Au collisions, indicating substantial energy loss of heavy
quarks in the medium produced at RHIC energies. A large azimuthal anisotropy v2 with respect to the
reaction plane is observed for 0:5< pT < 5 GeV=c indicating substantial heavy-flavor elliptic flow. Both
RAA and v2 show a pT dependence different from those of neutral pions. A comparison to transport
models which simultaneously describe RAA�pT� and v2�pT� suggests that the viscosity to entropy density
ratio is close to the conjectured quantum lower bound, i.e., near a perfect fluid.

DOI: 10.1103/PhysRevLett.98.172301 PACS numbers: 25.75.Dw

Experimental results from the Relativistic Heavy Ion
Collider (RHIC) have established that dense partonic mat-
ter is formed in Au� Au collisions at RHIC [1–4]. Strong
suppression observed for�0 and other light hadrons at high
transverse momentum (pT) [5–8] indicates partonic en-
ergy loss in the produced medium. The azimuthal anisot-
ropy v2�pT� [9,10] provides evidence that collective
motion develops in a very early stage of the collision (� &

5 fm=c), in accordance with hydrodynamical calculations
[11,12]. The comparison of v2 with several such models
suggests [13–15] that the matter formed at RHIC is a near-
perfect fluid with viscosity to entropy density ratio �=s
close to the conjectured quantum lower bound [16]. Energy
loss and flow are related to the transport properties of the
medium at temperature T, in particular, the diffusion co-
efficient D / �=�sT�.

Further insight into properties of the medium can be
gained from the production and propagation of particles
carrying heavy quarks (charm or bottom). A fixed-order-
plus-next-to-leading-log (FONLL) perturbative QCD
(pQCD) calculation [17] describes the cross sections of
heavy-flavor decay electrons in p� p collisions at

���
s
p
�

200 GeV within theoretical uncertainties [18]. In Au� Au
collisions the total yield of such electrons was found to
scale with the number of nucleon-nucleon collisions as
expected for pointlike processes [19]. Energy loss via
gluon radiation is expected to be reduced for heavy quarks
due to suppression of forward radiation, thus increasing
their expected thermalization time [20–22]. Consequently,
a decrease of high pT suppression and of v2 is expected
from light to charm to bottom quarks, with the absolute
values and their pT dependence sensitive to the properties
of the medium. In contrast to these expectations, a strong
suppression of heavy-flavor decay electrons was discov-
ered for 2< pT < 5 GeV=c [23,24], together with nonzero
electron v2 for pT < 2 GeV=c [25].

This Letter presents pT spectra and the elliptic flow
amplitude vHF

2 of electrons, �e� � e��=2, from heavy-
flavor decays at midrapidity in Au� Au collisions at��������
sNN
p

� 200 GeV. An increase in statistics by more than
a factor of 10 and reduced systematic uncertainties com-
pared to earlier data [19,23,25] greatly extend the pT range
both for the determination of the centrality dependence of
RAA and for the measurement of vHF

2 .
The data were collected by the PHENIX detector [26] in

the 2004 RHIC run. The minimum bias trigger and the
collision centrality were obtained from the beam-beam
counters (BBC) and zero degree calorimeters [1]. After
selecting good runs, data samples of 8.1 and 7:0� 108

minimum bias events in the vertex range jzvtxj< 20 cm
are used for the spectra and v2 analyses, respectively.

Charged particle tracks are reconstructed with the two
PHENIX central arm spectrometers, each covering �� �
�=2 in azimuth and j�j< 0:35 in pseudorapidity [26].
Tracks are confirmed by matching showers in the electro-
magnetic calorimeter (EMC) within 2� in position.
Electron candidates have at least three associated hits in
the ring imaging Čerenkov detectors (RICH) and fulfill a
shower shape cut in the EMC, where they deposit an
energy E, consistent with the momentum (E=p� 1>
�2�). Below the Čerenkov threshold for pions (pT <
5 GeV=c) electron misidentification is only due to random
coincidences between hadron tracks and hits in the RICH.
This small background (<20% at low pT in central colli-
sions, less toward high pT and peripheral events) is sub-
tracted statistically using an event mixing technique.
Requiring at least five hits in the RICH and tightening
the shower shape cut extends the electron measurement
to 9 GeV=c in pT , with negligible hadron background for
pT < 8 GeV=c and a hadron contamination of 20% for
8<pT < 9 GeV=c. The raw spectra are corrected for
geometrical acceptance and reconstruction efficiency de-
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termined by a GEANT simulation. The centrality dependent
efficiency loss <2% (�23%) for peripheral (central)
events is evaluated by reconstructing simulated electrons
embedded into real events.

The inclusive electron spectra consist of (i) ‘‘nonpho-
tonic’’ electrons from heavy-flavor decays, (ii) ‘‘photonic’’
background from Dalitz decays and photon conversions
(mainly in the beam pipe), and (iii) nonphotonic back-
ground from K ! e�� (Ke3) and dielectron decays of
vector mesons. Contribution (iii) is small (<10% for pT <
0:5 GeV=c, <2% for pT > 2 GeV=c) compared to (ii).
The heavy-flavor signal and the ratio of nonphotonic to
photonic electrons, RNP, are determined via two indepen-
dent and complementary methods described in detail in
[18], where the identical detector configuration was used.
At low pT (pT < 1:6 GeV=c), where the heavy-flavor
signal to background ratio is small (S=B < 1), the ‘‘con-
verter subtraction’’ method is used, which employs a pho-
ton converter of 1.67% radiation length (X0) installed
around the beam pipe for part of the run. The converter
multiplies the photonic background by a known, nearly pT
independent factor R� � 2:3. The photonic background
can then be determined by comparing the inclusive elec-
tron yield with and without the converter. For higher pT ,
where S=B is large, the ‘‘cocktail subtraction’’ method [23]
is used. Here the background is calculated with a
Monte Carlo hadron decay generator and subtracted from
the data. At low pT the dominant background source is the
�0 Dalitz decay, which is calculated for each centrality
using measured pion spectra [6,27] as input. In good
agreement with measured data [8], the spectral shapes of
other light hadrons h (�, �, !, �, �0) are derived from the
pion spectrum assuming a universal shape in mT ��������������������
p2
T �m

2
h

q
with a fixed constant ratio at high pT . Photon

conversions in the beam pipe, air, and helium bags (total
0:4%X0) are also included, along with background from
Ke3 decays and both external and internal conversions of
direct photons which are important for pT > 4 GeV=c.
The agreement within the systematic uncertainties in the
overlap region 0:3<pT < 4 GeV=c of these two methods
demonstrates that the absolute value of photonic back-
grounds in the PHENIX aperture is well understood.

The v2 of inclusive electrons, vinc
2 , is measured as vinc

2 �
hcos�2����R��i=�R [28], where �R is the azimuthal
orientation of the reaction plane measured with the reso-
lution �R using the BBC [9]. Since �R is centrality depen-
dent, v2 is determined for narrow centrality bins (10%) and
then averaged to calculate v2 for minimum bias events.
The v2 of random hadronic background is subtracted sta-
tistically as described in [25].

The vnon-�
2 of nonphotonic electrons is obtained by sub-

tracting the photonic electron v�2 as vnon-�
2 � 	�1�

RNP�v
inc
2 � v

�
2 
=RNP. Here v�2 is calculated via a

Monte Carlo generator that includes �0, �, and direct
photons. The measured v2�pT� of ��, �0, and K� [9,29]

is used as input, assuming v�
�

2 � v�
0

2 , v�2 � vK
�

2 , and
vdirect �

2 � 0. A direct measurement of v�2 using the con-
verter subtraction method confirms the calculation within
statistical uncertainties. The resulting vnon-�

2 has a small
contribution from Ke3 background which is simulated and
subtracted to obtain vHF

2 of heavy-flavor decay electrons.
Three independent categories of systematic uncertain-

ties are considered. (a) The inclusive electron spectra in-
clude uncertainties in the geometrical acceptance (5%), the
reconstruction efficiency (3%), and the embedding correc-
tion (�4%). (b) Uncertainties in the converter subtraction
are mainly given by the uncertainty in R� (2.7%) and in the
relative acceptance of runs with and without the converter
being installed (1%). (c) Uncertainties in the cocktail sub-
traction rise from 8% at pT � 0:3 GeV=c to 13% at
9 GeV=c, dominated by systematic errors in the pion input
and, at high pT , the direct photon spectrum. The v2 mea-
surement includes a systematic uncertainty of 5% due to
the reaction plane uncertainty.

Figure 1 shows the invariant pT spectra of electrons
from heavy-flavor decay for minimum bias events and in
five centrality classes. The curves overlayed are the fit to
the corresponding data from p� p collisions [18] with the
spectral shape taken from a FONLL calculation [17] and
scaled by the nuclear overlap integral hTAAi for each
centrality class [6]. The inset of Fig. 1 shows the ratio of
electrons from heavy-flavor decays to background. It in-
creases rapidly with pT , exceeding unity for pT >
1:8 GeV=c, reflecting the small amount of material in the
detector acceptance which makes the accurate measure-
ment of heavy-flavor electron spectra and vHF

2 possible.
For all centralities, the Au� Au spectra agree well with

the p� p reference at low pT , but a suppression with
respect to p� p develops toward high pT . This is quanti-
fied by the nuclear modification factor RAA �

dNAu�Au=�hTAAid�p�p�, where dNAu�Au is the differen-
tial yield in Au� Au and d�p�p is the differential cross
section in p� p in a given pT bin. For pT < 1:6 GeV=c,
d�p�p is taken bin-by-bin from [18], whereas a fit to the
same data (curves in Fig. 1) is used at higher pT , taking
systematic uncertainties in d�p�p and TAA into account.

Figure 2 shows RAA for electrons from heavy-flavor
decays for two different pT ranges as a function of the
number of participant nucleons Npart. For the integration
interval pT > 0:3 GeV=c containing more than half of the
heavy-flavor decay electrons [18], RAA is consistent with
unity for all Npart in accordance with the binary scaling of
the total heavy-flavor yield [19]. For pT > 3 GeV=c, the
heavy-flavor electron RAA decreases systematically with
centrality, while larger than RAA of�0 with pT > 4 GeV=c
[6]. Since above 3 GeV=c electrons from charm decays
originate mainly from D mesons with pT above 4 GeV=c
this comparison indicates a smaller suppression of heavy-
flavor mesons than observed for light mesons in this inter-
mediate pT range.
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Figure 3 shows the measured RAA and vHF
2 of heavy-

flavor electrons in 0%–10% central and minimum bias
collisions, and our corresponding �0 data [6,29]. The
data indicate strong coupling of heavy quarks to the me-
dium. While at low pT the suppression is smaller than that
of �0, RAA of heavy-flavor decay electrons approaches the
�0 value for pT > 4 GeV=c although a significant contri-
bution from bottom decays is expected at high pT . The
large vHF

2 indicates that the charm relaxation time is com-
parable to the short time scale of flow development in the
produced medium. It should be noted that much reduced
uncertainties and the extended pT range of the present data
permit the comparisons of RAA and v2 of the heavy and
light flavors.

More quantitative statements require theoretical guid-
ance. Figure 3 compares the RAA and v2 of heavy-flavor
electrons with models calculating both quantities simulta-
neously. A pQCD calculation with radiative energy loss
(curves I) [30] describes the measured RAA reasonably well
using a large transport coefficient q̂ � 14 GeV2=fm,
which also provides a consistent description of light hadron

suppression. This value of q̂ would imply a strongly
coupled medium. In this model the azimuthal anisotropy
is only due to the path length dependence of energy loss,
and the data clearly favor larger vHF

2 than predicted from
this effect alone.
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Figure 3 also shows that the large vHF
2 is better repro-

duced in Langevin-based heavy quark transport calcula-
tions [31,32]. A calculation which includes elastic
scattering mediated by resonance excitation (curves II)
[31] is in good agreement with both the measured RAA

and v2. This is achieved with a small heavy quark relaxa-
tion time � which translates into a diffusion coefficient
DHQ � �2�T� � 4–6 in this model [31]. Energy loss and
flow are also calculated in [32] in terms of DHQ

(curves III). While this model fails to simultaneously de-
scribe the measured RAA and v2 with one value for DHQ,
the range for DHQ leading to reasonable agreement with
RAA or v2 is similar to that from [31], again implying that
small � and/or DHQ � �2�T� are required to reproduce the
data. Note that DHQ provides an upper bound for the bulk
matter’s diffusion coefficientD. Using the observation [32]
that D � 6� �=�	� p� with 	� p � Ts at 
B � 0 pro-
vides an estimate for the viscosity to entropy ratio �=s �
�43� 2�=4�, intriguingly close to the conjectured quantum
lower bound 1=4� [33]. This result is consistent with
estimates obtained in the light quark sector from elliptic
flow [34] and fluctuation analyses [35].

The conjecture of a bound on �=s [16] was obtained
using the anti–de Sitter-space/conformal-field-theory cor-
respondence [36,37], which exploits a duality between
strongly coupled gauge theories and semiclassical gravita-
tional physics. Recently, such methods were applied to
estimate q̂ [38] and DHQ in a thermalized plasma [39–
41]. These authors also find a small diffusion coefficient
DHQ � �2�T� � 1.

In conclusion, we have observed large energy loss and
flow of heavy quarks in Au� Au collisions at

��������
sNN
p

�

200 GeV. The data provide strong evidence for the cou-
pling of heavy quarks to the produced medium. A short
relaxation time of heavy quarks and/or a small diffusion
coefficient are required by the data. A model comparison
suggests a viscosity to entropy ratio of the medium close to
the quantum lower bound, i.e., near a perfect fluid.
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Abstract

Correlations between p and p̄ at transverse momenta typical of enhanced baryon production in Au + Au collisions are reported. The PHENIX
experiment has measured same and opposite sign baryon pairs in Au + Au collisions at

√
sNN = 200 GeV. Correlated production of p and p̄

with the trigger particle from the range 2.5 < pT < 4.0 GeV/c and the associated particle with 1.8 < pT < 2.5 GeV/c is observed to be nearly
independent of the centrality of the collisions. Same sign pairs show no correlation at any centrality. The conditional yield of mesons triggered by
baryons (and anti-baryons) and mesons in the same pT range rises with increasing centrality, except for the most central collisions, where baryons
show a significantly smaller number of associated mesons. These data are consistent with a picture in which hard scattered partons produce
correlated p and p̄ in the pT region of the baryon excess.
© 2007 Elsevier B.V. All rights reserved.
* Corresponding authors.
E-mail addresses: brant@bnl.gov (B.M. Johnson),

zajc@nevis.columbia.edu (W.A. Zajc).
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1. Introduction

A remarkable feature of relativistic heavy ion collisions at
RHIC energies is the enhanced production of baryons and anti-
baryons relative to mesons at intermediate transverse momenta
(2 < pT < 5 GeV/c) [1,2]. In central Au + Au collisions at
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√
sNN = 200 GeV the baryon/meson ratio is a factor of three

higher than in p + p collisions, while in peripheral Au + Au
collisions and in d + Au collisions [3] at the same energy only a
small increase (< 20%) is observed. The production of protons
and anti-protons at intermediate pT in Au+Au collisions scales
with the number of binary nucleon-nucleon collisions [1], con-
trary to the suppression of pion production [4]. Similar behavior
has been observed for strange baryons (Λ and Λ̄) and mesons
(K0

S ) [5].
In this same momentum range and center of mass energy

in p + p collisions the dominant production mechanism shifts
from soft processes characterized by non-perturbative low mo-
mentum transfer scattering to hard scattering processes char-
acterized by large momentum transfer parton–parton scattering
followed by fragmentation of the scattered partons into final
state hadrons. Pion production in

√
sNN = 200 GeV p + p

collisions is reasonably well described by perturbative QCD
(pQCD) down to pT ≈ 2 GeV [6]. There are large variations
in the p and p̄ yield among various fragmentation functions,
which make it difficult to establish a definite pQCD expectation
for the p and p̄ spectra in p+p collisions [7]. Another estimate
of the transition from hard to soft physics can be obtained from
the xT = 2pT /

√
s scaling of the single particle cross sections.

The cross section can be written as [8,9]:

(1)E
d3σ

dp3
= 1

√
s
n(

√
s,xT )

G(xT ).

At high xT the value of n is found to be independent of both√
s and xT . Since the power of n is related to the quantum ex-

changed and the number of point-like scatterers, the xT region
corresponding to the asymptotic n value is understood to be
the region where particle production is dominated by hard scat-
tering. Recent measurements of the p and p̄ and π± spectra
show the cross section can be described by consistent values of
n for pT > 2 GeV/c for both the π± (n = 6.8 ± 0.5) and p

and p̄ (n = 6.5 ± 1.0) [7] indicating, together with the agree-
ment between the data and pQCD calculations at high pT [6,7],
that at

√
s = 200 GeV the transition from hard to soft particle

production happens at pT ≈ 2 GeV/c. Since the fragmenta-
tion process is believed to be independent of center of mass
energy or collision system, baryon and anti-baryon production
in central Au + Au collisions appears inconsistent with hard-
scattering followed by a universal fragmentation.

The theoretical models that are successful in reproducing the
measured single particle spectra, baryon/meson ratios and the
nuclear modification factors usually invoke some mechanism
to extend the range of soft particle production for baryons to
higher pT than that for mesons. This is either done based on
the particle mass (in hydrodynamics models [10,11]) or on the
quark content (quark recombination models [12–14]). An alter-
native approach, which involves production of baryons through
gluon junctions, has also been shown to reproduce the data [15].
In this Letter we study two-particle angular correlations involv-
ing p, p̄, and mesons (π±,K±). This approach gives informa-
tion about the hadron production in hard-scattering processes,
which is inaccessible from single particle measurements.
Previous studies [16–18] in Au + Au collisions show that at
intermediate pT particles are correlated in azimuthal angle in
a manner consistent with jet fragmentation. Namely, particles
are emitted close together when they come from fragmentation
of the same jet (near side correlations) or approximately back-
to-back when they come from the fragmentation of the associ-
ated di-jet (away side correlations). Strong modifications of the
yields, shapes and particle composition of these correlations are
seen from peripheral to central Au + Au collisions. The yields
are quantified by the number of associated particles per trigger
(conditional yield) after the combinatorial background from the
underlying event has been subtracted. The conditional yield is
measured separately for the near and away side correlations.
The near side conditional yield increases [16–18] with central-
ity and the away side shape has a peak at �φ ≈ 2 rad and no
peak at �φ ≈ π rad. Correlations between identified baryons
(p, p̄) and charged hadrons [17] rule out baryon production
from 2.5 < pT < 4.0 GeV/c as coming dominantly from a
thermal parton source with no correlations [17,19]. Moreover,
the magnitude of baryon and meson triggered correlations with
other charged hadrons in the same event is similar, suggesting
that the baryon excess in the intermediate pT range is associ-
ated with hard parton–parton scattering [17].

There are two main recombination models which have at-
tempted to address the connection between hard scattering and
recombination. The model of Hwa and Yang [14] has calculated
that fragmenting partons from hard scattering process have a
high probability to recombine with thermal quarks from the
medium. The model of Fries et al. [19] finds these effects to
be unimportant, but has correlations from fast partons losing
energy in the medium creating a region around the parton trajec-
tory with a slightly increased temperature and with additional
momentum in the direction of the energetic parton. Partons
from this region then recombine into hadrons, which are cor-
related with the fast parton direction and with each other.

In order to further explore the jet-like structure of the baryon
excess, here we present results on the angular correlations be-
tween two identified particles. The baryon production mecha-
nism is studied via correlations between two charge separated p

and p̄. The trigger particles are taken to be all p or p̄ measured
within the given pT window, regardless of whether the event
has any associated particles. Thus, an increasing fraction of
uncorrelated trigger particles will result in a dilution of the con-
ditional yield. However, if the main source of the baryon excess
is jets that fragment outside the medium, the charge dependence
of correlations between p and p̄ should be the same from pe-
ripheral collisions, where baryon production at intermediate pT

is nearly unmodified from p+p collisions, to central collisions.
A centrality dependence of the charge combinations of p and p̄

correlations would provide evidence for novel baryon produc-
tion scenarios in central Au + Au collisions.

Correlations between baryon and meson triggers with as-
sociated mesons are studied as well. Meson trigger-associated
mesons (meson–meson) correlations provide a baseline for jet
fragmentation in Au + Au collisions. Separating the baryon–
hadron correlations from [17] into baryon–meson and baryon–
baryon correlations allows greater sensitivity to possible recom-
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bination effects. The recombination model of Fries et al. [19]
predicts a greater amplification of baryon–baryon correlations
relative to baryon–meson correlations on the near side because
of the larger number of possible correlations between the va-
lence quarks.

Near side correlations from jets in p + p collisions are ob-
served to be balanced by away side correlations from the as-
sociated di-jet [20]. The away side correlations at intermediate
pT in Au + Au collisions have been shown to have a modified
shape in Au + Au collisions [18]. Here we measure the away
side correlations with both particles identified in order to see
if the dependence on the trigger and associated particle type
changes with centrality. If the baryon and meson triggers are
from hard scattering with approximately the same momentum
transfer, we expect the away side correlations to be independent
of the trigger particle type.

The Letter is organized as follows: Section 2 describes the
experimental method and setup, the results are presented in Sec-
tion 3, and Section 4 is devoted to discussion.

2. Experimental procedure and setup

Two particle correlations have been widely used to study jets
in heavy ion collisions [16–18,21,22] where, due to the high
multiplicity and moderate jet energy the direct reconstruction
of jets by standard algorithms, utilizing hadronic calorimetry
and cluster algorithms, is not yet possible. In this approach
particles are divided into two classes, triggers and associated
particles. We classify the triggers and associated particles by
their pT , particle type and charge. The triggers have 2.5 <

pT < 4.0 GeV/c and the associated particles have 1.8 < pT <

2.5 GeV/c. Thus both particles originate from a region in pT

that is consistent with hard scattering in p + p collisions and
shows an excess of baryons relative to mesons in Au + Au col-
lisions. A distribution of the azimuthal angular difference �φ

between trigger-associated particle pairs is constructed and nor-
malized by the number of triggers.

The data presented here are based on an analysis of 600M
Au + Au events collected by the PHENIX experiment in 2004
with a minimum bias trigger. Charged particles are recon-
structed in the central arms of PHENIX using a combination of
drift chambers and one layer of multi-wire proportional cham-
ber with pad readout (PC1) [23], each covering �φ = π/2 in
azimuthal angle and |η| < 0.35 in pseudorapity. The pattern
recognition is based on a combinatorial Hough transform in the
track bend plane. The polar angle is determined from the hit
position in PC1 and the collision vertex along the beam axis
measured by the Beam–Beam Counters (BBC). The BBC are
positioned at |η| = 3–4. Particles are identified by their mass
calculated from the measured momentum and time-of-flight in-
formation. The global start time is provided by BBC, while
the stop time is measured by the PHENIX high resolution time
of flight detector (TOF) or the lead-scintillator electromagnetic
calorimeter (EMCal), which provide a 4σ K/p separation up to
pT ≈ 4.0 GeV/c and pT ≈ 2.5 GeV/c, respectively. The trig-
ger particles are identified in the TOF, which covers a portion of
the PHENIX East arm (�φ = π/4). The associated particles are
identified in either the EMCal or the TOF, which together cover
the entire PHENIX azimuthal acceptance. For both triggers and
associated particles a 2σ spatial match is required between the
track projection and the hit position in the particle identification
detector. Monte Carlo studies have shown that, due to the decay
kinematics in the trigger and partner pT range used here, the
contribution from Λ → pπ− and Λ̄ → p̄π+ resonance decays,
which could produce correlations mimicking the jet signal, is
negligible.

We perform a correction for the non-uniform pair acceptance
in �φ in PHENIX. This correction is constructed by measur-
ing the �φ distribution from trigger-associated particle pairs
where each particle comes from a different event. Dividing the
same-event by the mixed-event distribution removes the effects
of the PHENIX acceptance and leaves only the true correla-
tions. The multiplicity of the combinatorial background of the
underlying event is determined absolutely by the convolution of
the measured trigger and associated particle single particle rates
with an additional correction for centrality correlations [17],
which raises the combinatorial background level by ≈ 0.2%
in the most central collisions and ≈ 25% in peripheral colli-
sions. A correction for the associated particle reconstruction
efficiency and acceptance is applied by matching the observed
rates for the corresponding single particle spectra measured in
[2]. No correction has been made for p and p̄ originating from
weak decays of Λ and Λ̄; approximately 30% of the measured
p and p̄ are from these decays [2]. The PHENIX η accep-
tance is narrow compared to the width of the typical jet cone
in p +p collisions [20], so we do not measure the entire condi-
tional yield associated with the trigger particle in the associated
particle pT range. The results are reported for both trigger and
associated particles within |η| < 0.35 without extrapolating in
pseudorapidity. The centrality dependence of the conditional
yields allows us to quantify changes in the jet-like correlations
as a function of centrality and particle type, despite the limited
acceptance.

Elliptic flow is an azimuthal correlation between particles
due to the anisotropy in the initial collision geometry. This
angular correlation is unrelated to jet fragmentation and thus
produces a background for this measurement. The correlations
due to elliptic flow are removed by modulating the azimuthally
uniform combinatorial background by 1 + 2v

trig
2 v

part
2 cos(�φ)

where v
trig
2 and v

part
2 represent the strength of the elliptic flow

signal for the trigger and associated particle, respectively. The
v2 parameter is defined by the 2nd harmonic of the azimuthal
anisotropy, v2 = 〈cos[2(φ − Ψ )]〉, where φ is the azimuthal an-
gle of emitted particle, Ψ is the azimuthal angle of event plane
in a given collision, and the bracket denotes the average over
all particles and events [24]. We measure v2 of charged baryons
and mesons at mid-rapidity, |η| < 0.35, for each centrality and
pT bin through the event plane method [24]. The azimuthal
angle of the event plane is determined by the BBC using the
elliptic moment definition [25]. The large rapidity difference,
|�η| ∼ 3, between the central arms and the BBCs helps to re-
duce the non-flow contributions to the measured v2, especially
those arising from di-jets. The systematic errors on the v2 value
are dominated by the uncertainty in the correction for the event
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Table 1
The v2 values and statistical and systematic errors for the centrality and pT bins used in this analysis

Centrality v2 Values ± Statistical Error ± Systematic Error

Triggers Associated particles

2.5 < pT < 4.0 GeV/c 1.8 < pT < 2.0 GeV/c 2.0 < pT < 2.5 GeV/c

Baryons
0–5% 0.083 ± 0.006 ± 0.017 0.064 ± 0.004 ± 0.013 0.068 ± 0.004 ± 0.014

5–10% 0.126 ± 0.005 ± 0.016 0.089 ± 0.003 ± 0.011 0.108 ± 0.003 ± 0.013
10–20% 0.176 ± 0.003 ± 0.013 0.134 ± 0.002 ± 0.010 0.154 ± 0.002 ± 0.011
20–40% 0.234 ± 0.003 ± 0.014 0.182 ± 0.002 ± 0.011 0.203 ± 0.002 ± 0.012
40–60% 0.264 ± 0.006 ± 0.015 0.211 ± 0.004 ± 0.012 0.235 ± 0.004 ± 0.013
60–90% 0.276 ± 0.033 ± 0.044 0.158 ± 0.023 ± 0.025 0.179 ± 0.021 ± 0.029

Mesons
0–5% 0.072 ± 0.007 ± 0.015 0.067 ± 0.003 ± 0.014 0.078 ± 0.003 ± 0.016

5–10% 0.109 ± 0.005 ± 0.014 0.102 ± 0.002 ± 0.013 0.103 ± 0.002 ± 0.013
10–20% 0.142 ± 0.003 ± 0.011 0.133 ± 0.001 ± 0.010 0.140 ± 0.001 ± 0.010
20–40% 0.185 ± 0.003 ± 0.011 0.172 ± 0.001 ± 0.010 0.180 ± 0.001 ± 0.011
40–60% 0.186 ± 0.006 ± 0.010 0.188 ± 0.003 ± 0.011 0.191 ± 0.003 ± 0.011
60–90% 0.178 ± 0.027 ± 0.029 0.173 ± 0.013 ± 0.028 0.172 ± 0.014 ± 0.28
plane resolution [25]. The v2 values used in this analysis are
shown in Table 1. They are consistent with prior PHENIX v2
measurements [25] in the common centrality bins. The analy-
sis has been performed separately for associated particles in
two transverse momentum ranges: 1.8 < pT < 2.0 GeV/c and
2.0 < pT < 2.5 GeV/c. This minimizes effects due to the vari-
ation of v2 over the width of the associated particle pT bin. In
order to minimize the statistical errors, the results shown here
are a sum of the two bins.

The systematic errors on the conditional yields are due to
the systematic and statistical uncertainties on the v2 values,
the uncertainty in the corrections for the centrality correlations
in the combinatorial background and in the centrality depen-
dence of the efficiency corrections. The systematic error on
the centrality dependence of the efficiency corrections is 6%
for meson associated particles and 5% for inclusive p, p̄ and
baryon (p and p̄ combined) associated particles independent
of centrality. The size of the systematic error on the condi-
tional yield attributed to a systematic uncertainty in the elliptic
flow determination is largest in the most central collisions. The
systematic error on the centrality correlations is ≈ 60% of the
correction in central collisions and ≈ 5% of the correction in
peripheral collisions. There are additional systematic errors (not
shown in Section 3 plots) that come from the centrality inde-
pendent normalization of the efficiency corrections and move
all points with the same associated particle type together. These
are 8.9% for p and p̄ associated particles, 11.4% for baryon
(p and p̄) associated particles, and 13.6% for meson associated
particles.

3. Results

Our goal is to study the jet contribution to baryon and
anti-baryon production at intermediate pT where an excess
of baryons over mesons is observed. Thus we choose trigger
baryons from the range 2.5 < pT < 4.0 GeV/c and associ-
ated particles in the range 1.8 < pT < 2.5 GeV/c and construct
two-particle azimuthal correlation distributions. With the larger
data sample obtained in 2004 we are able to extend our previ-
ous measurements [17] by studying the proton and anti-proton
triggers, as well as identifying the associated particles. Several
combinations of trigger-associated particle types are presented
below.

We first study baryon–baryon correlation, where both trig-
ger and associated particles are identified as either p or p̄. The
left panel of Fig. 1 shows the azimuthal angular difference,
�φ, between charge inclusive p and p̄ measured in six central-
ity classes. The solid lines show the combinatorial background
level modulated by the expected correlation due to elliptic flow,
B(1 + 2v

trig
2 vassoc

2 cos(2�φ)). The excess is attributed to jet
correlations, J (�φ). The azimuthal angular difference distri-
butions are then described by:

(2)
1

Ntrig

dN

d�φ
= B

(
1 + 2v

trig
2 vassoc

2 cos(2�φ)
) + J (�φ).

The region around �φ = π/2 has very limited acceptance for
pairs due to the requirement that the trigger particle be mea-
sured in the TOF detector. The right panels of Fig. 1 show the
J (�φ) for three centralities after the combinatorial background
subtraction. There is a pronounced jet peak at small relative an-
gles (near side), however, there is no visible structure on the
away side, where the yields are slightly above or at the level of
the combinatorial background.

To further explore the observed structures, in Figs. 2 and 3
we perform the analysis separately for each charge combina-
tion. The correlations were measured in the same pT range as
in Fig. 1. A near side excess can be seen over the combina-
torial background for opposite sign pairs (left panel of Fig. 2
and right panel of Fig. 3) while no significant excess is seen
for the same sign pairs (right panel of Fig. 2 and left panel
of Fig. 3).

The correlations involving mesons as associated particles
provide a comparison baseline for the baryon–baryon corre-
lations. We study both baryon and meson triggers associated
with mesons. The left panel of Fig. 4 shows the baryon–meson
and meson–meson correlations. The right panels of Fig. 4 show
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Fig. 1. Left: 1
Ntrig

dN
d�φ

distributions for charge-inclusive baryon triggers and associated particles for six centrality bins. Triggers have 2.5 < pT < 4.0 GeV/c and

associated particles have 1.8 < pT < 2.5 GeV/c. The solid lines indicate the combinatorial background modulated by elliptic flow. Right: Jet distributions, J (�φ),
after combinatorial background and elliptic flow subtraction for 0–5% (top), 20–40% (middle) and 60–90% (bottom) centralities. In all panels, only the statistical
errors are shown.

Fig. 2. 1
Ntrig

dN
d�φ

distributions for charge selected p̄ (left) and p (right) triggers both with associated p for six centrality bins. Triggers have 2.5 < pT < 4.0 GeV/c

and associated particles have 1.8 < pT < 2.5 GeV/c. The solid lines indicate the combinatorial background modulated by elliptic flow. Only the statistical errors

are shown.
J (�φ) for the 0–5%, 20–40% and 60–90% centrality classes.
While in the mid-central collisions the meson and baryon trig-
gered distributions agree well, the baryon triggered distribu-
tions in the most central collisions lie systematically below the
meson triggered points both before and after the combinatorial
background subtraction on the near side.
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Fig. 3. 1
Ntrig

dN
d�φ

distributions for charge selected p̄ (left) and p (right) triggers both with associated p̄ for six centrality bins. Triggers have 2.5 < pT < 4.0 GeV/c

and associated particles have 1.8 < pT < 2.5 GeV/c. The solid lines indicate the combinatorial background modulated by elliptic flow. Only the statistical errors
are shown.

Fig. 4. Left: 1
Ntrig

dN
d�φ

distributions for charge-inclusive baryon and meson triggers and associated mesons for six centrality bins. Triggers have 2.5 <

pT < 4.0 GeV/c and associated particles have 1.8 < pT < 2.5 GeV/c. The solid (dashed) lines indicate the combinatorial background modulated by elliptic
flow for baryon (meson) triggers. Right: Jet distributions, J (�φ), after combinatorial background and elliptic flow subtraction for 0–5% (top), 20–40% (middle)
and 60–90% (bottom) centralities. In all panels, only the statistical errors are shown.
To quantify the observed differences in the various trigger-
associated particle combinations, we integrate the J (�φ) dis-
tributions in the regions 0.0< �φ <0.94 rad and π − 0.94 <

�φ < π rad to obtain the near-side and the away-side condi-
tional yields, respectively. Figs. 5 and 6 show the conditional
yield per trigger as a function of the number participating nu-
cleons (Npart). The results were obtained from the data in Figs. 2
and 3 (solid points) and Fig. 1 (open points) by integrating
the J (�φ) in the �φ ranges specified above. This integration
range excludes a large part of the away side shape modifica-
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Fig. 5. Conditional yields per trigger on the near side for charge selected (solid
points) and charge selected (hollow points) p and p̄ correlations. Triggers have
2.5 < pT < 4.0 GeV/c and associated particles have 1.8 < pT < 2.5 GeV/c.
The error bars are the statistical errors and the boxes show the systematic errors.
There is an 11.4% additional normalization error on baryon associated particle
points and 8.9% each on the p and p̄ associated particle points.

Fig. 6. Conditional yields per trigger on the away side for charge selected (solid
points) and charge selected (hollow points) p and p̄ correlations. Triggers have
2.5 < pT < 4.0 GeV/c and associated particles have 1.8 < pT < 2.5 GeV/c.
The error bars are the statistical errors and the boxes show the systematic errors.
The additional normalization error is the same as in Fig. 5.

tions observed in [18]. The small integration range is used in
this analysis only because of the limited acceptance around
�φ = π/2 due to the requirement to measure the trigger parti-
cle in the TOF. These results quantify the centrality and particle
type dependence of the jet-like correlations. Fig. 5 shows that
the correlations between opposite sign baryon pairs produce a
significant non-zero conditional yield that is nearly independent
of centrality and that there is no significant yield associated
with same sign pairs. The open points in Fig. 5 are from the
charge inclusive analysis and show that the conditional yield
does come mainly from opposite sign pairs. For all but the most
peripheral point, no centrality dependence is observed in the
charge inclusive analysis. The most peripheral point sits 2.5σ
Fig. 7. Conditional yields per trigger for baryon (squares) and meson (circles)
triggers with associated mesons. Triggers have 2.5 < pT < 4.0 GeV/c and as-
sociated particles have 1.8 < pT < 2.5 GeV/c. The error bars are the statistical
errors and the boxes show the systematic errors. There is an additional 13.6%
normalization error.

below the average conditional yield for the other centrality bins.
The charge inclusive data are also consistent with a linear in-
crease with Npart (χ2/d.o.f. = 5.5/4).

The systematic errors on these distributions are highly cor-
related since the v2 values and centrality correlation corrections
are the same for all yields at a given centrality. There is an
8.6% systematic error on the relative normalizations of the as-
sociated particle p and p̄ points, which is not shown. Fig. 6
shows the same correlations as Fig. 5 for the away side re-
gion. Here the charge inclusive yields lie above the charge
selected yields for peripheral and mid-central collisions be-
cause both same and opposite charge pairs have non-zero con-
ditional yield. The conditional yield rises from peripheral to
mid-central collisions. In the most central collisions both the
charge inclusive and charge selected yields are consistent with
zero.

Fig. 7 shows both the near and away side conditional yield
for baryon triggers and associated mesons and meson triggers
with associated mesons. The meson trigger-associated mesons
conditional yield on the near side rises smoothly with central-
ity. The baryon triggered yields are systematically lower than
the meson triggered yields, but also rise linearly with Npart for
Npart < 250. In central collisions the baryon triggered yields are
lower than the linear Npart dependence observed in the meson–
meson points for all Npart and the baryon–meson points for
Npart < 250. The statistical errors on baryon–meson conditional
yields exclude a linear increase with Npart on the 2.6σ level.
The systematic errors on the v2 values and the centrality corre-
lation correction are correlated with centrality. The most central
baryon triggered point is consistent with the most peripheral
baryon triggered point. The most central meson–meson condi-
tional yield is 70% ± 20% greater than in peripheral collisions.
On the away side, no significant dependence on trigger type is
observed.
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4. Discussion

The observed xT scaling and pQCD calculations suggest
hard scattering is the dominant mechanism for particle pro-
duction for pT > 2 GeV/c at

√
s = 200 GeV in p + p col-

lisions [7]. Neutral pion production in Au + Au collisions at√
sNN = 200 GeV follows xT scaling [26] and is well described

by perturbative theories, which include radiative energy loss by
hard partons traversing the medium [27–29] at pT as low as
2 GeV/c. Models describing the excess of baryons relative to
mesons [1] typically do so by some mechanism that extends
the pT range of soft physics. Here, we have used two parti-
cle azimuthal correlations to study the particle type dependence
of jet-like correlations in Au + Au collisions in the region of
the baryon excess. Since jets in e+ + e− collisions fragment
dominantly into mesons [30], we take meson–meson correla-
tions as a baseline for jet fragmentation in Au + Au collisions.
The increase in meson–meson near side conditional yield with
centrality seen in Fig. 7 has also been observed in meson–
hadron correlations [17] and hadron–hadron correlations [16,
18] and is not yet quantitatively understood. Here we are inter-
ested primarily in jet correlations of baryons so meson–meson
correlations provide a useful reference. The yield of associated
mesons per trigger baryon is systematically lower than the yield
of associated mesons per trigger meson, but baryon–meson cor-
relations on the near side increase as meson–meson correlations
for all centralities except for the most central.

On the away side there is no significant dependence on the
trigger type for associated mesons, as is expected if baryon and
meson triggers come from jets of approximately the same en-
ergy and if the di-jets fragment independently of the trigger jet.
The yield of associated baryons per baryon trigger on the near
side is observed to be nearly constant with centrality, except for
the most peripheral point, which is significantly lower than the
others. The data are also consistent with a linear increase in the
conditional yield as a function of Npart. The small yield of as-
sociated baryons per baryon trigger does not imply that baryon
number is not conserved within the near side jet since the pT

range of the measured associated particles is narrow, and the
PHENIX η acceptance does not contain all of the associated
particles.

The data presented here are qualitatively consistent with
baryons at 2.5 < pT < 4.0 GeV/c arising predominately from
hard scattering processes. First, the yield of mesons associated
with baryon triggers has the same centrality dependence as as-
sociated mesons per meson trigger for Npart < 250 despite a
change in the p̄/π− ratio by a factor of three from peripheral
collisions. Since the yields are normalized by the number of ob-
served trigger particles, an increasing fraction of uncorrelated
baryon triggers would lead to a dilution of the yield. Second,
the away side yield into 0.94 rad is independent of the trigger
type, consistent with the away side jet fragmenting indepen-
dently of the trigger jet. Lastly, the charge dependence of p

and p̄ correlations show that small angle p–p̄ and p̄–p pairs
are correlated beyond the expected correlations from elliptic
flow, and that small angle p–p and p̄–p̄ pairs are not. This is
true in peripheral collisions where the p̄/π− ratio is close to
the value from p + p collisions [3] and also in central colli-
sions where the ratio is more than a factor of three larger. The
weak centrality dependence of opposite sign pair conditional
yields shows the number of correlated pairs increase with cen-
trality at approximately the same rate as the number of triggers.
However, quantitative understanding of the baryon production
mechanism and the fragmentation process will rely on model
calculations that are able to explain the single particle yields,
elliptic flow, and correlation results.

The results for near side conditional yields presented here
disagree with the recombination model calculation in [31],
which predicts a very weak centrality dependence for meson–
meson and baryon–meson conditional yields and nearly the
same magnitude for baryon–meson and baryon–baryon near
side conditional yields. In contrast, the data show the condi-
tional yield of associated mesons with baryon triggers to be a
factor of two to five times larger than the conditional yield of
baryons associated with baryon triggers, depending on central-
ity.

The results presented here also appear to exclude baryon
production via higher twist mechanisms [32], which would pro-
duce isolated p and p̄. No correlation calculations are available
from the gluon junction model [15], so a comparison beyond the
successfully described single particle data could not be done at
this point.

We have systematically explored the particle type depen-
dence of jet fragmentation at intermediate pT in Au + Au
collisions at

√
sNN = 200 GeV. The new data disagree with

calculations from the recombination model presented in [19,
31]. Given the success of recombination models in reproducing
elliptic flow and hadron spectra data it would be interesting to
see if other recombination calculations are able to describe the
data presented here. We find that near side correlations between
meson triggers and associated mesons increase with centrality.
Near side correlations between baryon triggers and associated
mesons show the same centrality dependence except for the
most central collisions where there is a significant decrease. The
first measurements of baryon pairs on the near side are found to
be largely due to opposite charge p–p̄ pairs. Under the assump-
tion that the above centrality dependencies of particle pairs and
single particles are not coincidental, one can explain the ob-
served baryon excess at intermediate pT in Au + Au collisions
via jet induced production of baryon–antibaryon pairs.
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Measurements of neutral pion (π 0) production at midrapidity in
√

sNN = 200 GeV Au+Au collisions as a
function of transverse momentum, pT , collision centrality, and angle with respect to reaction plane are presented.
The data represent the final π 0 results from the PHENIX experiment for the first RHIC Au+Au run at design
center-of-mass energy. They include additional data obtained using the PHENIX Level-2 trigger with more than a
factor of 3 increase in statistics over previously published results for pT > 6 GeV/c. We evaluate the suppression
in the yield of high-pT π 0’s relative to pointlike scaling expectations using the nuclear modification factor RAA.
We present the pT dependence of RAA for nine bins in collision centrality. We separately integrate RAA over
larger pT bins to show more precisely the centrality dependence of the high-pT suppression. We then evaluate the
dependence of the high-pT suppression on the emission angle �φ of the pions with respect to event reaction plane
for seven bins in collision centrality. We show that the yields of high-pT π 0’s vary strongly with �φ, consistent
with prior measurements [1,2]. We show that this variation persists in the most peripheral bin accessible in this
analysis. For the peripheral bins we observe no suppression for neutral pions produced aligned with the reaction
plane, whereas the yield of π 0’s produced perpendicular to the reaction plane is suppressed by a factor of ∼2. We
analyze the combined centrality and �φ dependence of the π0 suppression in different pT bins using different
possible descriptions of parton energy loss dependence on jet path-length averages to determine whether a single
geometric picture can explain the observed suppression pattern.
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I. INTRODUCTION

High transverse momentum particles resulting from hard
scatterings between incident partons have become one of the
most effective tools for probing the properties of the medium
created in ultra-relativistic heavy ion collisions at RHIC.
Data from the four RHIC experiments have unequivocally
established the phenomenon of high transverse momentum
hadron suppression in Au+Au compared to (appropriately
scaled) p+p collisions [3–9], whereas the lack of similar
suppression in d+Au collisions [9–12] provides strong evi-
dence that the suppression is not due to modification of parton
distributions in the incident nuclei. This suppression has been
observed for a large variety of hadron species, at highest
pT for π0 and most recently η [13], supporting further the
notion that energy loss occurs at the parton level. Conversely,
direct photon measurements by the PHENIX collaboration
show that the yield of hard photons in Au+Au collisions is
consistent with p+p expectations scaled by the number of
incoherent nucleon-nucleon collisions [14] and, thus, provide
final confirmation that hard scattering processes occur at rates
expected from pointlike processes. This observation makes
definitive the conclusion that the suppression of high-pT

hadron production in Au+Au collisions is a final-state effect.
Measurements of azimuthal angle correlations between hadron
pairs resulting from fragmentation of hard-scattered partons
into jets have provided additional confirmation of final-state
medium effects on these partons [15].

Predictions of high-pT suppression were made before the
start of RHIC operation [16,17] and confirmation of these
predictions may be considered one of the key successes
of the RHIC program so far. The suppression of high-pT

single hadrons was predicted to result from the energy
loss of hard-scattered quarks and gluons in the hot and
dense quantum chromodynamics (QCD) medium created in
ultrarelativistic heavy-ion collisions (see Refs. [18,19] and
references therein). In the canonical models, medium-induced
gluon bremsstrahlung is expected to dominate the energy loss
process [16], and calculations of the high-pT suppression
factor incorporating this effect have been able to successfully
describe the experimental measurements [20–22]; however,
recent measurements of heavy quark suppression pose some
questions to this canonical view. Nonetheless, from compar-
isons of the energy loss calculations with the experimental
data, estimates of the initial net color charge density that is
usually expressed in terms of a gluon rapidity density, dNg/dy,
have been obtained yielding dNg/dy ≈ 1000 and, assuming
thermalization, estimates of the initial energy density have
produced values in excess of 10 GeV/fm3 [23,24].

However, in spite of this success, there are still a number
of outstanding issues with the interpretation of the Au+Au
high-pT single-hadron suppression. Because the properties
of the medium created in heavy-ion collisions are not a
priori known, the energy-loss calculations necessarily use
the observed suppression to infer initial parton densities,

*Deceased.
†PHENIX Spokesperson: zajc@nevis.columbia.edu

usually through an intermediate parameter that appears in the
energy loss calculations. Although the initial parton density
obtained by such “tomographic” studies has to be consistent
with the final (measured) total particle multiplicity, it is fair
to acknowledge that the pT dependence of the suppression
(rather than its absolute magnitude) is a more discriminating
observable to test the various energy loss models. For π0

spectra, the suppression in central Au+Au collisions at√
sNN = 200 GeV is found to be approximately constant

with pT over the range, 3 < pT < 10 GeV/c. Although
the different energy loss calculations can reproduce this
pT -independent suppression, the detailed explanation of the
constancy is different in each model. The effects invoked to
explain the pT dependence of the observed Au+Au high-pT

suppression include finite-energy effects, absorption of energy
from the medium, evolution from incoherent (Bethe-Heitler)
to coherent (Landau-Pomeranchuk-Migdal or LPM) radiation
with increasing parton energy [25], the pT -dependent mixture
of quark and gluon contributions to the hard-scattered parton
spectrum, the increasingly larger exponent of the underlying
(power-law) parton pT spectra [22], and shadowing/EMC
effect [26]. Although most calculations of the high-pT sup-
pression in Au+Au collisions account for shadowing/EMC
modifications of the nuclear parton distributions and for the
relative mixture of quarks and gluons in the hard-scattered
parton spectra, finite-energy corrections, absorption of energy
from the medium, and the description of the energy loss
process itself differs from calculation to calculation. Clearly
the central Au+Au single-particle spectra are not sufficient,
by themselves, to validate or exclude any of the different
energy loss models; we must use more “differential” probes
of medium-induced energy loss to better understand the
phenomenon.

A robust prediction of non-Abelian parton energy loss
calculations is that the average energy loss as a function of the
in-medium path length L shows a quadratic dependence ∝ L2

[27]. Such a behavior predicted for a static QCD medium turns
into an effective ∝ L dependence in an expanding quark-gluon
plasma (QGP) [28]. In principle, the centrality dependence
of the high-pT suppression [5,6,8] provides an effective test
of energy-loss calculations because the length of the path of
the partons in the medium will change between peripheral
and central collisions. However, the energy loss calculations
also have to account for changes in the initial properties of
the medium with centrality and the extra flexibility in the
description of the initial conditions means that the measured
centrality dependence of the high-pT suppression also does not
stringently constrain energy loss models [29]. However, the
path length of the parton in the medium can also be controlled
by selecting high-pT hadrons in different bins of azimuthal
angle difference from the event-by-event determined reaction
plane. Indeed, shortly after experimental observations of
azimuthal anisotropy were reported [1,15], arguments were
made that the high-pT anisotropy in noncentral collisions
was due to the spatial asymmetry of the medium and the
resulting �φ dependence of parton path lengths [30,31].
However, recent analyses have argued that the large azimuthal
anisotropies at high pT cannot be accounted for by energy
loss alone—at least when realistic nuclear geometry is used to
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describe the spatial asymmetry of the initial state [29,32,33].
Some of these analyses were based on a picture of the energy
loss process in which quarks or gluons that have emitted
radiation effectively disappear from the steeply falling high-pT

spectrum because they are overwhelmed by partons of lower
energy that escape from the medium losing little or no energy.
In this picture, the medium effectively attenuates the high-pT

quarks and gluons and the high-pT spectrum is dominated by
partons originating near the surface—i.e., partons originating
in the “corona” [29,32,33]. Then, the azimuthal anisotropy
could be largely determined by the shape of the surface [32].
However, it has been separately argued that fluctuations in the
number of emitted gluons may be large and such fluctuations
may weaken the corona effect [28].

In this article we present measurements of π0 production
in

√
sNN = 200 GeV Au+Au collisions from the PHENIX

experiment at RHIC. These data, obtained during Run-2
operation of RHIC in 2002, include additional data obtained
with the PHENIX Level-2 trigger, which improved the total
statistics by a factor of ∼3 compared to the prior analysis
in Ref. [6]. The analyses presented here have also benefited
from advanced electromagnetic calorimeter calibrations and
from improved understanding of the systematic errors in
the π0 measurement in course of the direct photon analysis
presented in Ref. [14], where the π0 decay photons provide
the main source of background. With the improved statistics,
the pT reach of the data is extended to higher pT , allowing
us to test whether the suppression starts to diminish above
10 GeV/c in pT . In addition, we extend the measurement
of the centrality dependence of the suppression up to
8 GeV/c.

We present measurements of the dependence of the π0

yield as a function of the angle �φ of the π0 with respect to
the event reaction plane. By measuring the high-pT hadron
suppression as a function of �φ, for a given centrality bin,
we can keep the properties of the medium fixed and vary
only the average geometry of the jet propagation in the
medium. By comparing different centrality bins we can, in
principle, test how the initial properties of the medium affect
the induced energy loss. Traditionally, measurements of the
�φ dependence of hadron yields have been analyzed in terms
of the azimuthal asymmetry parameter, v2, and we note that
the data presented here were used to obtain measurements of
π0 v2 for comparison to inclusive photon v2 [34]. However,
in this publication we focus not on v2, but explicitly on
the suppression as a function of �φ, expressed in terms
of the �φ-dependent nuclear modification factor RAA(�φ).
Although the data presented this way contain, in principle, the
same information as the combination of �φ-averaged RAA and
v2, RAA(�φ) provides a useful alternative way to evaluate the
dependence of high-pT suppression on geometry because it
effectively combines RAA(pT ) and v2 into a single set of data.
We analyze the combined �φ and centrality dependence of
the high-pT suppression in the context of different path-length
and density dependencies of the parton energy loss process
to evaluate whether any geometric picture can simultaneously
describe the centrality and �φ dependence of the observed
high pT deficit.

II. EXPERIMENTAL DETAILS

The data presented in this article were obtained during Run-
2 operation of the PHENIX experiment [35] at the Relativistic
Heavy Ion Collider facility at Brookhaven National Laboratory
[36]. The primary detectors used to obtain the presented results
were the PHENIX central arm spectrometers, particularly the
electromagnetic calorimeters [37], and the two beam-beam
counters (BBC’s) [38]. In addition, the PHENIX zero-degree
calorimeters [39] were used for triggering and centrality
determination.

Two-photon decays of neutral pions were measured in
the PHENIX electromagnetic calorimeter, located at a radial
distance of ∼5.1 m from the beam-line, which has a pseudo-
rapidity acceptance of −0.35 < η < 0.35 and covers π radians
in azimuth. The electromagnetic calorimeter is divided into
eight sectors, with each sector covering the full pseudo-rapidity
range and π/8 in azimuth. The calorimeter consists of two
distinct parts using different technologies. A lead-scintillator
sandwich calorimeter (PbSc) with 5 cm × 5 cm towers covers
3/4 (6 sectors) of the central arm acceptance. A lead-glass
Čerenkov calorimeter (PbGl) with 4 cm × 4 cm towers covers
the remaining 1/4 (2 sectors) of the central arm acceptance. The
corresponding �η × �φ acceptance of a single tower at η = 0
is 0.0112 and 0.00752 for the PbSc and PbGl calorimeters,
respectively.

The event reaction plane in Au+Au collisions was
measured in the two BBC’s. Each BBC consists of 64
hexagonal, quartz Čerenkov radiators closely packed around
the beam pipe, in an approximately azimuthally symmetric
configuration. The beam-beam counters, located 144 cm in
each direction from the nominal center of the interaction
diamond, are used to count charged particles produced in
the pseudorapidity range 3.0 < |η| < 3.9. The distribution of
particles over the individual channels of the BBC’s allows
measurement of the azimuthal distribution, dNch/dφ, of
charged particles within this pseudorapidity acceptance. The
BBC’s also provide measurement of the collision vertex
position along the interaction diamond with a resolution of
0.6 cm [38].

The data presented here were obtained using the PHENIX
minimum-bias Level-1 trigger, based on the BBC’s and the
PHENIX zero-degree calorimeters, that selects 92.2+2.5

−3.0% of
the total Au+Au hadronic interaction cross section of 6.9 b
[6]. For a subset of the data, events selected by the Level-1
trigger were subjected to software Level-2 trigger filtering
after full assembly of events in the PHENIX event builder
[40]. A software algorithm performed a crude reconstruction of
electromagnetic clusters by summing the pedestal-subtracted
and gain-calibrated energies of “tiles” made of adjacent 4 × 4
calorimeter towers groups. The tiles are allowed to overlap
such that every possible such tile that can be constructed in
each calorimeter is tested. One of the Level-2 triggers (LVL2A)
selected events in which at least one cluster (tile) had energy
>3.5 GeV. Another Level-2 trigger (LVL2B) selected events
in the 50–92% centrality range (50% most peripheral events)
with at least one cluster having energy >1.5 GeV.

The measurements presented in this article were obtained
from 31.4 M minimum bias triggers and approximately

034904-4



DETAILED STUDY OF HIGH-pT NEUTRAL PION . . . PHYSICAL REVIEW C 76, 034904 (2007)

1.7 M Level-2 trigger selected events. Of the Level-2 triggered
events, 743 K events were selected by the higher energy
LVL2A trigger and the remainder were selected by the
peripheral, lower-energy LVL2B trigger. Taking into account
their rejection factors, the two triggers sampled the equivalent
of 44.4 × 106 LVL2A and 28.7 × 106 LVL2B minimum-bias
triggers. The difference is due to different online trigger
pre-scale factors. Thus, the combined event sample contains
approximately a factor of 2.5–3 (considering both triggers
over all centralities) more π0’s above 6 GeV/c than previously
published Run-2 π0 measurements [6].

III. DATA ANALYSIS

A. Event selection and centrality

In the offline analysis, the timing difference measured
between the two PHENIX BBC’s is used to determine the
position of the collision vertex along the beam axis and
to select events with vertex position within 30 cm of the
nominal center of the detector for subsequent analysis. The
energies measured in the zero-degree calorimeters and the
charged-particle multiplicity measured in the BBC’s are used
to determine the collision centrality [41]. For the π0 spectrum
measurements presented here the total measured centrality
range (0–92.2%) is subdivided into nine bins: 0–10, 10–20,
20–30, 30–40, 40–50, 60–70, 70–80, 80–92.2%. For the
reaction plane-dependent analysis, the most central and two
most peripheral bins are excluded, the peripheral due to their
large uncertainty in the reaction plane resolution, and the
0–10% bin simply because of its smaller intrinsic eccentricity.
Additionally, we present also combined 0–20%, 20–60%, and
60–92% data sets for comparison with other PHENIX analyses
of high pT hadron production that use such centralities.

B. Reaction plane measurement

PHENIX has previously published measurements of elliptic
flow using an event-by-event measured reaction plane [34,42,
43], and the same technique is used for the analysis presented
here. Each BBC detector consists of 128 quartz radiators
placed in hexagonal, roughly concentric rings whose light
is individually collected by photomultiplier tubes (PMT’s).
The calibrated charge from each radiator is converted into
an estimate for the number of charged particles within the
acceptance of each detector, Ni , using the measured single-
particle peak centroid.

For the reaction plane measurement the measured Ni values
are corrected such that the weight of the inner rings that have
the fewest radiators covering the full azimuthal angle range is
reduced. Then, in terms of the corrected Ni values, N

adj
i , the

angle of the reaction plane � is obtained from the formula

tan (2�) =
∑

i N
adj
i sin (2φi) − 〈∑

i N
adj
i sin (2φi)

〉
∑

i N
adj
i cos (2φi) − 〈∑

i N
adj
i cos (2φi)

〉 , (1)

where φi represents the azimuthal angle of the center of
a given radiator i. The subtraction of the average centroid
position in Eq. (1) removes the bias in the reaction plane

TABLE I. Relative systematic
uncertainty of the reaction plane
resolution for the centrality bins
shown in Fig. 1.

Centrality Syst. error

0–10% 20.3%
10–20% 5.1%
20–30% 3.9%
30–40% 3.8%
40–50% 4.1%
50–60% 4.6%
60–70% 22.5%

measurement resulting from nonzero angle of the colliding
beams, nonuniformities in detector acceptance, and other
similar effects. The average is taken over many events localized
in time with the event in question. A final correction is
applied to remove nonuniformities at the 20% level in the
� distribution.

Because the above-described procedure can also be applied
individually to each BBC, we have a redundant measurement
of the reaction plane in the north and in the south, and we
exploit this to determine the resolution of the full reaction plane
measurement using standard procedures [44]. The resolution
of the reaction plane is directly measured from the quantity
〈cos 2(�1 − �2)〉 where �1 and �2 are the reaction plane
angles measured in each of the two beam-beam counters
individually and the average is taken over events. Figure 1
and Table I show the variation of the resolution, usually deter-
mined as 〈cos 2(�meas − �true)〉 = √

(2〈cos 2 (�1 − �2)〉. The
needed correction factors can be derived from this using
Eq. (11) in Sec. III F, where the reaction plane corrections
are described in more detail.

The systematic errors associated with the measurement
of the reaction plane come dominantly from how well the
resolution is known. The uncertainty on this quantity is also
shown with Fig. 1 for all but the most peripheral centralities.
This error is determined by observing comparison of the
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FIG. 1. Resolution of the reaction plane determined in the
BBC versus centrality. As usual, the resolution is defined as the
unitless quantity 〈cos 2(�meas − �true)〉, equal to the inverse of the v2

correction factor.
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similarly calculated quantity 〈sin 2(�1 − �2)〉 which should
by definition be equal to zero. The value of 〈sin 2(�1 − �2)〉
is found to be consistent with 0 for all centralities. The mean
size of its fluctuations around 0 are compared to the size of the
〈cos 2(�1 − �2)〉 to derive the systematic errors in the table.
Because the value of 〈cos 2(�1 − �2)〉 decreases dramatically
in the lower multiplicity peripheral events, the relative size
of the error increases. The size of this relative error is also
cross checked by comparing it to the relative error on elliptic
flow (v2) measurements which is directly comparable since,
as discussed in Sec. III F, the resolution correction for v2 is
a plain multiplicative factor. For the cross check, the v2 error
is derived by taking the difference of v2 made with reaction
planes from the BBC North and BBC South separately.

Because of the large rapidity gap between the PHENIX
BBC’s and the PHENIX Central Arm (�η > 2.7 − 4.0),
the measurements made in the BBC’s are assumed to have
no correlations (except collision geometry) with processes
detected in the central arm that would affect the results
presented in Sec. III F. Specifically, PYTHIA studies [45]
indicate that any large rapidity-gap production correlated with
jets (and thus the hard π0’s we study) detected in the central
arm have a negligible effect on reaction plane determination
even for the most peripheral events considered in this article.
Further, we average both the North and South BBC, which are
separated by �η > 6.0, making potential effects of this nature
especially unlikely.

C. Neutral pion detection

The detection of neutral pions is one of the major sources
of information on identified particle production at high pT at
RHIC, and PHENIX has already published the results of a
number of π0 measurements in different colliding systems
[3,6,10,46,47]. Here we will describe the technique for
obtaining π0 yields as a function of pT and centrality, which
is now well established within PHENIX.

Neutral pions are detected via their π0 → γ + γ decay
channel. Due to the relatively short mean lifetime of neutral
pions of about 10−16 s, typical of electromagnetic decays,
the pions decay close to the interaction point (cτ ≈ 25 nm).
This makes the decay vertex well known and the pions can be
reconstructed via an invariant mass analysis of photon pairs
measured by the EMCal.

In the EMCal, hits or clusters are reconstructed by finding
contiguous calorimeter towers with pulse heights above the
ADC pedestal value. In order to obtain a cleaner sample of
electromagnetic hits shower shape cuts are applied to select
candidate photons and time-of-flight cuts are applied to reject
slow hadrons. For the PbSc we require measured cluster times
to be tclust < L/c ± 1.2 ns, where L is the straight-line path
from the collision vertex to the reconstructed cluster centroid.
For the PbGl we require reconstructed clusters to have times,
tclust < L/c ± 2 ns; the difference is due to the intrinsic timing
resolutions of the two calorimeter technologies.

The energy of each EMCal cluster is corrected for angular
dependence and nonlinearity based on test beam results and
simulation. The linearity corrections for both detector types

are different with the PbGl showing a stronger dependence on
the energy. The correction factors for a photon with a detected
energy of 1 GeV (10 GeV) are 1 (0.95) for the PbSc and
1.05 (0.975) for the PbGl, respectively. The PbGl calorimeter
also shows a stronger variation of the measured photon energy
with the angle of incidence on the detector surface, at 20◦ the
measured energy is reduced by 5% compared to perpendicular
incidence (0◦), whereas in the PbSc the effect is only of the
order of 2%.

In a typical Au+Au central event the EMCal detects >∼300
clusters corresponding to an occupancy of ∼10% and therefore
a non-negligible probability of cluster overlaps. To minimize
the effects of cluster overlaps in high multiplicity events, the
energy of each cluster in the PbSc calorimeter is determined
not only from the sum of all contiguous towers with deposited
energy above a given threshold (15 MeV was our default
value) but also, alternatively, “extrapolating” the measured
“core energy” of the four to five central towers assuming
a standard electromagnetic shower profile in an event with
zero background. For this latter case, the ecore energy was
computed from the experimentally measured center of gravity,
central shower energy, and impact angle in the calorimeter
using a parameterized shower profile function obtained from
electromagnetic showers measured in the beam tests. Such
an ecore energy represented an estimate of the true energy
of a photon impinging on the PbSc unbiased by background
contributions from other particles produced in the same event
and depositing energy in the neighborhood of a given cluster.
The use of ecore instead of the total cluster energy for photon
reconstruction, helped to reduce considerably the effects of
cluster overlaps in central Au+Au collisions.

For a photon pair originating from a π0 decay the invariant
mass

mγγ =
√(

Pγ1 + Pγ2

)2 = √
2E1 · E2 · (1 − cos θ12) (2)

is identical to the π0 rest mass. However, due to the finite
energy and position resolution in the detection of the photon
pair, the actual reconstructed value is smeared around a
mean value, which can deviate from the nominal value.
The reconstructed peak position is also influenced by the
high multiplicity in a heavy-ion collision, where overlapping
clusters can shift the measured energy of each photon.

With the invariant mass analysis, π0’s cannot be identified
uniquely because all possible photon-photon combinations
have to be considered. This leads to a large combinatorial
background, which increases quadratically with the multiplic-
ity. The π0 yield is instead determined on a statistical basis,
with the background contribution established via a mixed event
technique as described below.

One possibility to reduce the combinatorial background is
to make use of the phase-space distribution of the photons in
a π0 decay. For the π0 → γ + γ decay, the two photons have
minimum opening angle

tan θ12/2 = m

p
, (3)

where m is the π0 mass and p its momentum, with p 	 pT in
the PHENIX central spectrometer. The angular distribution of
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FIG. 2. (Color online) Asymmetry of photon pairs with
3 GeV/c � pT < 5 GeV/c within the acceptance of one PbGl sector,
for simulated single π 0s and measured within minimum bias events.
An asymmetry cut used during the analysis is also shown. (Due to
the limited acceptance of the detector, the distribution of the energy
asymmetry shows a slight decrease toward α = 1.)

the γ pair in the π0 rest frame, dσ/d cos θ∗, is constant, which
leads to a flat distribution in the measured energy asymmetry
of the two photons from π0 decay:

α = |E1 − E2|
E1 + E2

= β| cos θ∗|, (4)

where β = p/E ∼ 1 is the velocity of the π0. However,
high pT combinatorial pairs are strongly peaked near α = 1
because of the steeply falling spectrum of single photon
candidates. This is illustrated in Fig. 2, where the asymmetry
distribution for photons from π0s in a simulation is compared
to the measured asymmetry for photon candidate pairs in real
Au+Au collisions. In two independent analyses, asymmetry
cuts of α < 0.7 and α < 0.8 were employed, other values
were used as a cross-check and to verify the energy scale (see
below).

Pairs of candidate photon clusters within the PbGl and
the PbSc calorimeter that satisfy the asymmetry cut are
considered candidate π0’s. Figure 3 shows example invari-
ant mass distributions for π0 candidates with 3.0 < pT <

3.5 GeV/c in Au+Au collisions for two different bins of
collision centrality. The background under the clear π0 mass
peak in these figures is due to combinatorial mixing of photons
from two different decaying π0’s or from pairs containing
one or two nonphoton clusters that nonetheless pass the
above-described cuts.

Such a combinatorial background can be determined by a
so-called mixed event technique. It is a widely used method to
determine the combinatorial background of combined particle
properties, e.g., the invariant mass of a photon pair. The basic
idea is to compare the result obtained by combining particles
within one event to the result for particle combinations from
different events, which are a priori not correlated.
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FIG. 3. (Color online) Invariant mass distributions of pairs of electromagnetic clusters passing photon selection cuts for pair transverse
momenta satisfying 3.0 < pT < 3.5 GeV/c. (Top panels) mγγ distributions in Au+Au events compared to a normalized mixed-event sample
representing the combinatoric background. (Bottom panels) The mγγ distributions after subtraction of the combinatoric background. (Left)
10–20% centrality bin; (right) 60–70% centrality bin.
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In the case of the π0 invariant mass, the mixed event distri-
bution is determined by combining one photon candidate from
the current event with all photon candidates from previous
events stored in a buffer. The number of previous events used
for the pair combinations determines the statistical error of the
background, which can be made small by increasing the buffer
size. In this analysis, the buffer is varied from ∼3 to 10 previous
events depending on centrality due to the centrality-dependent
multiplicity.

To describe the combinatorial background correctly it is
essential that the events used for mixing have similar properties
as the real event. Different event classes for collision vertex,
centrality, and reaction plane are employed. Also events are
chosen for mixing so that they are not biased toward a certain
reaction. This is because triggered samples, even from the
high-pT photon trigger, contain biases, e.g., in momenta and
centrality distributions, which do not accurately represent
the dominant uncorrelated background. For this reason only
minimum bias events are used for mixing with both the trigger
and minimum bias data sets.

For the photons used in the event mixing the same criteria
are applied as for the pair combinations from one event, such
as PID cuts, cuts on bad modules, and the asymmetry cut.
Other properties valid a priori for the real photon pairs, e.g.,
a minimum distance that allows to distinguish them, have
to be considered in addition. In the analysis a minimum
distance cut of a least 8 cm is required for each photon
pair combination, within one event and for mixed events,
respectively.

For a given pT bin the mixed-event background is normal-
ized to the same-event invariant mass distribution outside the
range of the π0 peak by scaling the mixed-event background
with a function f (minv). This scaling function is determined by
fitting the ratio of the same-event and mixed-event invariant
mass distribution for pT bins up to 3 GeV/c with a linear
function. This is needed because at low pT correlations in
the real-event background due to overlapping clusters cannot
be reproduced by the mixed-event technique. For the pT bins
above 3 GeV/c, a constant is used. To cross-check the result,
the linear and the constant scaling function are also determined
over the complete invariant mass region, including the π0 peak,
which is taken into account by an additional Gaussian in the
fit function (e.g., a linear plus a Gaussian function).

The determination of the scaling function for large pair-pT

is limited by statistics in the real event sample and does not
lead to stable results. Instead a constant scaling factor is used if
the ratio of the invariant mass distribution shows bins with zero
entries in the fit region. The scaling factor is determined by
integrating the real and the mixed invariant mass distributions
in the range with the peak region excluded.

The scaled mixed-event background is subtracted from the
same-event distribution to produce a statistical measure of the
true π0 yield. The result of such a subtraction procedure is
shown in the bottom plots of Fig. 3. The raw π0 yield is
obtained in each pT bin by integrating the subtracted invariant
mass distribution in a range around the peak mean (mπ0 ) of
±3 times the Gaussian width (σπ0 ) of the π0 peak. Values
of the mean and σπ0 , can be seen in Fig. 4. Varying the size
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of the integration window results in slightly different results,
which contributes to the overall systematic uncertainty of the
measurement, discussed in Sec. III D4.

Residual differences between the mixed background and the
foreground are still apparent in some pT bins, especially below
∼2 GeV/c. Cluster merging, cluster splitting (fluctuations
in the two-dimensional φ − z energy profile cause multiple
local maxima that are incorrectly separated into distinct clus-
ters), antineutron annihilation, and even second-order residual
physics correlations such as three and multibody decays, flow,
HBT, etc., can all cause such differences. These remaining
differences are compensated by the shape of the scaling
function. In addition, as a systematic check, the shape of the
remaining background after subtraction is also fit with various
low order polynomial functions and potential contributions to
the peak yield are considered in the determination of the total
systematic error from the peak extraction procedure.

The values of the peak width and mean are extracted in
one initial analysis of the invariant mass distribution in which
a pT -dependent parameterization is determined for different
centralities. The use of predefined values for the position
and spread of the π0 peak has the advantage that even in
pT regions where no fit to the subtracted invariant mass
distribution is possible, the integration region is well defined
just by extrapolation from low pT .

D. π 0 spectrum measurement

For the reaction-plane independent π0 spectrum measure-
ment in a given centrality class cent, the aforementioned
analysis is applied in �pT = 0.5 GeV/c bins for pT >

1 GeV/c. We cease attempting to extract π0 yields at high
pT when the number of pairs within the selected (background-
subtracted) π0 mass window falls below 4 counts. We then
correct the resulting raw π0 spectrum for the geometric
acceptance a�y(pT ), the overall detection efficiency εcent(pT ),
which accounts for the cluster cut efficiency, the π0 mass cut
efficiency, for losses due to cluster overlaps in high multiplicity
events, for cuts on bad modules and for the calorimeter energy
and position resolution. In addition a correction for conversion
losses (cconv) in the material of the PHENIX central arms and
for the branching ratio of the two photon decay (cγγ ) is applied:

1

2πpT

d2Nπ0

cent

dpT dy
≡ 1

2πpT N event
cent

× 1

a�y(pT )εcent(pT )cconvcγγ

× Nπ0

cent(�pT )

�pT �y
. (5)

1. Acceptance and detector efficiency

The geometric acceptance of the EMCal for the π0 → γ γ

decay is evaluated using a Monte Carlo (MC) program that
generates π0s in a rapidity interval �y with the same vertex
distribution and rapidity distribution as observed in real
events and contains the complete geometry information of
the EMCal. The π0 decay is calculated via JETSET routines
that are part of the PYTHIA event generator [48]. For each π0

it is verified that both decay photons hit the detector. The
resulting pT distribution of accepted π0s is divided by the
transverse-momentum distribution of the generated π0s and
provides the geometrical acceptance of the PbSc and PbGl,
respectively.

The detection efficiency is determined using GEANT to
simulate the complete response of the calorimeter to single
π0 decays. The data from each simulated π0 is then embedded
into real Au+Au events by adding the EMCal tower informa-
tion of the simulated π0 to the tower information of the real
event and recalculating the EMCal clusters. The efficiency
for detecting the embedded π0 is then again determined
by comparing the input pT spectrum to the reconstructed
pT spectrum of the embedded π0’s. Using this technique we
determine “efficiency” corrections that account for the energy
resolution and position resolution of the calorimeter, as well
as for the losses due to overlapping clusters in a real event
environment. In addition, the embedding allows for a precise
determination of the effect of edge cuts and bad modules.
Though these effects can be in principle considered as
acceptance corrections, they depend not only on the geometry
but also on the energy deposition of an electromagnetic shower
in the different calorimeter towers.

In the embedding procedure the effects of photon conver-
sions are also included, as the GEANT simulation considers the
material budget in front of the EMCal and the information
for decay-photon conversions is retained. The final conversion
correction, which is factorized from the rest of the efficiency
for book-keeping purposes, is evaluated by comparing the
π0 yield with and without including conversions in the
simulation. The final conversion correction, constant with pT

depends on the photon PID cuts and material in front of each
individual sector and ranges from 6 to 8% in PbGl and 9 to
10% in PbSc. Comparing this to the sheer probability of a
π0 having at least one photon which converts, 21% PbGl and
14% PbSc, we see that a large portion of these π0 are still
reconstructable.

For the embedding, the input π0 spectrum is weighted to
match a fit function (see below, at the end of Sec. III D3)
which is fit to the measured π0 spectrum so that the correct
folding of the π0 spectrum with the resolution is obtained.
This procedure is iterated, with the fit of the pT dependence of
the input weights adjusted as the estimate of the efficiency
correction improves, until the procedure converges within
the nearly pT -independent statistical error of the embedded
sample, approximately 3%.

Figure 4 compares the invariant-mass peak after back-
ground subtraction in the real data and the invariant mass
peak of the embedded π0 for the two different detector types
in minimum bias events. The measured π0 peak position is
shifted from the nominal value of approximately 134.98 MeV
due to the finite energy resolution of the detector in combina-
tion with the steeply falling spectrum and due to the additional
effect of overlapping clusters. As illustrated the effects are well
reproduced by the embedded π0’s.

2. Trigger efficiency

The efficiency of the Level-2 trigger is separately evaluated
by processing recorded minimum-bias events with the Level-2
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FIG. 5. (Color online) (Upper) Measured efficiency of single
clusters of LVL2A (blue) and LVL2B (red) triggers as discussed
in the text. The black lines are constant value fits to the plateau
efficiency, greater than 99.7 (95%) for LVL2A (LVL2B). (Lower)
Efficiency for neutral pion detection of the triggers as a function of
π 0 pT , calculated (solid curves) based on the efficiencies in (upper)
and, as a cross-check (data points), compared to ratio of per equivalent
minimum-bias event yields in the full trigger sample with the same in
the true minimum bias sample. Because the latter is the ratio of two
separate data samples, independent statistical fluctuations, as well
as ∼8% systematic effects in the yield extraction (discussed Sec.
III D4) in either sample can cause this measured ratio to be greater
than 100%.

trigger and evaluating the efficiency for the trigger to select
events containing a high pT cluster. This analysis shows
complete (100%) efficiency for the LVL2A trigger at momenta
well above the trigger threshold of 3.5 GeV/c (95% above
1.5 GeV/c for LVL2B) for obtaining clusters that also pass all
offline cluster cuts. This is demonstrated in Fig. 5 (upper). The
“plateau” values are determined from fitting the region above
the turn-on also shown.

The related trigger efficiency of reconstructed π0’s is
calculated from a fast MC simulation based on these measured
single cluster efficiencies. The calculation is performed both
by using a integrated Gaussian fit to the single cluster efficiency
and by directly using the finely binned histogram and constant
plateau fit. Both methods give consistent results. The result
for the latter method is shown in Fig. 5 (lower), solid curves.
The calculation is cross-checked, as demonstrated by the data

TABLE II. Corrections in the PbGl and PbSc to the raw
π 0 yield in central collisions (0–10%) and with TOF and
shower shape cut applied. The main part of the efficiency
loss in PbGl is due to the effect of bad module and edge cuts
which is approximately 40% at high pT for the PbGl and 20%
for the PbSc, respectively.

pT PbGl PbSc

3.25 GeV/c 8.5 GeV/c 3.25 GeV/c 8.5 GeV/c

a�y 0.068 0.080 0.216 0.246
ε 0.351 0.358 0.455 0.515
cconv 0.93 0.93 0.90 0.90
cγγ 0.98798

points in Fig. 5 (lower), which show the ratio of the yield from
the two Level-2 trigger samples per equivalent number of
minimum bias events to the same from the true minimum bias
sample itself. We combine the yields obtained in the minimum
bias event sample and the LVL2A (LVL2B) trigger sample
above a cutoff of 6.5 GeV/c (3.5 GeV/c) where the trigger
reaches efficiencies greater than 0.4 such that the correction
factor is not allowed to be large. A conservative error of 3% is
assigned to the efficiency calculations, resulting in a total error
of ∼3–5%, based on the three studies: (1) comparisons of the
data shown in Fig. 5, (2) comparisons of the two calculational
methods, and (3) a study of the yields in the subsample
of minimum bias events that also fired the triggers, similar
to (1).

3. Other corrections

The calculated corrections are applied to the raw π0 yield
as given by Eq. (5). Table II shows the corrections in central
collisions for two different bins in transverse momentum and
for the PbGl and PbSc, respectively. As discussed above
the effect of the cut on bad modules is included in the
efficiency correction, due to its dependence on the depth of
the electromagnetic shower.

Following the usual PHENIX procedure of modifying the
quoted yield values for each finite sized pT bin such that
the measurement corresponds to pT value at the bin center
instead of the average pT of the bin [49] (thereby facilitating
taking ratios of spectra from different collision systems), a
final correction is applied to the yield of each data point.
Using a continuous function that is fit to the data points,
values for the invariant yields at the centers of the chosen
pT bins are scaled by the ratio of the fit value at the fit’s
average pT to the fit value at the bin center. This is an iterative
procedure similar to the final efficiency correction described
in Sec. III D1 above, with a smaller convergence criteria of
<0.1% of the previous correction. The fit function is empiri-
cally determined and several functional forms were found to
give similar performance (e.g., see Fig. 6 below) and negligible
differences in the resulting corrections. All the functional
forms either explicitly contain or implicitly converge quickly
to, a pure power law form (const/pn

T ) above pT ∼ 4 GeV/c.
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The spectral shape is discussed further under Secs. IV A and
IV B.

4. Systematic errors

Each correction of the raw yield following Eq. (5) is
afflicted with its own uncertainty, but already the determination
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FIG. 7. Comparison of fully corrected spectra for the PbGl and
the PbSc for peripheral events. Similar consistency is observed for
all centralities. The error bars represent the statistical and systematic
uncertainties.

of the π0 raw yield itself is sensitive to the method of
extraction. In particular it is sensitive to the choice of the fit
function for the background scaling and the extraction window.
In principle, both should be taken into account by the detector
efficiency, but in the efficiency calculation no background
subtraction is necessary. For this reason the systematic error
of the peak extraction method is determined in two steps:
first via the comparison of the raw yield obtained with two
different fits for the background scaling, and second through
the comparison of the fully corrected spectra for different sizes
of the extraction window, for the real data as well as for the
efficiency calculation.

The systematic error introduced by the efficiency calcu-
lation is estimated by comparing the fully corrected spectra
for different PID criteria as well as for different additional
smearing. The smearing (or energy resolution in the simula-
tion) is changed in a way that a clear disagreement between
the measured π0 peak width and the peak width from the
embedding is observed.

Apart from the uncertainty of the efficiency, the main
contribution to the systematic error is the determination
of the absolute energy scale. Based on the comparison of
the π0 peak positions in the data to the expectation from
simulation the energy scale can only be determined or
confirmed with limited accuracy, �(E)/E = 1.6% in the PbSc
and, because of the smaller acceptance, �(E)/E = 2% in
the PbGl.

The additional contributions to the systematic error that
have not been discussed in detail involve the uncertainty of the
conversion correction (2.9%) and of the acceptance calculation
(2.5%) both due to small uncertainties in detector material and
alignment. Table III provides a final overview of the various
contributions to the total error of the π0 measurement in the
PbSc and the PbGl, respectively.

The most important cross-check of the final result is
the comparison of the result for the two different detector
types PbGl and PbSc, which is shown for peripheral events
in Fig. 7. A good agreement within the errors is seen
and similar consistency is found in all centralities. Because
they represent essentially independent measurements, the two

TABLE III. Summary of the dominant sources of systematic
errors on the π 0 yields extracted independently with the PbGl and
PbSc electromagnetic calorimeters in central events for different pT .
For comparison the statistical uncertainty is also shown.

pT (GeV/c) PbGl PbSc

3.25 8.5 3.25 8.5

Yield
extraction

8.7% 6.% 9.8% 7.3%

Efficiency 11.4% 11.4% 11.4% 11.4%
Acceptance 2.5% 2.5% 2.5% 2.5%
Conversions 2.9% 2.9% 2.9% 2.9%
Level-2 data — — — 3%
Energy scale 13.8% 14.1% 10.5% 11.2%
Total syst. 20.5% 19.3% 18.8% 18.7%
Statistical 10.6% 50% 8.1% 26.6%
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results are averaged and the total error of the combined result
is reduced using a standard weighted least-squares method
also described in Ref. [50]. An additional cross-check of the
final result based on isospin symmetry is provided by the
measurement of charged pions in the central arm [7], this is
shown for minimum-bias collisions in Fig. 6. The neutral pion
measurement smoothly extends the result for charged pions to
larger transverse momenta.

E. RAA( pT ) measurement

Using the invariant yields obtained from the above-
described analysis and the separately measured invariant cross
section for π0 production in p+p collisions [46], we calculate
the nuclear modification factor, RAA, according to

RAA(pT ) =
(
1/N evt

AA

)
d2Nπ0

AA

/
dpT dy

〈TAA〉 × d2σπ0

pp

/
dpT dy

, (6)

where 〈TAA〉 is the average Glauber nuclear overlap function
for the centrality bin under consideration

〈TAA〉 ≡
∫

TAA(b) db∫ (
1 − e−σ inel

pp TAA(b)
)
db

, (7)

from which the corresponding average number of nucleon-
nucleon collisions, 〈Ncoll〉 = σ inel

pp 〈TAA〉, can be easily obtained
[51].

F. RAA(�φ) measurement

The measurement of the raw π0 yield with respect to the
event reaction plane, �φ = φ(π0) − �, proceeds as described
in Sec. III D for the pT spectrum except that we measure the
yields as a simultaneous function of both pT and �φ. Be-
cause the beam-beam counters have 2π acceptance, PHENIX
can measure the π0 yields with uniform acceptance over
0 < �φ < 2π even though the electromagnetic calorimeters
have only 1π nominal azimuthal acceptance. Because the
measurement of � is ambiguous with respect to a 180◦
rotation of the reaction plane, and because we expect the
π0 yields to be symmetric with respect to reflection around
�φ = 0, we measure the π0 yields in six bins of |�φ| over
the range 0 < |�φ| < π/2. For each pT bin we evaluate the
ratio,

R(�φi, pT ) = �N (�φi, pT )∑6
i=1 �N (�φi, pT )

, (8)

where N (�φi, pT ) is the measured number of π0’s in a
given (�φ,pT ) bin, �φi representing one orientation of
�φ. Because the PHENIX central arm acceptance is effec-
tively constant as a function of �φ and we do not expect
any azimuthal dependence of our π0 efficiency corrections,

R(�φi, pT ) can be written as:

R(�φi, pT ) = RAA(�φi, pT )/RAA(pT ). (9)

Using the measured RAA(pT ) values we can directly convert
the R(�φ,pT ) to RAA(�φ,pT ) without having to apply
acceptance and efficiency corrections to the reaction-plane
dependent yields. These corrections are already included in
the RAA(pT ) values as described above.

However, before applying this procedure we must first
correct the R(�φ,pT ) values for the finite resolution of the
reaction plane measurement. One goal of our measurement is
to determine RAA(�φ,pT ) without assuming any particular
functional dependence on �φ. For purposes of correcting for
reaction plane resolution, we take advantage of the fact that the
observed π0 yields and hence the nuclear modification vary
with �φ to first order as

Rraw(�φ,pT ) ≈ R0
[
1 + 2vraw

2 cos (2�φ)
]
, (10)

ignoring the much smaller higher-order harmonics such as v4

terms. The superscript “raw” denotes the values not corrected
for the reaction plane resolution. This resolution reduces v2

by the factor
√

2〈cos 2(�1 − �2)〉 [44], which is given by
the independent measurement of � in the two BBC’s shown
previously in Fig 1. For each pT bin in a given centrality
class we fit the R(�φ,pT ) values to the functional form in
Eq. (10) and then correct each measured R(�φ,pT ) value
according to

Rcorr(�φ,pT ) = Rraw(�φ,pT )

[
1 + vcorr

2 cos (2�φ)

1 + vraw
2 cos (2�φ)

]
, (11)

with vcorr
2 = vraw

2 /
√

2〈cos 2(�1 − �2)〉. We estimate the sys-
tematic error in the reaction plane resolution correction
by propagating the centrality dependent uncertainties in√

2〈cos 2(�1 − �2)〉 = 〈cos 2(�meas − �true)〉 from Table I.
Of course, the above-described correction only strictly applies
if RAA(�φ) is well described by the functional form in
Eq. (10). Although we do observe some departure from this
harmonic form in the data, the differences are typically below
5% so our correction will not introduce a large error.

IV. RESULTS

A. π 0 transverse-momentum spectra and
nuclear modification factors

The π0 invariant yields obtained using the procedure
described in Sec. III D are presented in Fig. 8 as a function
of pT for the nine chosen centrality bins. With the increased
statistics included in this analysis, we have extended the
pT range of the previous PHENIX measurement by at least
2 GeV/c for all centrality bins. The pT range of the central
bin has been extended from 10 to 14 GeV/c. Where the
spectra overlap, the results shown here are consistent with
the previously published results within systematic errors. The
errors shown on the points in Fig. 8 include statistical errors
and point-to-point varying systematic errors. The appendix
tabulates the π0 spectra plotted in Fig. 8 (centralities: 0–10,
10–20, . . . , 70–80, 80–92%) plus the combined spectra for
centralities 0–20, 20–60, and 60–92%, which are used for
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comparison to other neutral meson measurements [13]. The
spectra in Fig. 8 depart from the exponential-like shape above
3 GeV/c, which is consistent with the expectation that high-pT

hadron production is dominated by hard-scattering processes
that produce a power-law pT spectrum [52] for hadrons
resulting from quark and gluon fragmentation.

In previous publications, we have established the suppres-
sion of high-pT π0 production in Au+Au collisions [3,6].
This suppression cannot be easily seen given the large range
of invariant yield covered by Fig. 8.

To evaluate the suppression of high-pT π0’s, we show in
Fig. 9 the pT dependence of the π0 nuclear modification factor,
RAA(pT ), for the nine individual bins of collision centrality
and for the full minimum-bias centrality range 0–92.2%. We
make use of the PHENIX Run3 p+p baseline π0 data. [47].
The error bars on the data in Fig. 9 include contributions
from statistical errors in the Au+Au and p+p measurements
and from the systematic errors that do not cancel between
the measurements. The separate band shown in each panel
indicates pT -independent errors on the RAA measurement

resulting from uncertainties in estimating TAA(x, y) and
systematic errors on the normalization of the Au+Au and
p+p measurements that do not cancel. As in previously
published articles (e.g., Refs. [4,5,7]), a factor of ∼5 high
pT π0 suppression in the most central Au+Au collisions,
RAA ≈ 0.2, is observed, with the suppression approximately
pT independent for pT > 5 GeV/c. The suppression at high
pT decreases in more peripheral collisions such that the two
most peripheral bins have RAA values consistent with unity for
pT > 3 GeV/c.

B. Suppression via spectrum shift

The suppression of high-pT particles as shown above was
determined by comparison of the semi-inclusive measured
yields as a function of centrality in Au+Au collisions at√

sNN = 200 GeV to the 〈TAA〉 scaled pT spectrum from p+p

collisions [53]. A direct comparison of the 0–10% centrality
Au+Au spectrum to the scaled p+p spectrum is shown in
Fig. 10 as a log-log plot to emphasize the pure power law
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dependence of the data for pT > 3 GeV/c. The suppression
is commonly expressed by taking RAA the ratio of the point-
like scaled semi-inclusive yield to the reference distribution
[Eq. (6)].

As illustrated in Fig. 10, instead of viewing the suppression
in the nuclear modification factor as “vertical” reduction of the
Au + Au yields, it can equally well be taken as a “horizontal”

shift in the 〈TAA〉 scaled Au+Au spectrum, such that(
1/N evt

AA

)
d2NAA(pT )/dpT dy

〈TAA〉 = d2σpp[p′
T =pT +S(pT )]

dp′
T dy

× [1 + dS(pT )/dpT ], (12)

where the last term in parenthesis is the Jacobian, dp′
T /dpT .
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Furthermore, owing to the pure power law of the
p+p reference spectrum, Ed3σ/dp3 ∝ p−n

T with n = 8.10 ±
0.05 above pT ≈ 4 GeV/c, the relative shift of the
spectra—assumed to be the result of energy loss for the
Au+Au spectrum—is easily related to the equivalent ratio,
RAA(pT ):

RAA(pT ) = [pT + S(pT )]−n+1

pT
−n+1

[1 + dS(pT )/dpT ] (13)

= [1 + S(pT )/pT ]−n+1[1 + dS(pT )/dpT ]

where the exponent is n − 1 because the relevant shift is in
the dσ/dpT spectrum rather than in dσ/pT dpT . The fact that
the Au+Au and reference p+p pT spectra are parallel in
Fig. 10 provides a graphical illustration that the fractional
pT shift in the spectrum, S(pT )/pt = S0, is a constant for
all pT > 3 GeV/c, which also results in a constant ratio of
the spectra, RAA(pT ). For the constant fractional shift, the
Jacobian is simply dS(pT )/dpT = S0 and Eq. (13) becomes:

RAA(pT ) = (1 + S0)−n+2, (14)

RAA(pT )1/(n−2) = 1

1 + S0
. (15)

The effective fractional energy loss, Sloss, is related to the
fractional shift in the measured spectrum, S0. The hadrons that
would have been produced in the reference p+p spectrum
at transverse momentum pT + S(pT ) = (1 + S0)pT , were
detected with transverse momentum, pT , implying a fractional
energy loss:

Sloss = 1 − 1/(1 + S0) = 1 − RAA(pT )1/(n−2). (16)

The fractional energy loss Sloss as a function of centrality
expressed as Npart is shown in Fig. 11 for two different pT

ranges, 3 < pT < 5 GeV/c and 5 < pT < 7 GeV/c. There
appears to be a small decrease of Sloss with increasing pT ,
but the main observation from Fig. 11 is that Sloss increases
approximately like N

2/3
part , as suggested by GLV [54] and PQM

[55].
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FIG. 11. (Color online) Fractional energy loss Sloss obtained from
Eq. (16) versus centrality given by Npart. The lines are fits of the form
∝ N

2/3
part for each pT range.

It is important to realize that the effective fractional energy
loss, Sloss estimated from the shift in the pT spectrum, is
actually less than the real average energy loss at a given pT ,
i.e., the observed particles have pT closer to the original value
than to the average. The effect is similar to that of “trigger
bias” [56] where, due to the steeply falling spectrum, the 〈z〉
of detected single inclusive particles is much larger than the
〈z〉 of jet fragmentation, where z = pπ0 · pjet/p

2
jet. Similarly

for a given observed pT , the events at larger p′
T with larger

energy loss are lost under the events with smaller p′
T with

smaller energy loss.
It should be noted that fluctuations due to the variation of

the path length and densities traversed by different partons
also contribute to the difference between the true Sloss (S true

loss )
and that which is observed (Sobs

loss). However, as long as the
dependencies of the induced energy loss on path length and
parton energy approximately factorize, these fluctuations will
also produce a pT -independent reduction in Sobs

loss compared to
S true

loss .

C. Angle dependence of high pT suppression

To try to separate the effects of the density of the medium
and path length traversed, we study the dependence of the π0

yield with respect to the reaction plane. For a given centrality,
variation of �φ gives a variation of the path length traversed for
fixed initial conditions, whereas varying the centrality allows
determination of the effect of varying the initial conditions.

Figures 12 and 13 show the nuclear modification factor
RAA as a function of �φ integrated over 3 GeV/c < pT <

5 GeV/c and 5 GeV/c < pT < 8 GeV/c, respectively. For all
centralities (eccentricities) considered, there is almost a factor
of 2 more suppression out-of-plane (�φ = π/2) than in-plane
(�φ = 0), something that is immediately apparent in viewing
the data in this fashion—explicitly displaying information
that is implicit only in RAA, v2, or the combination thereof.
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FIG. 12. (Color online) RAA versus �φ for π 0 yields integrated
over 3 < pT < 5 GeV/c. Most statistical errors are smaller than the
size of the points. The lines following the data points show the
bin-to-bin errors resulting from the uncertainty in the reaction plane
resolution correction (Fig. 1) and from bin-to-bin uncertainties in the
RAA values. The shaded band indicates the overall RAA uncertainty.

Strikingly, in contradiction to the data the variation in RAA with
respect to the reaction plane expected by parton energy loss
models [29,57] should be much smaller for the more peripheral
bins than for the central bins. As a result, the suppression
vanishes (and perhaps an enhancement is observed) for smaller
�φ in the peripheral bins, corresponding to small path length
traversed in the medium. Although collective elliptic flow
effects, usually not included in those models, are known to
boost in-plane (compared to out-of-plane) particle production
[2,42], it is unclear how such collective effects can still play
such an important role at the high-pT bins considered. This
may point to the possible need for a formation time before
suppression can occur [58] and which could also explain why
attempts to describe the azimuthal asymmetry v2 solely in
terms of purely geometrical energy loss have failed. Figures 14
and 15 give the angular dependence in terms of the fractional
energy loss Sloss, and provide essentially the same information
as shown in the plots of RAA(�φ) in Figs. 12 and 13. Once
again we see a large variation in energy loss as a function
of angle. All the measurements of RAA or equivalently Sloss

vs. reaction plane and centrality, provide new constraints to
models of jet quenching. To better understand the implications
of the results shown in these figures, we will attempt in the next
section to find a common geometric description of the angle
and centrality dependences in terms of an estimated path length
of the parton in the medium.
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FIG. 13. (Color online) RAA versus �φ for π 0 yields integrated
over 5 < pT < 8 GeV/c. The error lines and band are the same as in
Fig. 12.
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FIG. 14. (Color online) Sloss versus �φ for π 0 yields integrated
over 3 < pT < 5 GeV/c. The statistical errors are smaller than the size
of the points. The lines following the data points show the bin-to-bin
errors resulting from the uncertainty in the reaction plane resolution
correction (Fig. 1) and from bin-to-bin uncertainties in the Sloss values.
The shaded band indicates the overall Sloss uncertainty.
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FIG. 15. (Color online) Sloss versus �φ for π 0 yields integrated
over 5 < pT < 8 GeV/c. The error lines and band are the same as in
Fig. 14.

D. Path-length dependence of energy loss

To analyze the path-length dependence of parton energy
loss using the data presented here we will use different methods
for estimating the path lengths of partons in the medium as a
function of centrality and �φ. The “standard” approach would
be to evaluate a length-weighted integral of the participant
charge density in the medium along the parton path. We
will adopt such an approach, described by the parameter Lxy

defined below, but we will also consider two other simplified
approaches that may help indicate which physics is most
relevant in determining the observed suppression. We first
consider, simply, Lε, the distance from the edge to the center of
the elliptical overlap zone of the Au+Au collision to represent
the average path length of a parton in the medium. Then we
try to weight the path length (or length-squared) traversed by a
parton from the center of the ellipse by the participant density
in the transverse plane: ρL(�φ) [ρL2(�φ)]. Finally, we do
the same path-length weighting for partons produced across
the overlap ellipse, with hard-scattering production points
weighted by TAA(x, y): ρLxy (ρL2

xy). It is obvious that such
a �φ-dependent analysis is not possible from just a simple
combination of RAA and v2.

In detail, the three approaches considered here are as
follows:

(i) The simplest picture for the angular dependence of the
energy loss in noncentral collisions is that it is due
to the asymmetric shape of the overlap region of the
colliding nuclei. Taking this idea to its extreme, only

the simplest length scale, the length of the overlap
region in a particular direction, matters.
To evaluate this length, we first estimated the root-

mean-square radius and eccentricity of an ellipse
approximating the shape of the overlap region from the
transverse distribution of the participant density calcu-
lated using standard Glauber Monte Carlo techniques
in which all variations of impact parameter, etc., for a
given centrality class are taken account in the quoted
errors of the geometrical quanties [51]. Only the errors
on the averages are considered; for instance, the fluctu-
ations in the event-by-event participant eccentricity are
taken into account in the quoted error of the centrality
averaged ε. We then estimated the path length, Lε, of
partons emitted at a given angle �φ by evaluating the
distance from the center of ellipse to the edge. For each
centrality, the value of Lε is calculated as a function of
�φ:

Lε = b
√

1 + ε√
1 + ε cos(2�φ)

, (17)

where b =
√

〈x2〉, the root-mean-square semiminor
axis (conventionally taken in the x direction) and ε =
(〈y2〉 − 〈x2〉)/(〈y2〉 + 〈x2〉) are taken from the Monte
Carlo Glauber calculation. The errors on b and ε are
propagated through Eq. (17) for the error on Lε. A plot
of Lε as a function of centrality and �φ is shown in
Fig. 16.
As described previously in Section III F, the effect and
associated uncertainties of reaction plane resolution are
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FIG. 16. (Color online) Simple geometrical length estimator Lε

with uncertainties plotted vs. angle with respect to reaction plane,
plotted for the six centralities considered as indicated in the legend.
The angle with respect to reaction plane, �φ, is for the center of
the bins (7.5◦, 22.5◦, 37.5◦, 52.5◦, 67.5◦, and 82.5◦), the same for
all centralities. For visual clarity a centrality dependent offset is
introduced.
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taken into account (i.e., corrected for) in the values and
quoted errors of RAA(�φ). Thus detector effects of
reaction plane resolution should not be considered in
the evaluation of Lε.

(ii) Although the participant density is used to evaluate the
dimensions of the ellipse, the above analysis ignores
the dependence of participant density on position in
the transverse plane. Thus as a natural extension of the
simple length scale in (i), for another analysis of the
dependence of energy loss on �φ, we assume that the
color-charge density in the medium is proportional to
participant density (see Refs. [29,59]) and evaluate ρL,
the integral of this density along the path length of the
particle. This quantity is proportional to the opacity of
the medium (n = L/λ) divided by some undetermined

cross section. Although the integral in principle extends
to infinity the participant density naturally cuts off the
integral outside the collision zone.

ρL =
∫ ∞

0
dr ρpart(r,�φ). (18)

To account for the possible role of LPM coherence in
the energy loss process, we evaluate a similar quantity,
including an extra factor of r in the integrand.

ρL2 =
∫ ∞

0
dr rρpart(r,�φ). (19)

We note that a Bjorken 1/τ expansion of the medium
would approximately cancel one power of r in the above
expressions. Then, ρL, might represent LPM energy
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FIG. 17. (Color online) RAA and Sloss versus Lε whose definition is explained in the text. Each data point represents a centrality bin and �φ

(azimuth defined w.r.t. the reaction plane) bin combination. The six centrality bins are denoted by different colors as follows: cyan, 60–70%;
mauve, 50–60%; blue, 40–50%; green, 30–40%; red, 20–30%; black, 0–10%. Within each centrality group, the six different data points
correspond to the same �φ bins as in Figs. 12–15. The height of the bars around each data point represent the systematic error in RAA(�φ)
(Sloss) corresponding to Lε .
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FIG. 18. (Color online) RAA and Sloss versus ρL, the participant density-weighted path length. The units of ρL are (nucleon) participants
times fm. Colors/data points as in Fig. 17.

loss in the presence of one-dimensional expansion. In
the above integrals we assume all jets originate at the
center of the collision region similar to our assumption
for Lε.

(iii) A final refinement on our geometrical calculation
evaluates integrals like those in Eq. (18) for jet
production points distributed over the collision region
to better account for geometric fluctuations. We are
using a Monte Carlo algorithm to sample jet production
points (x0, y0) according to TAA(x, y) weighting and
�φ angles from a uniform distribution. For each jet,
we evaluate the integral of the color-charge density
(assumed ∝ participant density as above) along the
path of the parton out of the medium,

ρLxy =
∫ ∞

0
dl ρpart(x0 + l cos �φ, y0 + l sin �φ).

(20)

The above Monte Carlo sampling yields a distribution
of ρLxy values for each centrality. The larger values
of ρLxy correspond to larger energy loss, which means
these jets will have smaller contribution to the observed
yield. To take this into account, a weighting factor is
applied when evaluating 〈ρLxy〉. We assume that the
energy loss can be represented by our empirical energy
loss, Sloss which we take to be proportional to ρLxy

but with an undetermined multiplicative constant, κ .
We determine this constant in each centrality bin by
relating Sloss to RAA using Eq. (16) and then evaluating
the survival probability of each jet through

Psurv(ρLxy) = 1 − (κρLxy)(n−2) (21)

and requiring that the resulting suppression summed
over all sampled jets agrees with the measured
�φ-integrated RAA for that centrality bin. This
determines the constant κ(Npart) and allows us to
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FIG. 19. (Color online) RAA and Sloss versus ρL2, the density-weighted path length squared. The units of ρL2 are (nucleon) participants
times fm squared. Colors/data points as in Fig. 17.

evaluate a survival probability weighted average for
ρLxy .

We now evaluate how well the three above-described
treatments of the geometry of the parton propagation in the
medium perform in providing a consistent description of the
�φ and centrality dependence of π0 suppression.

The plots shown in Figs. 17–21 illustrate the path-length
and path-density line-integral dependence of suppression
using our empirical estimators. The integral of the ρpart density
(i.e., its normalization) is commonly called the “number
of participants” Npart. The systematic error, mostly from
Npart, in the estimators due to the uncertainty of the overlap
geometry parameter in a centrality class is approximately
10–20%, decreasing with centrality and is not included in the
figures. This uncertainty is derived by propagating the impact
parameter and eccentricity uncertainties from the PHENIX
Glauber MC itself [1,41].

From Figs. 17–21 it is evident that the individual centrality
bins exhibit roughly parallel linear dependencies of the
variables vs ρLxy , etc. For the 3 < pT < 5 GeV/c bin these
slopes are such that the curves are disjoint due to the steeper
value of the slopes in each centrality group (each color in
the plots) compared to the bin-to-bin trend. For the higher
5 < pT < 8 GeV/c bin, the slopes in the individual centralities
flatten such that they follow the bin-to-bin trend much better.
These are meant to be qualitative statements. We defer further
quantitative tests, e.g., statistical tests, to subsequent data sets
(e.g., the larger PHENIX 2004–2005 Run4 data set) with which
we can improve statistical precision.

In this spirit, we note several other interesting qualitative
dependencies:

(i) RAA is universal as a function of Lε for all centrality
classes and both pT ranges.
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FIG. 20. (Color online) RAA and Sloss versus ρLxy whose definition is explained in the text. The units of ρLxy are (nucleon) participants
times fm. Colors/data points as in Fig. 17.

(ii) Sloss is universal and is a linear function of Lε for all
centrality classes and both pT ranges.

(iii) Within our errors, we see no suppression RAA ≈ 1,
hence no apparent fractional energy loss Sloss for Lε �
2 fm.

(iv) Neither RAA nor Sloss is universal as a function of
ρL, ρL2, or ρLxy for 3 < pT < 5 GeV/c.

(v) For the higher 5 < pT < 8 GeV/c pT bin, Sloss (RAA)
approaches universality as a function of ρL2, ρL, and
ρLxy (possibly to a lesser extent for the latter two)
but does not achieve the level of universality found for
Lε. The largest deviations from universality in these
quantities are toward the longer axis (perpendicular
to the event plane) in the more peripheral events.
The dependence of Sloss is reasonably linear as a
function of ρL but tends to level off at larger values
of ρL2.

(vi) When ρL is normalized by the central density
ρpart(0, 0) = ρcent, then Sloss (RAA) become universal in

the quantities ρL/ρcent for both pT ranges with a linear
dependence. The universality appears to become more
exact in the higher pT range. A similar improvement
(not shown) of the qualitative universality for ρL2

and ρLxy is also observed when these quantities are
scaled in the same way by ρcent. The fact that scaling
by ρcent improves the universality suggests that simple
geometry may be more important than the details of the
participant density.

The most important of these observations is the absence
of suppression for the same value of Lε � 2 fm for both
pT ranges, 3 � pT � 5 GeV/c and 5 � pT � 8 GeV/c. This
may suggest a “formation time effect” (see Ref. [58], also
considering mechanisms suggested in Ref. [60]) or some
other type of emission zone which has generally not been
taken into account in parton energy-loss models. The level
of universal scaling with this simple geometric quantity is
surprising.
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FIG. 21. (Color online) RAA and Sloss versus ρL normalized by the most central (bx = by = 0) density ρcent. Colors/data points as in Fig. 17.

V. SUMMARY AND CONCLUSIONS

We have presented a detailed analysis of high-pT neutral
pion suppression as a function of transverse momentum,
centrality, and angle with respect to reaction plane in Au+Au
collisions at

√
sNN = 200 GeV. The π0 yields have been

measured in the range pT ≈ 1–14 GeV/c in nine centrality bins
and compared to the π0 differential cross sections measured
in p+p. The ratio of Au+Au over p+p spectra (scaled
by the number of equivalent nucleon-nucleon scatterings) is
reduced more and more for larger centralities. The resulting
suppression factor is, however, independent of pT above
pT ≈ 4 GeV/c for all centralities. This observation can be
interpreted as an indication of a constant effective fractional
energy loss, fixed Sloss “pT shift,” in the Au+Au compared to
the p+p yields. The dependence of Sloss in the centrality as
given by the number of participating nucleons Npart follows
an approximately N

2/3
part law as predicted by parton energy loss

models.
To constrain the “jet quenching” models with more

differential observables, we have experimentally tested the

path-length (L) dependence of the energy loss by exploiting
the spatial azimuthal asymmetry of the system produced
in noncentral nuclear collisions. Due to the characteristic
almondlike shape of the overlapping matter produced in A+A

reactions with finite impact parameter, partons traversing the
produced medium along the direction perpendicular to the
reaction plane (“out-of-plane”) will comparatively go through
more matter than those going parallel to it (“in-plane”) and
therefore are expected to lose more energy.

We have studied the suppression pattern along different
�φ trajectories with respect to the reaction plane determined
with the beam-beam counters at high rapidities. The measured
RAA(�φ) curves show clearly a factor of ∼2 more suppression
out-of-plane (�φ = π/2) than in-plane (�φ = 0) for all the
centralities (eccentricities) considered. Theoretical calcula-
tions of parton energy loss in an azimuthally asymmetric
medium predict a significantly smaller difference between
the suppression patterns for partons emitted at �φ = 0 and
�φ = π/2 [29,32,33]. The discrepancy is stronger for more
peripheral centralities (with correspondingly larger eccentric-
ities) and challenges the underlying in-medium path-length
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dependence of non-Abelian parton energy loss. Although
elliptic flow effects are responsible for extra boost of in-
plane (compared to out-of-plane) pions, it is unclear how
such collective effects persist up to pT values as high as
∼8 GeV/c. We have analyzed the observed reaction-plane
and centrality dependence of the nuclear modification factor
with three different versions of a Monte Carlo model with
an increasing level of refinement in the description of the
azimuthal propagation of the parton in the medium. For all
three approaches we observe that the π0 suppression tends to
vanish for values of the path-length L ≈ 2 fm in the two pT

ranges considered, 3 � pT � 5 GeV/c and 5 � pT � 8 GeV/c.
Such a result suggests either a formation time effect or a
surface emission zone that results in a pT -independent sup-
pression and puts additional constraints to parton energy-loss
models.
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APPENDIX: DATA TABLES OF AU + AU → π0 + X pT

SPECTRA

Tables IV–XVI show numerical data in the same units
as plotted in the figures: pT (GeV/c) and invariant yield
(c2/GeV2).

TABLE IV. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 0–10%.

pT Yield Stat. error % Sys. error %

1.25 3.314 2.518×10−2 0.76 4.026×10−1 12.15
1.75 5.981×10−1 4.946×10−3 0.83 6.784×10−2 11.34
2.25 1.208×10−1 1.253×10−3 1.04 1.447×10−2 11.98
2.75 2.718×10−2 3.744×10−4 1.38 3.521×10−3 12.96
3.25 6.970×10−3 1.270×10−4 1.82 9.751×10−4 13.99
3.75 2.158×10−3 4.713×10−5 2.18 2.686×10−4 12.44
4.25 7.185×10−4 2.133×10−5 2.97 9.349×10−5 13.01
4.75 2.715×10−4 1.063×10−5 3.92 3.575×10−5 13.17
5.25 1.288×10−4 5.931×10−6 4.61 1.702×10−5 13.21
5.75 5.417×10−5 2.606×10−6 4.81 7.731×10−6 14.27
6.25 2.940×10−5 1.560×10−6 5.31 4.106×10−6 13.97
6.75 1.280×10−5 9.501×10−7 7.43 1.922×10−6 15.02
7.25 7.641×10−6 6.459×10−7 8.45 1.241×10−6 16.24
7.75 4.630×10−6 4.668×10−7 10.08 7.508×10−7 16.22
8.50 1.883×10−6 1.809×10−7 9.61 3.033×10−7 16.11
9.50 1.057×10−6 1.276×10−7 12.07 1.952×10−7 18.47

11.00 2.777×10−7 4.274×10−8 15.39 5.664×10−8 20.39
13.00 5.941×10−8 1.704×10−8 28.87 1.222×10−8 20.57

TABLE V. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 10–20%.

pT Yield Stat. error % Sys. error %

1.25 2.054 1.461×10−2 0.71 2.655×10−1 12.93
1.75 4.137×10−1 2.933×10−3 0.71 4.616×10−2 11.16
2.25 8.576×10−2 7.654×10−4 0.89 1.039×10−2 12.11
2.75 2.028×10−2 2.305×10−4 1.14 2.612×10−3 12.88
3.25 5.057×10−3 7.980×10−5 1.58 6.778×10−4 13.40
3.75 1.665×10−3 3.170×10−5 1.90 1.995×10−4 11.98
4.25 5.859×10−4 1.511×10−5 2.58 7.301×10−5 12.46
4.75 2.253×10−4 7.948×10−6 3.53 3.003×10−5 13.33
5.25 9.486×10−5 4.369×10−6 4.61 1.246×10−5 13.14
5.75 4.651×10−5 2.087×10−6 4.49 6.696×10−6 14.40
6.25 2.224×10−5 1.249×10−6 5.62 3.252×10−6 14.62
6.75 1.109×10−5 8.621×10−7 7.78 1.899×10−6 17.13
7.25 6.455×10−6 5.485×10−7 8.50 1.091×10−6 16.90
7.75 3.568×10−6 3.999×10−7 11.21 7.173×10−7 20.10
8.50 1.724×10−6 1.718×10−7 9.96 3.279×10−7 19.01
9.50 6.318×10−7 9.789×10−8 15.49 1.144×10−7 18.11

11.00 1.701×10−7 3.347×10−8 19.68 3.147×10−8 18.51
13.00 5.093×10−8 1.610×10−8 31.62 9.747×10−9 19.14

TABLE VI. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 20–30%.

pT Yield Stat. error % Sys. error %

1.25 1.601 9.668×10−3 0.60 1.852×10−1 11.57
1.75 2.879×10−1 1.911×10−3 0.66 3.260×10−2 11.32
2.25 6.045×10−2 5.117×10−4 0.85 7.416×10−3 12.27
2.75 1.429×10−2 1.537×10−4 1.08 1.761×10−3 12.32
3.25 3.983×10−3 5.534×10−5 1.39 5.192×10−4 13.04
3.75 1.233×10−3 2.340×10−5 1.90 1.546×10−4 12.53
4.25 4.749×10−4 1.158×10−5 2.44 6.115×10−5 12.88
4.75 1.732×10−4 5.898×10−6 3.41 2.258×10−5 13.04
5.25 7.761×10−5 3.503×10−6 4.51 1.074×10−5 13.84
5.75 3.573×10−5 1.627×10−6 4.55 4.870×10−6 13.63
6.25 1.714×10−5 9.568×10−7 5.58 2.389×10−6 13.94
6.75 9.015×10−6 6.625×10−7 7.35 1.384×10−6 15.36
7.25 5.146×10−6 4.423×10−7 8.59 8.214×10−7 15.96
7.75 2.878×10−6 3.267×10−7 11.35 5.465×10−7 18.99
8.50 1.363×10−6 1.452×10−7 10.65 2.517×10−7 18.46
9.50 6.216×10−7 8.347×10−8 13.43 1.088×10−7 17.50

11.00 1.825×10−7 2.972×10−8 16.28 3.299×10−8 18.08
13.00 3.552×10−8 1.267×10−8 35.68 6.852×10−9 19.29
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TABLE VII. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 30–40%.

pT Yield Stat. error % Sys. error %

1.25 1.040 5.648×10−3 0.54 1.244×10−1 11.96
1.75 1.754×10−1 1.100×10−3 0.63 2.001×10−2 11.41
2.25 3.833×10−2 3.102×10−4 0.81 4.567×10−3 11.91
2.75 9.610×10−3 9.930×10−5 1.03 1.175×10−3 12.23
3.25 2.670×10−3 3.764×10−5 1.41 3.512×10−4 13.15
3.75 8.612×10−4 1.667×10−5 1.94 1.097×10−4 12.74
4.25 3.270×10−4 8.158×10−6 2.49 4.185×10−5 12.80
4.75 1.252×10−4 4.421×10−6 3.53 1.619×10−5 12.94
5.25 5.266×10−5 2.822×10−6 5.36 7.394×10−6 14.04
5.75 2.761×10−5 1.348×10−6 4.88 3.839×10−6 13.90
6.25 1.189×10−5 8.138×10−7 6.85 1.949×10−6 16.39
6.75 7.115×10−6 5.804×10−7 8.16 1.198×10−6 16.84
7.25 3.705×10−6 3.972×10−7 10.72 6.264×10−7 16.91
7.75 1.898×10−6 2.549×10−7 13.42 3.307×10−7 17.42
8.50 1.168×10−6 1.301×10−7 11.13 1.967×10−7 16.83
9.50 5.043×10−7 8.312×10−8 16.48 9.634×10−8 19.10

11.00 1.541×10−7 2.748×10−8 17.83 2.910×10−8 18.89
13.00 2.941×10−8 1.278×10−8 33.46 5.621×10−9 19.11

TABLE VIII. Final combined PbSc+PbGl π 0 invariant yields
vs. pT for centrality 40–50%.

pT Yield Stat. error % Sys. error %

1.25 6.389×10−1 3.367×10−3 0.53 7.216×10−2 11.29
1.75 1.156×10−1 6.789×10−4 0.59 1.315×10−2 11.37
2.25 2.442×10−2 1.926×10−4 0.79 2.911×10−3 11.92
2.75 6.172×10−3 6.521×10−5 1.06 7.890×10−4 12.78
3.25 1.682×10−3 2.455×10−5 1.46 2.194×10−4 13.04
3.75 5.822×10−4 1.161×10−5 1.99 7.179×10−5 12.33
4.25 1.927×10−4 6.113×10−6 3.17 2.480×10−5 12.87
4.75 8.818×10−5 3.476×10−6 3.94 1.169×10−5 13.26
5.25 3.627×10−5 2.166×10−6 5.97 4.995×10−6 13.77
5.75 1.611×10−5 9.656×10−7 5.99 2.261×10−6 14.04
6.25 9.635×10−6 6.880×10−7 7.14 1.490×10−6 15.47
6.75 4.467×10−6 4.278×10−7 9.58 7.232×10−7 16.19
7.25 2.044×10−6 2.585×10−7 12.65 3.197×10−7 15.64
7.75 1.363×10−6 2.198×10−7 16.13 2.882×10−7 21.15
8.50 7.878×10−7 1.056×10−7 13.41 1.409×10−7 17.88
9.50 2.197×10−7 5.630×10−8 25.62 4.969×10−8 22.61

11.00 1.053×10−7 2.280×10−8 21.66 2.116×10−8 20.10
13.00 2.792×10−8 1.140×10−8 40.82 6.121×10−9 21.92

TABLE IX. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 50–60%. For points with no errors given, data value
represents 90% confidence level upper limit.

pT Yield Stat. error % Sys. error %

1.25 3.593×10−1 1.941×10−3 0.54 4.022×10−2 11.19
1.75 6.197×10−2 4.018×10−4 0.65 7.069×10−3 11.41
2.25 1.309×10−2 1.175×10−4 0.90 1.553×10−3 11.87
2.75 3.479×10−3 4.211×10−5 1.21 4.205×10−4 12.09
3.25 1.019×10−3 1.695×10−5 1.66 1.291×10−4 12.67
3.75 3.480×10−4 8.518×10−6 2.45 4.380×10−5 12.59
4.25 1.329×10−4 4.558×10−6 3.43 1.763×10−5 13.26
4.75 4.959×10−5 2.434×10−6 4.91 6.310×10−6 12.73
5.25 2.125×10−5 1.585×10−6 7.46 3.032×10−6 14.27
5.75 9.917×10−6 7.569×10−7 7.63 1.540×10−6 15.52
6.25 6.127×10−6 5.471×10−7 8.93 9.978×10−7 16.29
6.75 3.246×10−6 3.392×10−7 10.45 4.965×10−7 15.30
7.25 1.664×10−6 2.449×10−7 14.72 3.102×10−7 18.65
7.75 1.129×10−6 1.886×10−7 16.70 2.114×10−7 18.72
8.50 3.362×10−7 7.419×10−8 22.07 6.694×10−8 19.91
9.50 1.817×10−7 4.619×10−8 25.42 3.329×10−8 18.32

11.00 2.858×10−8 1.112×10−8 38.89 4.803×10−9 16.81
13.00 2.311×10−8 — — — —

TABLE X. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 60–70%.

pT Yield Stat. error % Sys. error %

1.25 1.731×10−1 1.121×10−3 0.65 1.985×10−2 11.47
1.75 3.022×10−2 2.288×10−4 0.76 3.425×10−3 11.33
2.25 6.567×10−3 7.011×10−5 1.07 7.773×10−4 11.84
2.75 1.644×10−3 2.565×10−5 1.56 2.057×10−4 12.51
3.25 5.255×10−4 1.158×10−5 2.20 6.682×10−5 12.72
3.75 1.801×10−4 6.044×10−6 3.36 2.259×10−5 12.54
4.25 6.986×10−5 3.184×10−6 4.56 9.254×10−6 13.25
4.75 2.312×10−5 1.631×10−6 7.06 3.101×10−6 13.41
5.25 1.156×10−5 1.145×10−6 9.90 1.720×10−6 14.87
5.75 4.884×10−6 5.045×10−7 10.33 7.560×10−7 15.48
6.25 2.690×10−6 3.650×10−7 13.57 4.303×10−7 16.00
6.75 1.822×10−6 2.658×10−7 14.58 3.369×10−7 18.48
7.25 6.281×10−7 1.480×10−7 23.57 1.178×10−7 18.76
7.75 2.446×10−7 1.082×10−7 44.22 4.632×10−8 18.94
8.50 1.417×10−7 4.482×10−8 31.62 2.707×10−8 19.10
9.50 1.094×10−7 3.843×10−8 35.14 2.106×10−8 19.26

11.00 2.492×10−8 1.114×10−8 44.72 4.816×10−9 19.33
13.00 4.728×10−9 4.728×10−9 100.00 9.226×10−10 19.51

TABLE XI. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 70–80%.

pT Yield Stat. error % Sys. error %

1.25 7.416×10−2 5.166×10−4 0.70 8.842×10−3 11.92
1.75 1.282×10−2 1.189×10−4 0.93 1.496×10−3 11.67
2.25 2.721×10−3 3.774×10−5 1.39 3.245×10−4 11.92
2.75 7.455×10−4 1.514×10−5 2.03 9.131×10−5 12.25
3.25 2.461×10−4 7.508×10−6 3.05 3.248×10−5 13.20
3.75 7.200×10−5 3.689×10−6 5.12 9.687×10−6 13.46
4.25 2.609×10−5 2.071×10−6 7.94 4.034×10−6 15.46
4.75 1.288×10−5 1.308×10−6 10.15 2.161×10−6 16.78
5.25 4.650×10−6 7.727×10−7 16.62 9.050×10−7 19.46
5.75 2.416×10−6 3.897×10−7 16.13 4.736×10−7 19.60
6.25 1.763×10−6 2.713×10−7 15.39 2.795×10−7 15.85
6.75 5.945×10−7 1.651×10−7 27.77 1.221×10−7 20.53
7.25 4.817×10−7 1.245×10−7 25.84 8.088×10−8 16.79
7.75 1.344×10−7 6.718×10−8 50.00 2.545×10−8 18.94
8.50 1.135×10−7 4.012×10−8 35.36 2.167×10−8 19.10
9.50 4.968×10−8 2.484×10−8 50.00 9.568×10−9 19.26

11.00 5.060×10−9 5.060×10−9 100.00 9.778×10−10 19.33

TABLE XII. Final combined PbSc+PbGl π 0 invariant yields vs.
pT for centrality 80–92%.

pT Yield Stat. error % Sys. error %

1.25 3.494×10−2 6.093×10−4 1.74 4.504×10−3 12.89
1.75 6.037×10−3 1.291×10−4 2.14 7.607×10−4 12.60
2.25 1.319×10−3 3.628×10−5 2.75 1.701×10−4 12.89
2.75 3.321×10−4 1.243×10−5 3.74 4.570×10−5 13.76
3.25 1.059×10−4 5.281×10−6 4.99 1.483×10−5 14.01
3.75 3.625×10−5 2.408×10−6 6.64 4.455×10−6 12.29
4.25 1.233×10−5 1.293×10−6 10.48 1.730×10−6 14.03
4.75 6.501×10−6 7.988×10−7 12.29 9.044×10−7 13.91
5.25 3.018×10−6 5.360×10−7 17.76 4.224×10−7 13.99
5.75 1.072×10−6 2.315×10−7 21.60 1.815×10−7 16.94
6.25 3.265×10−7 1.154×10−7 35.36 5.945×10−8 18.21
6.75 2.805×10−7 9.918×10−8 35.36 5.185×10−8 18.48
7.25 2.231×10−7 8.434×10−8 37.80 4.187×10−8 18.76
7.75 8.467×10−8 4.888×10−8 57.74 1.604×10−8 18.94
8.50 3.602×10−8 2.080×10−8 57.74 6.880×10−9 19.10
9.50 1.077×10−8 1.077×10−8 100.00 2.074×10−9 19.26

11.00 4.375×10−9 4.375×10−9 100.00 8.455×10−10 19.32
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TABLE XIII. Final combined PbSc+PbGl π 0 invariant yields
vs. pT for centrality 0–92%.

pT Yield Stat. error % Sys. error %

1.25 1.078 3.333×10−3 0.31 1.205×10−1 11.17
1.75 1.928×10−1 6.847×10−4 0.36 2.171×10−2 11.26
2.25 4.038×10−2 1.742×10−4 0.43 4.822×10−3 11.94
2.75 9.578×10−3 5.293×10−5 0.55 1.202×10−3 12.55
3.25 2.564×10−3 1.858×10−5 0.72 3.375×10−4 13.17
3.75 8.115×10−4 7.353×10−6 0.91 1.013×10−4 12.48
4.25 2.906×10−4 3.475×10−6 1.20 3.729×10−5 12.84
4.75 1.121×10−4 1.806×10−6 1.61 1.466×10−5 13.08
5.25 4.924×10−5 1.031×10−6 2.09 6.494×10−6 13.19
5.75 2.240×10−5 4.723×10−7 2.11 3.012×10−6 13.45
6.25 1.190×10−5 2.909×10−7 2.44 1.647×10−6 13.83
6.75 5.970×10−6 1.943×10−7 3.25 8.494×10−7 14.23
7.25 3.246×10−6 1.273×10−7 3.92 4.758×10−7 14.65
7.75 1.715×10−6 9.049×10−8 5.28 2.658×10−7 15.49
8.50 8.583×10−7 3.892×10−8 4.53 1.285×10−7 14.98
9.50 3.078×10−7 2.351×10−8 7.64 5.041×10−8 16.38

11.00 9.178×10−8 7.770×10−9 8.47 1.417×10−8 15.44
13.00 2.380×10−8 3.856×10−9 16.20 3.816×10−9 16.03

TABLE XIV. π 0 spectrum for combined centralities: 0–20%

pT Yield Stat. error % Sys. error %

1.25 2.684 1.455×10−2 0.54 3.106×10−1 11.58
1.75 5.059×10−1 2.875×10−3 0.57 5.131×10−2 10.14
2.25 1.033×10−1 7.343×10−4 0.71 1.137×10−2 11.01
2.75 2.373×10−2 2.198×10−4 0.93 2.837×10−3 11.96
3.25 6.014×10−3 7.501×10−5 1.25 7.693×10−4 12.79
3.75 1.912×10−3 2.840×10−5 1.49 2.137×10−4 11.18
4.25 6.522×10−4 1.307×10−5 2.00 7.660×10−5 11.74
4.75 2.484×10−4 6.637×10−6 2.67 3.055×10−5 12.30
5.25 1.118×10−4 3.683×10−6 3.29 1.368×10−5 12.23
5.75 5.034×10−5 1.670×10−6 3.32 6.775×10−6 13.46
6.25 2.582×10−5 9.994×10−7 3.87 3.466×10−6 13.43
6.75 1.194×10−5 6.415×10−7 5.37 1.825×10−6 15.29
7.25 7.048×10−6 4.237×10−7 6.01 1.115×10−6 15.82
7.75 4.099×10−6 3.073×10−7 7.50 7.159×10−7 17.46
8.50 1.804×10−6 1.247×10−7 6.92 3.037×10−7 16.84
9.50 8.445×10−7 8.042×10−8 9.52 1.491×10−7 17.65

11.00 2.239×10−7 2.714×10−8 12.12 4.219×10−8 18.84
13.00 5.517×10−8 1.011×10−8 18.32 1.044×10−8 18.93
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(PHENIX Collaboration)
1Abilene Christian University, Abilene, Texas 79699, USA

2Institute of Physics, Academia Sinica, Taipei 11529, Taiwan
3Department of Physics, Banaras Hindu University, Varanasi 221005, India

4Bhabha Atomic Research Centre, Bombay 400 085, India
5Brookhaven National Laboratory, Upton, New York 11973-5000, USA
6University of California-Riverside, Riverside, California 92521, USA

0556-2813/2007/75(2)/024909(36) 024909-1 ©2007 The American Physical Society



S. S. ADLER et al. PHYSICAL REVIEW C 75, 024909 (2007)

7China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China
8Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan

9University of Colorado, Boulder, Colorado 80309, USA
10Columbia University, New York, NY 10027 and Nevis Laboratories, Irvington, New York 10533, USA

11Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France
12Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
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Inclusive transverse momentum spectra of η mesons in the range pT ≈ 2–12 GeV/c have been measured
at midrapidity (|η| < 0.35) by the PHENIX experiment at RHIC in p+p, d+Au, and Au+Au collisions at√

sNN = 200 GeV. The η mesons are reconstructed through their η → γ γ channel for the three colliding systems
as well as through the η → π 0π+π− decay mode in p+p and d+Au collisions. The nuclear modification factor
in d+Au collisions, RdAu(pT ) ≈ 1.0–1.1, suggests at most only modest pT broadening (“Cronin enhancement”).
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In central Au+Au reactions, the η yields are significantly suppressed, with RAuAu(pT ) ≈ 0.2. The ratio of η to
π 0 yields is approximately constant as a function of pT for the three colliding systems in agreement with the
high-pT world average of Rη/π0 ≈ 0.5 in hadron-hadron, hadron-nucleus, and nucleus-nucleus collisions for a
wide range of center-of-mass energies (

√
sNN ≈ 3–1800 GeV) as well as, for high scaled momentum xp , in e+e−

annihilations at
√

s = 91.2 GeV. These results are consistent with a scenario where high-pT η production in
nuclear collisions at the Relativistic Heavy Ion Collider is largely unaffected by initial-state effects but where
light-quark mesons (π 0, η) are equally suppressed due to final-state interactions of the parent partons in the dense
medium produced in Au+Au reactions.

DOI: 10.1103/PhysRevC.75.024909 PACS number(s): 25.75.−q, 12.38.Mh, 13.85.−t, 13.87.Fh

I. INTRODUCTION

Single-hadron production at large transverse momenta
(pT >∼ 2 GeV/c) in high-energy hadronic and nuclear collisions
results from the fragmentation of quarks and gluons issuing
from parton-parton scatterings with large momentum transfer
Q2. Because the cross sections for such hard processes can
be calculated perturbatively within quantum chromodynamics
(QCD) [1], inclusive high-pT hadrons (as well as jets,
real and virtual direct photons, and heavy quarks) have
long been considered sensitive, well-calibrated probes of the
small-distance QCD processes. The study of inclusive hadron
production at large pT in proton-proton interactions provides
valuable information about perturbative QCD (pQCD), parton
distribution functions (PDF) in the proton, and fragmentation
functions (FF) of the partons [2]. Furthermore, the use
of polarized beams ( �p + �p) allows one to investigate the
spin structure of the proton [3]. High-energy collisions of
protons or deuterons on nuclear targets (p, d+A) also provide
interesting insights on initial- and final-state QCD effects
such as modifications of the nuclear PDFs [4,5] and parton
rescattering in the cold nuclear medium [6]. Both effects are
sensitive to physics such as parton structure and evolution at
small values of fractional momentum x in the hadronic wave
functions [7] and the dynamics of hadronization in cold nuclei
[8,9]. Last, high-pT hadron production in nucleus-nucleus
(A+A) reactions is a sensitive probe of the properties of the
strongly interacting QCD matter produced in the collision.
Indeed, because perturbative processes happen at time scales
τ ≈ 1/pT <∼ 0.1 fm/c, the hard-scattered partons traverse and
are potentially modified by the bulk matter formed shortly
after the collision. In this context, the suppression of leading
hadrons has been postulated [10] as a signal of “jet quenching”
in a quark-gluon-plasma (QGP) due to medium-induced
energy-loss of the parent parton [11–13].

All the aforementioned research topics have been addressed
in detail by the rich physics program carried out at the Rel-
ativistic Heavy Ion Collider (RHIC) at Brookhaven National
Laboratory (BNL) during its first 6 years of operation (2000–
2006). For example, the study of inclusive high-pT neutral
pion production at midrapidity in p+p [14], �p + �p [15],
d+Au [16,17], and Au+Au [18–21] collisions at

√
sNN =

200 GeV has provided valuable information respectively on

*Deceased.
†Electronic address: zajc@nevis.columbia.edu.

(i) the gluon-to-pion FF [14,22], (ii) the gluon contribution to
the proton spin [23–25], (iii) initial-state effects in cold nuclear
matter such as shadowing of the nuclear PDFs [26–29], Cronin
broadening [30–32], and gluon saturation [33–35], and (iv) the
thermodynamical and microscopic properties of hot and dense
QCD matter [36], such as the initial gluon rapidity density
dNg/dy [37] and the transport coefficient 〈q̂〉 [38,39] of the
produced medium; and the mechanism of hadronization in a
dense parton medium [40].

In this article, we extend previous PHENIX analyses of
high-pT hadron production in p+p [14,15], d+Au [16], and
Au+Au [19–21,41] collisions at

√
sNN = 200 GeV to include

an additional identified particle, the η meson, measured in
the range pT = 2–12 GeV/c. The spectra presented here are
the hardest (i.e., have the highest pT ) ever measured for the
η meson1 in p+p, p+A, and A+A collisions. The high
pT reach of the η helps to characterize the mechanisms
of truly perturbative parton-parton scatterings and parton
fragmentation in different QCD environments (p+p, d+A,
and Au+Au). The η data from p+p collisions are presented
here as a baseline for medium effects in d+Au and Au+Au.
Once a parametrization of the η FF in e+e− is performed (see
Sec. IV E2), the observed p+p cross section will additionally
allow a test of pQCD predictions. Such a FF parametrization
would be useful in particular in the light of upcoming high-pT

η asymmetry data obtained with polarized beams of relevance
for the proton spin program [44].

For d+Au and Au+Au reactions, we present the single η

spectra, the η nuclear modification factors, and the η-to-π0

ratio measured as a function of pT in different centralities.
Within uncertainties, the d+Au spectra for all centralities are
consistent with the p+p yields scaled by the corresponding
number of incoherent nucleon-nucleon (NN) collisions. The
maximum amount of pT broadening seen in the η data is
10%, RdAu(pT ) ≈ 1.0–1.1. Such a result confirms the limited
influence of cold nuclear matter effects, such as shadowing,
Cronin broadening or recombination, on high-pT meson
production at midrapidity at RHIC [16,17]. However, the
factor of ∼5 deficit of inclusive η yields observed above pT ≈
4 GeV/c in central Au+Au compared to binary-scaled p+p

collisions, RAuAu(pT ) ≈ 0.2, is the same as that found for

1Before this measurement, only the ISR AFS Collaboration
p+p → η+X measurement for pT = 3–11 GeV/c at

√
s =

62.4 GeV [42] and the single CDF η/π 0 point measured at pT =
12 GeV/c in p̄+p collisions at

√
s = 1800 GeV [43] had comparable

maximum pT values.
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high-pT π0 [19,21] and for inclusive charged hadrons [41,45].
Such a common suppression pattern for π0, η and h± is
expected if the energy loss takes place at the parton level
in the dense medium formed in the reaction prior to its
fragmentation into a given hadron in the vacuum. Indeed, in
this case the high-pT deficit will just depend on the energy
lost by the parent light-quark or gluon (i.e., on the initial
density of scatterers in the produced medium) and not on the
nature of the final leading hadron whose production will be
described by the same universal probabilities (fragmentation
functions) that govern vacuum hadron production in more
elementary systems. Such an interpretation is supported by the
fact that the ratio of pT -differential cross sections of η mesons
with respect to π0 in Au+Au, d+Au, and p+p collisions is
approximately constant, Rη/π0 ≈ 0.40–0.48, which is consis-
tent with the world average measured: (i) in hadron-hadron,
hadron-nucleus, and nucleus-nucleus collisions above pT ≈
3 GeV/c; as well as (ii) in electron-positron annihilations at
the Z pole (

√
s = 91.2 GeV) for energetic η and π0 with scaled

momenta xp = phadron/pbeam >∼ 0.35. Comparison of our data
to a world compilation of η/π0 ratios is done in the last section
of the article.

In addition to their interest as a signal in their own
right, reliable knowledge of the production of η mesons in
p+p, d+Au, and Au+Au reactions is also required to deter-
mine and statistically remove the background of secondary
e± and γ for other measurements such as single electrons
(from heavy-quark decays) [46,47], dielectrons [47], and direct
photons [48,49]. Indeed, η mesons constitute the second most
important source after the π0 of decay electrons (Dalitz and
conversion) and photons contributing to these backgrounds.

The article is organized as follows. Section II presents a
description of the experimental setup and detector systems
used in this work. Section III provides an explanation of
the analysis methods employed to obtain the η data. Sec-
tion IV presents and compares the η results (pT spectra,
nuclear modification factors, and η/π0 ratios) measured in
p+p, d+Au, and Au+Au at

√
sNN = 200 GeV and discusses

the relative role of cold nuclear (d+Au) and hot and dense
medium (Au+Au) effects on high-pT meson production. In
particular, Sec. IV E discusses the measured η-to-π0 ratios in
the context of different phenomenological models of high-pT

hadron production as well as in comparison to other experi-
mental results measured in high-energy particle collisions at
different center-of-mass energies. A less detailed presentation
of a subset of these η results has already been published
in [20].

II. EXPERIMENTAL SETUP

The PHENIX experiment at the RHIC facility [50] at
BNL is specifically designed to measure hard QCD probes
such as high-pT hadrons, direct photons, leptons, and heavy
flavor production. PHENIX achieves good mass and particle
identification (PID) resolutions as well as small granularity
by combining 13 detector subsystems (∼350,000 channels)
divided into (i) two central arm spectrometers for electron,
photon, and hadron measurements at midrapidity (|η| <

0.35,�φ = π ); (ii) two forward-backward (|η| = 1.2–2.2,
�φ = 2π ) spectrometers for muon detection; and (iii) two
global (inner) detectors for trigger and centrality selection.
A detailed description of the complete detector can be
found elsewhere [51]. The data presented in this article were
obtained during the Run-2 (2001–2002, Au+Au) and Run-3
(2003, d+Au, p+p) operations at RHIC. The layout of the
PHENIX detector during these run periods is shown in Fig. 1.
The primary detectors used to obtain the present results
are the PHENIX central arm spectrometers, particularly the
electromagnetic calorimeters (EMCal) [52] and the charged-
particle tracking devices [the drift chamber (DC) [53] and pad
chambers (PC) [54]]. In addition, the beam-beam counters
(BBC) [55] and the zero-degree calorimeters (ZDC) [56] are
used for triggering, event characterization and (Au+Au and
d+Au) centrality determination.

A. Electromagnetic calorimeter (EMCal)

The η mesons are detected in PHENIX via their γ γ

(branching ratio BR = 39.43%) and π0π+π− (BR = 22.6%)
decays [57]. Photons from the direct γ γ channel as well as
from the secondary (daughter) π0 decays are measured in
the PHENIX EMCal, which has a pseudorapidity acceptance
of −0.35 < η < 0.35 and covers π radians in azimuth. The
electromagnetic calorimeter is divided into eight sectors with
two distinct detection technologies (see Fig. 1). A lead-
scintillator calorimeter (PbSc) consists of 15,552 individual
lead-scintillator sandwich modules (5.54 × 5.54 × 37.5 cm,
18X0), grouped in six sectors located at a radial distance of
5.1 m from the beam line, covering a total solid angle of
�η ≈ 0.7 and �φ ≈ 3π/4. A lead-glass Čerenkov calorimeter
(PbGl) comprising two sectors, with a total of 9,216 modules
(4 × 4 × 40 cm, 14.4X0), is located at a radial distance of
∼5 m from the beam pipe and covers a total solid angle at
midrapidity of �η ≈ 0.7 and �φ = π/4. The corresponding
�η × �φ acceptance of a single tower at η = 0 is 0.011 ×
0.011 and 0.0075 × 0.0075 for the PbSc and PbGl calorime-
ters, respectively. The chosen transverse size of the towers
is not much larger than their corresponding Molière radius
(ρM = 3.0 cm and 3.7 cm for PbSc and PbGl, respectively) so
that most of the electromagnetic showers extend over several
modules, resulting in an improved position resolution based
on a “center of gravity” reconstruction of the impact point of
the photon clusters.

The energy calibration of the PbSc modules was obtained
from the original beam-test values and redundantly confirmed
with (i) the position of the reconstructed π0 mass peak,
(ii) the energy deposit from minimum-ionizing charged parti-
cles traversing the calorimeter, as well as with (iii) the expected
EPbSc/ptracking ∼1 value measured for electrons and positrons
identified in the Ring-Imaging Čerenkov (RICH) detector and
whose momentum was measured in the tracking detectors. In
the PbGl modules, the reference energy calibration from the
original beam-test values is corrected with the time-dependent
gain corrections obtained with a light-emission-diode (LED)
system for the lead-glass calorimeter. The LEDs emit light with
known intensity, so gain fluctuations can be detected. The final
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FIG. 1. (Color online) The PHENIX ex-
perimental setup during Run-2 and Run-3 at
RHIC. The detectors used in the present analysis
are the 8 EMCal (PbSc, PbGl) sectors for
photon detection (η → γ γ ), the drift chamber
(DC), and two layers of multiwire proportional
chambers with pad readout (PC) for charged
pion detection (η → π 0π+π−); as well as the
two beam-beam counters (BBC) and the two
zero-degree calorimeters (ZDC) for global event
characterization.

PbGl calibration is obtained by comparing the measured π0

peak position to its nominal value.

B. Central arm tracking

Charged pions are measured with the PHENIX central
tracking system combining information from the drift and pad
chambers. The momenta of the π± are measured at a radius
of 2.0 m from the event vertex by the DC. The DC, located
outside the field of PHENIX central magnets, uses several
layers of wires to reconstruct the angle of the track, which is
inversely proportional to its momentum. The DC momentum
resolution is determined to be 0.7 ⊕ 1.1%pT (GeV/c). The
polar angle of the track is measured by pad chamber 1 (PC1),
a multiwire proportional chamber located just beyond the DC.
The last pad-chamber layer, PC3, at a radius of 5.0 m and
directly in front of the EMCal, is used in this analysis for two
purposes: to confirm the track by matching to a PC3 hit, as well
as to veto an EMCal cluster produced by a charged particle
track.

The DC momentum scale is checked by the reconstruction
of the correct mass of (i) π±,K±, p, p̄ identified with the

time-of-flight (TOF) system [58] and (ii) ω, φ, J/	 mesons
decaying into the e+e− channel identified with the RICH and
EMCal. The momentum scale is thus known with an accuracy
better than 0.2%. Because at low pT , the momentum resolution
is better when measured with the tracking system than that
using the energy measured via calorimetry, and given that the
momentum range of the three η decay products has a relatively
low pT , the uncertainties in the tracking system calibration are
less important in the π0π+π− measurement than in the γ γ

decay channel. As a result, the tracking devices provide better
accuracy for the η mass reconstruction than the EMCal.

C. Global detectors

Triggering and global event characterization is achieved
using the BBC and the ZDC. The two BBC are placed
around the beam pipe 1.44 m in each direction from the
nominal interaction point. Each BBC consists of 64 hexagonal
quartz Čerenkov radiators closely packed in an approximately
azimuthally symmetric configuration. The BBC are used to
count the charged particle multiplicity in the pseudo-rapidity
range 3.0 < |η| < 3.9, to provide the start time for TOF
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TABLE I. Events sampled and integrated luminosity (after vertex cuts) in the η analyses for p+p, d+Au, and Au+Au
collisions. The equivalent p+p luminosities in d+Au (Au+Au) have been obtained normalizing their corresponding
luminosities by 2 A (A2) factors as expected for hard cross-section scaling.

Collision Events sampled Total integrated luminosities BBC attributes
system

MB (LVL1)
trigger

High-pT (γ )
trigger

Absolute Equivalent
p+p

Cross section Efficiency

p+p 25.2 × 106 49.3 × 108 216 nb−1 216 nb−1 23.0 mb ± 9.7% (55 ± 5)%
d+Au 58.3 × 106 29.2 × 108 1.5 nb−1 590 nb−1 1.99 b ± 5.2% (88 ± 4)%
Au+Au 34 × 106 30 × 106 9 µb−1 230 nb−1 6.315 b ± 8.4% (92 ± 3)%

measurement, and to give the collision vertex position along
the interaction diamond with a typical resolution of 0.6 (2) cm
in Au+Au (p+p) collisions [55]. In d+Au collisions, the
centrality of the collision is determined by measuring the
charge deposited in the BBC in the Au beam direction [59];
whereas in Au+Au reactions, the correlation between the BBC
charge sum and the ZDC total energy is used for centrality
determination [60] (see the next section). The ZDC are small
hadronic calorimeters that measure the energy carried by
spectator neutrons at very forward angles. They are placed
18 m up- and downstream of the interaction point along the
beam line (|θ | < 2 mrad). Each ZDC consists of three modules
with a depth of 2 hadronic interaction lengths read out by a
single photomultiplier tube (PMT). Both time and amplitude
are digitized for each PMT along with the analog sum of the
three PMT signals for each ZDC.

III. DATA ANALYSIS

In this section, we describe the event selection criteria,
the reaction centrality determination in d+Au and Au+Au
collisions, the η identification and reconstruction procedures
in the η → γ γ and η → π0π+π− channels and the various
corrections (geometrical acceptance, reconstruction efficiency,
trigger, absolute cross-section normalization) applied to the
raw data. The systematic uncertainties of the measurements
are discussed at the end of the section.

A. Event selection

The data presented in this article were collected under
two general trigger conditions. The first sample, consisting
of minimum-bias (MB) events with vertex position along the
beam axis |z| < 30 cm, was conditioned on a local-level-1
(LVL1) trigger generated by coincidences between the two
BBC (in the case of p+p and d+Au) or by coincidences
between the BBC and ZDC detectors (in the case of Au+Au).
The MB trigger cross sections measured by the BBC in
p+p and d+Au collisions are, respectively, 23.0 mb ±
9.7% mb and 1.99 b ± 5.2% [61], whereas the Run-2 Au+Au
minimum bias trigger has some inefficiency for the most
peripheral interactions and records only 92.2+2.5

−3.0% of σAu Au

[19]. In other words, the LVL1 triggers accept, respectively,

(55±5)%, (88±4)%, and (92±3)% of the total inelastic
cross sections: σ inel

pp = 42 ± 3 mb, σ inel
dAu = 2260 ± 100 mb,

and σ inel
Au Au = 6850 ± 540 mb. A second “photon-triggered”

sample, requiring electromagnetic showers above a given
threshold in the EMCal (with or without the MB BBC
requirement), has been used to extend the η measurements to
higher pT . The details of this level-2 (LVL2) software trigger
are described in Ref. [21]. The total number of events collected
in the MB and photon-triggered samples (after vertex cuts) as
well as the integrated luminosities for each collision system
are listed in Table I.

B. Centrality determination (d+Au, Au+Au)

The events in d+Au collisions are classified into four
different centrality classes given in percentiles of the total cross
section: 0–20%, 20–40%, 40–60% and 60–88%, with the latter
being the most peripheral. The reaction centrality is related to
the number of hits in the south beam-beam counter (BBCS),
which is proportional to the number of participant nucleons
in the gold nucleus [59]. The distribution of the normalized
charge in the BBCS and the classification into different
centrality classes is shown in Fig. 2. To obtain reasonably large

FIG. 2. (Color online) Distribution of the normalized charge in
the south beam-beam counter (BBCS) in d+Au collisions at

√
sNN =

200 GeV. The normalization is done such that the normalized charge
corresponds to the number of hits.
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TABLE II. Values of the average nuclear
overlap function 〈TdA〉 and 〈TAA〉 for the different
centralities considered in d+Au and Au+Au
reactions, respectively.

Centrality bin 〈TdA〉 (mb−1) 〈TAA〉 (mb−1)

Min bias 0.20 ± 0.01 6.14 ± 0.45
0–20% 0.36 ± 0.02 18.5 ± 1.3

20–40% 0.25 ± 0.017 —
20–60% — 4.6 ± 0.4
40–60% 0.17 ± 0.014 —
60–88% 0.073 ± 0.007 —
60–92% — 0.3 ± 0.1

statistics in each Au+Au centrality class, three centralities are
used in the current Au+Au analysis: 0–20% (central), 20–60%
(semicentral), and 60–92% (peripheral), determined by cuts
in the correlated distribution of the charge detected in the
BBC and the energy measured in the ZDC [60]. A Glauber
Monte Carlo model combined with a simulation of the BBC
(plus ZDC) response allows determination of the mean value
of the associated nuclear overlap function 〈TdA〉 (〈TAA〉) for
each d+Au (Au+Au) centrality bin. Table II lists the mean
value of the nuclear overlap function for different centralities
in both systems.

C. η → γ γ Reconstruction

The main mode of η-meson reconstruction in PHENIX
is via the electromagnetic channel η → γ γ . PHENIX has
published the results of a number of π0 → γ γ measurements
in the EMCal for different colliding systems [14–21]. The
technique for identifying the photons and reconstructing the
π0 yields as a function of pT and centrality is now well
established and is exactly the same one used here to obtain the
corresponding η yields. Although the reconstruction methods
are identical, the p+p and d+Au analyses do not suffer from
the large particle multiplicity background that the Au+Au
η reconstruction faces, and there are a few differences between
Au+Au and the other studies. In the Au+Au case, the
applied analysis cuts (photon identification, invariant mass
reconstruction, and other cuts) are tighter than in the p+p

and d+Au cases. Additionally, to deal with cluster overlap
effects appropriately, the Au+Au analysis uses a full GEANT

[62] Monte Carlo (MC) simulation, in which the simulated
single η are embedded into real events rather than a tuned
fast MC simulation without embedding. These differences are
explained in separate subsections below.

1. Photon reconstruction in EMCal

Electromagnetic clusters are reconstructed in the EMCal
sectors by finding contiguous calorimeter towers with pulse
heights above the ADC pedestal value. The energy of each
EMCal cluster is corrected for angular dependence and
nonlinearity based on test-beam results and simulation. The
linearity correction for the two detector types is different,
with the PbGl having a stronger dependence on the energy.

The correction factors for a photon with a detected energy of
1 GeV (10 GeV) are 1.00 (0.95) for the PbSc and 1.05 (0.975)
for the PbGl, respectively. The PbGl calorimeter also shows
a stronger variation of the measured photon energy with the
angle of incidence on the detector surface: at 20◦ the measured
energy is reduced by 5% compared to perpendicular incidence
(0◦), whereas in the PbSc this reduction is only of the order
of 2%.

Because we are interested in high-pT η production, only
EMCal clusters with energy above 1 GeV are selected for
further analysis. In addition, fiducial cuts excluding the edges
of each EMCal sector, as well as an area of 3 × 3 towers
around the towers that have been determined to be hot or dead,
were applied to exclude clusters with incorrectly reconstructed
energies. Among the clusters passing the cuts, photon candi-
dates are identified by applying standard particle identification
(PID) cuts based on TOF and shower profile. Both cuts are
applied to reject slower and broader showers that are mostly of
hadronic origin. For the PbSc we require the measured cluster
TOF to be tclust < L/c ± 1.2 ns where L is the straight-line
path from the collision vertex to the reconstructed cluster
centroid. For the PbGl we require reconstructed clusters to
have times, tclust < L/c ± 2 ns; the difference is due to the
difference in intrinsic timing resolution of the two calorimeter
technologies. Shower profile cuts are based on rejecting those
clusters whose energy deposition among the modules, and
in particular in the most central tower of the cluster, is not
consistent, within a given χ2-test limit, with the shower shape
expected for electromagnetic showers as parametrized from
test-beam data [52].

In the most central Au+Au events, the EMCal typically de-
tects >∼300 clusters, corresponding to a detector occupancy of
∼10% in terms of hit towers, resulting in a non-negligible prob-
ability of particles making clusters which overlap. To minimize
the effects of cluster overlaps due to high multiplicity, two
methods are used to determine the cluster energy. First the en-
ergy of each cluster in the PbSc calorimeter is determined from
the sum of all contiguous towers with deposited energy above a
given threshold (Etower = 15 MeV, typically). Alternatively, an
extrapolation (using a standard electromagnetic shower profile
for an event with zero background) from the measured core
energy (ecore) in the four central towers to the full cluster
energy is used. For the latter case, the ecore energy was
computed from the experimentally measured center of gravity,
central shower energy, and impact angle in the calorimeter
using a parametrized shower profile function obtained from
electromagnetic showers measured in the beam tests. Such
an ecore energy represents an estimate of the true energy
of a photon impinging on the PbSc unbiased by background
contributions from other particles produced in the same event
and depositing energy in the neighborhood of a given cluster.
The use of ecore instead of the total cluster energy for photon
reconstruction helped considerably to minimize the effects of
cluster overlaps in central Au+Au collisions.

2. Raw η yield extraction ( p+ p and d+Au)

The η yields are obtained by an invariant mass analysis
of photon candidate pairs having asymmetries α = |Eγ1 −
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FIG. 3. (Color online) Invariant mass distri-
bution of photon candidate pairs measured in
p+p collisions for the default PID cuts with
pair transverse momenta 4.0 GeV/c < pT <

4.5 GeV/c. (Top) Ratio of real and mixed event
distributions, and background fits. The red fit
is used for the background parametrization and
the green fit for estimating the systematic uncer-
tainty. (Middle) Real invariant mass spectrum
and scaled background. (Bottom) Final distri-
bution with the scaled background subtracted
from the real event distribution (black entries);
the green entries result from the background fit
for estimating the systematic error. Additionally,
the peak is fitted with a Gaussian to get its mean
and σ .

Eγ2 |/(Eγ1 + Eγ2 ) < 0.7. The cut on the asymmetry α re-
duces the background because high-pT combinatorial pairs
are strongly peaked near α = 1 due to the steeply falling
spectrum of single-photon candidates. The resulting invariant
mass spectra obtained for proton-proton and deuteron-gold
collisions are shown in Figs. 3 and 4, respectively, for two
typical pT bins. A peak is seen at about 550 MeV/c2, the
expected mass of the η meson. The measured peak position
is modified by detector effects that lead to energy smearing.
The combined effects of the energy resolution of the detector,
the steeply falling single-photon spectrum, and the finite size
of the energy bins lead to a smearing of the measured photon
energies that widens the η signal. As a result the average peak
position in the invariant mass spectra is about 9 MeV/c2 larger
than the nominal mass of the η meson, an effect that is well
reproduced by the simulation.

The combinatorial background below the peak signal is
estimated with the event mixing method in which clusters from
different events with similar event vertex (and centrality class
in d+Au) are combined to produce a “background” invariant
mass distribution. This background is normalized to the real
invariant mass spectrum and then subtracted from the invariant
mass spectrum of the real events. To estimate the normalization
of the background, the distribution of the real events is first
divided by the mixed event distribution. This ratio is shown in
the upper panel of Figs. 3 and 4. The normalization function is
estimated by a fit in the region outside the peak. The spectrum,

fitted to a second-degree polynomial, is shown in the region
denoted by the vertical lines in the upper and the middle panels
of Figs. 3 and 4. The final real event mass distribution after the
background subtraction is shown in the lower panel of Figs. 3
and 4.

The interval over which the background is adjusted is
limited by two considerations: the expected η peak position
m and width σ . Both were estimated in a first analysis of the
spectra and set to m = 556 MeV/c2 and σ = 32 MeV/c2. The
background interval includes the region between m − 7.5σ

and m + 8.5σ (320 and 830 MeV/c2) excluding the peak
region m ± 3σ (460 MeV/c2 < minv < 650 MeV/c2). For
higher transverse momenta, the background almost vanishes
and thus the estimation of the normalization by a fit leads to
large errors. Hence an alternative method is used where the fit
function is replaced by the ratio of the number of photon pairs
in the normalization region in the real and the mixed event
distributions.

Finally, the total number of η in a given pT bin is obtained
by integration of the invariant mass distribution within 3σ

around the η peak position. The statistical error of the peak
extraction is estimated as done for the π0 and described in
Ref. [21]. The uncertainty of the background parametrization
is estimated by calculating the error on the ratio of the integrals
of the real and the mixed event distributions in the region of the
background fit. Above pT = 10 GeV/c in p+p collisions, the
mixed event background does not work as expected as there
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FIG. 4. (Color online) Invariant mass dis-
tribution of photon candidate pairs measured
in minimum bias d+Au collisions for the de-
fault PID cuts with pair transverse momenta
3.5 GeV/c < pT < 4.0 GeV/c. (Top) Ratio of
real and mixed event distribution and back-
ground fits (the red fit is used for the background
parametrization, the green fit for estimating the
systematic uncertainty). (Middle) Real invariant
mass spectrum and scaled background. (Bot-
tom) Final distribution with the scaled back-
ground subtracted from the real event distribu-
tion (black entries). The green entries result from
the background fit for estimating the systematic
error. Additionally, the peak is fitted with a
Gaussian to get its mean and sigma.

are some entries in the mixed event background but not in the
η region. For these cases, the background was estimated by
integrating the real event distribution outside the peak (in the
fit region mentioned above) and scaling this to the η integration
region. This background is then subtracted from the real event
distribution to get the number of η. The error in this case
is estimated with σ 2

Sig = S + 2B, S being the η signal and
B being the background. The integral of the invariant mass
distribution after the background subtraction is calculated in a
reduced interval m − 2σ ; m + 2σ (492–620 MeV/c2).

3. Raw η yield extraction (Au+Au)

The η yields for Au+Au are determined by calculating
the invariant mass of photon pairs with asymmetries α =
|Eγ 1 − Eγ 2|/(Eγ 1 + Eγ 2) < 0.5, a value tighter than that used
for the p+p and d+Au cases to reduce the larger uncorrelated
background in Au+Au collisions, and binned in pT . The
η yield in each pT bin is determined by integrating the
background-subtracted γ γ invariant mass distribution around
the η peak. The combinatorial background is obtained by
combining uncorrelated photon pairs from different events
with similar centrality and vertex and normalizing the distri-
bution in a region below (minv = 400–450 MeV/c2) and above
(minv = 750–1000 MeV/c2) the η mass peak (Fig. 5 top). After

the mixed background subtraction, the resulting distribution
is fitted to a Gaussian plus an exponential (or linear, see
below) function to account for the residual background—
more important at low pT —not completely removed by the
event-mixing technique. The bottom plot in Fig. 5 depicts the
η signal after mixed (and residual) background subtraction.
To estimate the uncertainty in the subtraction of the residual
background, different pair asymmetries and an alternative
linear parametrization were used (see Sec. III F). The signal-
to-background (S/B) ratio in peripheral (central) Au+Au
collisions is approximately 1.3 (1.5) and 0.05 (0.002) for the
highest and lowest pT , respectively. The signal-to-background
ratio is comparable for central and peripheral collisions at the
highest pT because the spectrum in the central data extends to
higher pT than that in the peripheral.

The scaled mixed-event distribution is subtracted from the
real-event distribution to produce a statistical measure of the
true η yield. The result of such a subtraction procedure is
shown in the bottom plot of Fig. 5. The raw η yield is obtained
by integrating the subtracted invariant mass distribution in
a range determined by the mean and the width of the η

peak and given by minv ∈ [mη − 2ση,mη + 2ση]. The analysis
described above is applied in bins of �pT = 1 GeV/c for pT =
2–4 GeV/c and �pT = 2 GeV/c above. We cease attempting to
extract η yields at high pT when the number of pairs within the
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FIG. 5. (Color online) (Top) Invariant mass distribution of pairs
of photon candidates measured in minimum bias Au+Au with pair
momenta pT = 3.5–4.5 GeV/c around the η mass fitted to a Gaussian
plus exponential. (Bottom) Final η signal after mixed-event (and
residual) background subtraction.

selected (background-subtracted) η mass window falls below
4 counts.

4. Acceptance correction

The geometric acceptance is evaluated using a fast Monte
Carlo (fastMC) program based on routines from the JETSET
library [64] to simulate the η → γ γ decays and determine
the geometric acceptance of the calorimeter for the decaying
photons. The acceptance correction accounts for the fraction
of produced η mesons whose decay photons will not actually
hit the detector due to the finite solid angle covered by the
detector. A decay photon will be accepted by the EMCal in the
fastMC when it hits the active surface of the detector covering
the pseudorapidity range −0.35 < η < 0.35 (computed using
a realistic distribution of event vertices within |z| < 30 cm)
and 2 × 90◦ in azimuth. The acceptance shows a strong
dependence on the transverse momentum because the opening
angle of the decay photons decreases with increasing pT .
Thus, the probability that both decay photons hit the detector
decreases for small values of pT . The acceptance for p+p

and d+Au collisions is shown in Fig. 6. The acceptance is
influenced by the geometry of the whole detector as well as by
dead and hot modules in the p+p and d+Au cases (for Au+Au
the efficiency losses due to dead and hot modules are computed
from the full GEANT3 simulation plus “embedding” and
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FIG. 6. (Color online) Geometric acceptance (including dead
channels) for the η meson as a function of pT measured in the EMCal
in both d+Au (dashed curve) and p+p (solid curve) collisions at
PHENIX in Run-3.

are accounted for in the efficiency loss correction). Due to
a different number of masked out modules, the acceptance is
not exactly the same in p+p and d+Au collisions.

5. Efficiency corrections of the raw η yields ( p+ p, d+Au)

a. Reconstruction efficiency correction. The reconstruction
efficiency takes into account that the measured η spectrum
in the detector is different from the real physical spectrum,
i.e., the reconstruction efficiency is defined as the ratio between
the output and the input η spectra:

ε(pT ) = dNη/dpT |output

dNη/dpT |input
(1)

as obtained using the fastMC, which parametrizes all the
detector effects on the input spectrum (EMCal energy and
position resolution, efficiency losses due to γ identification
cuts and γ γ reconstruction procedure, etc.). A realistic input
η spectrum dN/dpT |input is used as an initial spectrum for the
efficiency calculation and an iterative procedure is performed,
in which the corrected output spectrum is used as the input
spectrum of the next iteration. To simulate detector effects,
the smeared energies and hit positions of the decay photons
are parametrized in the fastMC. The energy smearing has
a constant and an energy-dependent term and follows the
functional form

σE/E = A√
E/GeV

⊕ B . (2)

The parameters for Eq. (2) are given in Table III for
the different collision systems and the two EMCal detector
types. The initial values have been taken from the detector
response obtained in the beam tests [52] and retuned for
real run conditions in previous π0 analyses [14,15]. During
the cross-checks between simulated and real data it was
found that the energy scale of the EMCal was slightly shifted
compared to the parametrized results. Because the energy
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TABLE III. Parameters for energy smearing, Eq. (2), as used in
the fastMC for the different EMCal detector types and the different
collision systems.

Collision Detector Energy-dependent Constant
system type term (A) term (B)

p+p PbGl 0.085 0.059
p+p PbSc 0.082 0.050
d+Au PbGl 0.085 0.059
d+Au PbSc 0.082 0.050

scale is estimated experimentally by fitting the location of
the π0 peak, and the position of the peak is also affected
by reconstructed secondary neutral pions from K0

s decays
that themselves decay off vertex, an additional correction is
applied in the fastMC shifting the energy scale by 0.7%. After
this correction, the position and the width of the simulated
η peaks are confirmed to be consistent with the position and
the width measured in the data for all pT bins.

The efficiency correction also takes into account the
different cuts used for particle identification. The simulation
must consider the loss of photons and thus of η due to the
applied shower shape (or “dispersion”) and energy threshold
cuts. The effect of the dispersion cut is estimated by a
comparison of uncorrected spectra without a PID cut with the
spectra obtained with the different PID cuts. The spectra are
obtained with a sharp asymmetry (α) cut and as a function of
(E1 + E2)/2. The resulting loss of η is translated into a photon
loss probability, which is then used in the simulation. The
energy cut is reproduced by rejecting photon hits according
to an energy-dependent survival probability in the simulation.
Finally, the simulation reconstructs the invariant mass and
the transverse momentum of the η from the reconstructed
(smeared) information. Only particles inside the interval used
for the integration of the real peak are accepted. The overall η

efficiency losses obtained by this method are of the order of
εη→γ γ = 76% ± 3% (dominated by the asymmetry cut and the
invariant mass yield extraction procedure) and are flat within
1–2% in the whole pT range measured for both (p+p and
d+Au) colliding systems.

b. Photon conversion correction. Some of the produced
η are not reconstructed due to conversions of one or both
decay photons in the inner regions of the PHENIX detector.
Such an effect is not included in the fastMC and is computed
independently using a full simulation of the detector including
a realistic description of the material in front of the EMCal.
The correction factors obtained from this analysis are 1.067 ±
0.003 for PbSc West, 1.052 ± 0.004 for PbSc East, and
1.076 ± 0.005 for PbGl, as the material between the collision
vertex and the EMCal is different in the east and the west arm
and between PbGl and PbSc.

6. Efficiency corrections of the raw η yields (Au+Au)

In the Au+Au case, the detection efficiency is determined
using a full PISA (PHENIX Integrated Simulation Appli-

cation) GEANT3-based Monte Carlo (MC) program of the
PHENIX detector to simulate the complete response of the
calorimeter to single η decays. The nominal energy resolution
was adjusted in the simulation by adding an additional pT -
independent energy smearing of ∼3% for each PbSc tower.
The shape, position, and width of the η peak measured for
all pT and centralities were thus well reproduced by the
simulated data. The data from each simulated η is embedded
into real Au+Au events and the efficiency for detecting the
embedded η is evaluated analyzing the merged events with the
same analysis cuts used to obtain the real yields. Using this
technique we determine efficiency corrections that account not
only for the energy resolution and position resolution of the
calorimeter but also for the losses due to overlapping clusters in
a real Au+Au event environment. The embedding also permits
a precise determination of the effect of edge cuts and bad
modules. Though these effects can in principle be considered
as geometric acceptance corrections (as done in the p+p

and d+Au analyses), they depend not only on the geometry
but also on the energy deposition of an electromagnetic
shower in the different calorimeter towers. Last, in the full-
simulation plus embedding procedure we additionally have
control over the effects of photon conversions, as the GEANT

simulation considers the material in front of the EMCal and
the information whether a decay-photon converts is kept for
evaluation in the efficiency determination.

The input η spectrum embedded in real events is weighted
to match a functional form fit to the measured η spectrum so
that the correct folding of the η spectrum with the resolution is
obtained. This procedure is iterated, with the fit of the pT

dependence of the input weights adjusted as the estimate
of the efficiency correction improves, until the procedure
converges within the nearly pT -independent statistical error
of the embedded sample, approximately 3%. The final overall
η yield reconstruction efficiency correction factor was ∼3 with
a centrality dependence of <∼20%. The losses were dominated
by fiducial and asymmetry cuts.

D. η → π 0π+π− Reconstruction

1. Raw η yield extraction

The second mode of η-meson reconstruction in PHENIX
is via the three-body decay channel η → π0π+π− with
branching ratio BR = 22.6% ± 0.4%. This mode has been
used for the p+p and d+Au data but not for the Au+Au
where the large detector occupancy makes the signal very
difficult to extract. Reconstruction starts with identifying the
π0 candidates among the pairs of EMCal γ clusters with
energy Eγ > 0.2 GeV in the same way described in the
previous section for the direct η → γ γ channel. The mass of a
candidate is required to be within two standard deviations from
the peak position of π0. The peak position and its width are
determined by the π0 decay kinematics and EMCal resolution
for each of the clusters and its position. These parameters were
found to be consistent with the expected values. Selected π0

candidates with transverse momentum pT > 1.0 GeV/c are
assigned the exact mass of the meson and measured pT of the
pair. These candidates are further combined into triplets with
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positive and negative particle tracks measured by DC and PC1
to have momentum in the range 0.2 GeV/c < pT < 4.0 GeV/c.
No particle identification was used on the charged tracks.

To extract the raw η yields the mixed-event subtraction
technique was not used in this case because it does not
adequately reproduce the shape of the background in the real
events. The most important physical reason for this is that
there are a significant number of correlated tracks among the
π+π− pairs coming from various heavier particle decays. The
yield extraction was done by simultaneous fitting of the peak
and the background in the adjacent region. The characteristic
peak in the three-particle mass distribution is shown in the top
panel of Fig. 7. The position of the peak is consistent with
the nominal mass of the η meson within the statistical error of
the fit shown in the figure. The measured 8 MeV/c2 width of the
peak is narrower than in the η → γ γ decay channel. Unlike
the γ γ channel, where the full width of the peak is defined
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FIG. 7. (Color online) Invariant mass distribution of pion triplets
(π 0π+π−) measured in p+p collisions at

√
s = 200 GeV in the range

minv = 0–0.9 GeV/c2 (top panel) showing η- and ω-meson peaks.
Lower panels showing η-mass region minv = 0.42–0.66 GeV/c2

demonstrate three different methods of the extraction of the raw
yields. See text for a detailed explanation of each method.

by the EMCal resolution alone, in π0π+π− only 1/4 of the
measured mass is derived from an EMCal-based measurement.
Given the relatively low pT of the decay products, tracking has
better resolution than the calorimeter. These two effects result
in higher accuracy of the mass measurement and smaller width
of the peak compared to the η → γ γ analyses.

The raw yield numbers were extracted by simultaneously
fitting the signal with a Gaussian function and the background
to a quadratic function. The fit was limited to the mass window
of 510 MeV/c2 < m3π < 640 MeV/c2. The lower limit is
chosen to avoid the region where the K0

L → π0π+π− decay
(branching ratio BR = 13%) yields an additional signal at
and above mK0

L
= 498 MeV/c2. The upper limit is chosen at a

safe distance from the ω → π0π+π− (BR = 89.1%) peak at
782 MeV/c2 with a width of 20–25 MeV/c2. An example of the
fit is shown in the second panel in Fig. 7. We also compared the
result of such a combined signal+background fit with separate
fitting of the background. For that, the region under the peak,
530 MeV/c2 < m3π < 570 MeV/c2, was rejected from the fit
and the background was approximated by the quadratic func-
tion. The function was interpolated and subtracted from the
histogram in Fig. 7 (third panel). The histogram counts in the
region initially rejected were summed up to calculate the yield.

In addition, simultaneous fitting was done in the restricted
window below m3π < 580 MeV/c2, with the background
approximated by a linear function. The same three fits were
repeated applying an additional condition in the analysis. Each
charged track was required to match a hit in PC3 or in the
EMCal in case a track missed the active area of PC3. The
resultant invariant mass spectrum is shown by the lower curve
in the top panel of Fig. 7. The amplitude of the signal is
reduced by about a factor of 2 because many tracks fall outside
the acceptance of these two detectors, but the background is
also reduced and, more importantly, modified in its shape. The
overall significance of the results with and without matching
is approximately the same. Signal loss due to matching
can be corrected with the simulation with small systematic
uncertainty and the results can be compared to deduce the
accuracy of the yield extraction procedure. Thus, for each
pT point we obtain six statistically correlated measurements
of the raw yields. The first measurement with its statistical
error is used in further analysis and the variance of the six
measurements provides the estimate of the systematic errors
of the yield extraction.

2. Acceptance and efficiency corrections of the raw η yields

Similar corrections as described for the γ γ decay channel
need to be applied to the η → π0π+π− raw yields. However,
for the three-pion analysis, we use the full detector simulation
and both corrections, namely the acceptance and the efficiency
corrections, are computed at the same time. A MC hadron
decay generator was used to produce initial η mesons with a
pT distribution providing satisfactory statistical significance
in all bins after acceptance and trigger losses. The full GEANT-
based PISA simulation was updated with the three-body decay
of the η meson and used to decay η mesons. PISA also performs
the full simulation of the PHENIX detector and generates
the response of all its subsystems up to the electronics-signal
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FIG. 8. (Color online) Acceptance×efficiency for the η →
π 0π+π− as a function of pT in both d+Au (dashed curve) and
p+p (solid curve) collisions at PHENIX in Run-3.

level, which was then processed by standard PHENIX recon-
struction software. Special attention was paid to verify that
the simulation code represented the real configuration of the
detector, and that the π0 peak parameters in the real data and
simulation were consistent with each other. The reconstruction
of the simulated data was carried out using the same steps and
tools as the real data.

Figure 8 shows the combined efficiency×acceptance as a
function of pT for the three-pion decay analysis. To compare
this with the γ γ decay channel reconstruction efficiency one
needs to multiply the acceptance curve shown in Fig. 6 with
the obtained εη→γ γ = 76% ± 3% overall efficiency loss. The
three-body decay combined acceptance is significantly lower
than the acceptance of the γ γ decay channel. With comparable
branching ratios of the two modes the resulting statistics in
the three-body decay mode is expected to be smaller. The
decrease of the efficiency at high pT is due to the momentum
cut on the π± to be below 4.0 GeV/c. Above that threshold the
track sample is contaminated by products of in-flight decays
of long-lived particles with mismeasured momentum.

3. Phase-space density correction

The η → π0π+π− decay channel required an additional
correction to take into account the uneven distribution of the

FIG. 10. (Color online) Phase-space density correction for p+p

(solid curve) and d+Au (dashed curve) event samples as a function
of pT .

momenta of the three pions within the kinematically allowed
region. Such a distribution, taken from Refs. [65–67], is shown
in the left panel of Fig. 9. The vertical axis is the fraction of
kinetic energy carried by the π0 in the η-meson rest frame. The
horizontal axis shows the difference between kinetic energies
of π− and π+ divided by the total in the same system. The
left plot of Fig. 9 shows that on average the π0 meson carries
less kinetic energy, and thus momentum, than the two charged
π mesons. The right panel shows the PHENIX reconstruction
efficiency including geometrical acceptance, high-pT trigger
efficiency (see the next section), and analysis cuts. The
latter two effectively select higher momentum π0 and lower
momentum π± in the lab frame. In the η-meson rest frame
these translate into the effect opposite of what is shown in the
left panel. To correct for that we used the following approach.
The uniform distribution of the phase-space density produced
by the simulated event generator was weighted according
to the known probabilities of the π -meson momenta to be
observed in the η-meson decay. The corresponding correction
was deduced by comparing the reconstruction efficiencies with
and without applying weights. The systematic uncertainties
associated with the measurement of the phase-space density
accuracy were thus obtained. This correction is shown in
Fig. 10. The correction factor is calculated in the range where
data is available.
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FIG. 9. The phase-space density of the η →
π 0π+π− decay [65–67] (left panel). PHENIX
reconstruction and trigger efficiencies in p+p

for the η → π 0π+π− decay (right panel).
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TABLE IV. Correction factors (εtrig/εη), due to the
efficiency of the MB trigger for different d+Au centralities
[59].

Collision system Correction factor

d+Au 0–20% central 0.95
d+Au 20–40% semicentral 0.99
d+Au 40–60% semiperipheral 1.03
d+Au 60–88% peripheral 1.04

E. Trigger corrections and absolute cross-section normalization

1. Minimum-bias trigger efficiency

The minimum bias trigger does not detect every collision;
only a certain fraction εtrig of the inelastic collisions and a
fraction εη of the η mesons can be observed. The spectra have
to be corrected for both of these effects. The correction factors
εtrig/εη, determined in Ref. [59] for d+Au collisions, are
shown in Table IV. In the case of p+p collisions, as well as in
MB d+Au collisions, one can directly determine the inelastic
η cross section. Therefore, one does not apply the correction
factors mentioned above but rather multiplies the spectra by
the total cross section observed by the BBC, found to be
23.0 mb ± 9.7% in Run-3 p+p collisions and 1.99 b ±
0.10 b in Run-3 d+Au collisions [63]. An additional correction
has to be applied for the bias of the BBC to high-pT η. It
is found to be 0.79 for p+p [17] and 0.94 for d+Au [63]
collisions.

2. High- pT γ -trigger efficiency

The efficiency of the high-pT trigger has to be studied as
well to get η spectra for the γ -triggered data at high transverse
momenta, as previously performed for PHENIX π0 analyses
[14,21]. The γ triggers in PHENIX are implemented by adding
together amplitudes in 4 × 4 adjacent EMCal towers during
data taking and comparing them to a preset threshold. In the
case of p+p the threshold was set to correspond to Eγ =
1.5 GeV, whereas for d+Au it was set at Eγ = 3.5 GeV. In the
case of Au+Au, triggering was performed by a LVL2 software
algorithm run over the MB-triggered events during data taking,
such that the number of rejected minimum bias events were
recorded. This allowed two different threshold triggers to be
employed based on event centrality in Au+Au: Eγ = 1.5 GeV
for the 60–92% peripheral sample and Eγ = 3.5 GeV for the
more central event selections.

The trigger efficiency curves versus the energy of a single
photon for two different threshold settings used in p+p and
d+Au collisions are shown in the top panel of Fig. 11. Based
on these curves, the 2-γ efficiency is calculated as for the
previous π0 analyses [14,21] using the fastMC calculation.
For this calculation, the single-photon trigger turn-on curve is
represented by an integrated Gaussian for the d+Au analysis
and by the integrated sum of two Gaussians for the p+p

analysis. In the case of the Au+Au LVL2 triggers, the high-
statistics measurement of the single-photon efficiency, which
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FIG. 11. (Color online) Simulation result for the efficiency of the
γ trigger in d+Au collisions. The γ trigger efficiency for a single γ

is shown in the top panel for p+p (solid curve) and d+Au (dashed
curve). The gray band is the error of the measurement. The lower
panel shows the recalculated trigger efficiency for γ γ and π0π+π−

channels for both collision systems.

for the central trigger reaches ∼100% above threshold, is used
itself as shown in the top panel of Fig. 12. The derived π0

efficiency is checked by comparing the ratio of the number of
π0 in MB events that carry the trigger flag to the number of π0

in all MB events. In this way the normalization of the LVL2
data sample relative to the MB data sample is confirmed to be
accurate to 2%.

In the same way we determine the η → γ γ trigger effi-
ciency, which is shown in the lower panels of Figs. 11 and 12.
In the η → π0π+π− decay channel where the statistics is very
limited, we use the measured single-photon trigger efficiency
curves shown in the top panel and full detector MC to
determine the efficiency of the trigger. The derived curves
for p+p and d+Au are also shown in the lower panel of
Fig. 11. One can see that the trigger efficiency plateaus at a
pT of the η about twice the energy of the threshold in the
case of the γ γ decay channel, but in the three-body decay
mode where the trigger can only be fired by one of the γ from
π0 → γ γ , it requires the pT of the η to be approximately
four times the threshold. In central Au+Au the η efficiency
reaches 50% (∼100%) for η above pT = 5 (7–8) GeV/c, as
shown in Fig. 12 (bottom panel). The LVL2 data were used
only for pT regions where the trigger had better than ∼50%
η efficiency: pT > 5 GeV/c for the central trigger and pT >

2 GeV/c for peripheral.
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FIG. 12. (Color online) Level-2 trigger photon (top) and η

(bottom) efficiencies for central Au+Au (Eγ = 3.5 GeV threshold)
and peripheral Au+Au (Eγ = 1.5 GeV) collisions as in Fig. 11.
For deriving the η efficiencies, the histograms in the top panel
were directly used, with the black lines denoting constant fits to the
above-threshold asymptotic value, at >99.7% for the central trigger.
The central (peripheral) LVL2 η sample was used only above pT >

5 (2) GeV/c.

3. Cross-section normalization

The invariant cross sections for η production as a function
of pT in MB p+p and d+Au collisions are obtained from the
measured number of counts in each pT bin via

E
d3σ

d3p
≡ 1

2πpT Nevt

1

L
1

BR

1

Acc(pT )ε(pT )εtrig(pT )

N (�pT )

�pT �y
,

(3)
where Acc, ε, and εtrig are the acceptance, reconstruction
efficiency, and trigger efficiency, respectively, determined in
the previous section; BR = 0.3943 ± 0.0026 is the known
γ γ decay branching ratio of the η meson, and L is the
integrated luminosity obtained using the absolute inelastic
cross-section normalization (see Sec. III A). The invariant
yields as a function of pT for a given bin in collision centrality
in d+Au and Au+Au collisions are obtained via

1

2πpT

d2Ncent

dpT dy
≡ 1

2πpT N event
cent

1

BR

× 1

Acc(pT )ε(pT , cent)εtrig(pT )

N (�pT , cent)

�pT �y
. (4)

A final bin-shift correction is needed to take into account
the fact that the data points of the η spectra are plotted at
the center of each given pT interval (bins whose width is as
large as �pT = 2 GeV/c), which, due to the exponentially
falling spectrum, does not represent the true physical value of
the yield in the interval [68]. Usually, either the correction is
applied displacing the x values horizontally (i.e., the center of
the pT bin is decreased) keeping their y value, or the y values
are moved vertically (i.e., the yields are decreased) keeping
the pT values at the center of the bin. The second method
(yield correction) is preferred here because it facilitates taking
bin-to-bin pT ratios of spectra (with slightly different shapes)
from different collisions systems. The net effect of this recipe
is a small (few %) shift downwards of the invariant η yields in
each pT bin.

F. Systematic uncertainties

1. η → γ γ analysis ( p+ p and d+Au)

All systematic errors for the p+p and the d+Au analysis
are summarized in Table V. Hereafter, the errors are catego-
rized by type:

(i) (A) point-to-point error uncorrelated between pT bins,
(ii) (B) pT correlated, all points move in the same direction

but not by the same factor,
(iii) (C) an overall normalization error in which all points

move by the same factor independent of pT .

The cross-section measurement of the MB trigger has a
type-C uncertainty of 9.7% in p+p and 5.2% in d+Au. All
other systematic errors are of type B, i.e. they are pT correlated.

The error of the raw yield (peak) extraction was estimated,
as described in Ref. [21], calculating the error of the ratio
of the integrals of the real and the mixed event distributions
in the region of the background fit. The systematic error in
peak extraction differs from the systematic error estimated
for neutral pions in Ref. [21] because the background in the
η region cannot be estimated as well as the background in the
π0 region. This type-B error, estimated to be 4% higher than for
pions, becomes dominant at very low transverse momenta due
to the small S/B ratio. The error on the acceptance correction
includes fiducial cuts on the edges of the EMCal sector as
well as cuts around towers that have been determined to be
hot or dead. The uncertainty in the MC (GEANT) description of
the detector geometry is estimated varying these cuts slightly
in the fastMC and in the embedded events (Au+Au). Those
variations are found to result in differences in the yields of
less than 5%. Different combinations of particle ID cuts were
used in the analysis to estimate the uncertainty related to
the photon identification. The differences among the various
samples are less than 4% for all the different PID cuts for p+p

as well as for d+Au reactions. The error in the reconstruction
efficiency contains this difference. The most important source
of uncertainty at high pT is related to the energy scale. The
η peak positions and widths observed in the data are not
reproduced to better than 1.5%. An error in the energy scale
of 1.5% leads to an error of 4% in the yield at pT = 2 GeV/c
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TABLE V. Systematic errors of the η measurement in p+p and d+Au (Run-3) for different pT bins. The error of the peak extraction
has a very steep slope at low pT .

Error source pT independent 3 GeV/c 5 GeV/c 10 GeV/c type

Peak extraction 14.5% (p+p),
9.5% (d+Au)

6% 6% B

Geometric acceptance 4.5% 4.5% 4.5% B
η reconstruction efficiency 1.3% 2.3% 3.6% B
Global energy scale 5.5% 7.0% 8.4% B
Energy scale linearity 1.5% 0.4% 4.3% B
γ -trigger efficiency 9% (p+p), -

(d+Au)
0% (p+p),

2.5% (d+Au)
0% B

Conversion correction 2.0% B
Absolute cross-section normalization 9.7% (p+p), 5.2% (d+Au) C

and of 8% at pT = 10 GeV/c. The error of the high-pT trigger
efficiency in p+p is different from in d+Au: it amounts to
7.5% at pT = 3.5 GeV/c and becomes negligible at pT =
5 GeV/c (see Sec. III E2).

2. η → γ γ analysis (Au+Au)

The sources of systematic errors in the Au+Au analysis are
listed in Table VI. The main sources of systematic errors in the
η measurement are the uncertainties in the yield extraction
(10–30%), the yield correction (∼10%), and the energy
scale (a maximum of ∼8%). The energy scale uncertainty
is basically the same as discussed before for the p+p and
d+Au analyses. The uncertainty on the raw yield extraction
was studied by varying the normalization region of the mixed
event background and by comparing yields extracted from
2σ and 3σ integration windows. The yields were found to
vary within 10% of the expectation for all centralities. The
final results obtained with different PID cut combinations are
found to be consistent within ∼8%, and this was the assigned
systematic uncertainty for the photon identification procedure.
The final combined systematic errors on the spectra are at
the level of ∼10–15% (type-A, point to point) and ∼10–15%
(type-B, pT correlated).

TABLE VI. List of systematic uncertainties in the PbSc η

measurement in Au+Au collisions (Run-2). Ranges generally
correspond to uncertainties from the lower pT to the higher pT

values of the measurement.

Error source Percentage error Type

Raw yield (peak) extraction
(point to point)

0–31% A

Raw yield (peak) extraction
(pT correlated)

10–20% B

Energy scale 3–8% B
PID cuts 8% A
Geometric acceptance 4–2% B
Trigger efficiency 5–2% B
Reconstruction efficiency 2% A

3. η → π 0π+π− analysis ( p+ p and d+Au)

Systematic errors for the π0π+π− channel are summarized
in Table VII. The p+p and d+Au data samples have different
systematic errors which are usually larger in d+Au. This is
due to the larger high-pT trigger threshold set during d+Au
data taking. The PC3-EMCal matching uncertainty is used to
evaluate peak extraction uncertainty. The dominant systematic
uncertainties in the p+p (d+Au) measurement are in the yield
extraction and the phase-space corrections, with uncertainties
of 10–30% (10–30%) and ∼10% (∼25%), respectively. The
final combined systematic errors on the spectra are at the level
of ∼30% (p+p) and ∼40% (d+Au).

IV. RESULTS AND DISCUSSION

In this section, the fully corrected spectra for η production
differential in pT in p+p, d+Au and Au+Au are presented, as
well as the nuclear modification factors for d+Au and Au+Au
collisions. The measured η/π0 ratio as a function of pT for
the three colliding systems is presented and discussed in com-
parison with a compilation of world data for hadron-hadron,
hadron-nucleus, nucleus-nucleus, and e+e− collisions and to
phenomenological (PYTHIA and “mT-scaling”) expectations.

A. Transverse momentum spectra ( p+ p, d+Au, Au+Au)

The fully corrected spectra for the η meson are shown in
Fig. 13 for MB events in proton-proton and deuteron-gold
collisions at

√
sNN = 200 GeV. The figure shows the spectra

obtained in both the η → γ γ and η → π0π+π− decay
channels. For the γ γ result, the error bars represent the total
error, given by the quadratic sum of the statistical and the
systematic uncertainties. For the pion-triplet spectra, the error
bars (bands) represent the statistical (systematic) uncertainties.
These results agree well in spite of very different analysis
approaches and sources of systematic uncertainties. Due to
higher acceptance and lower trigger threshold (see Figs. 6, 8,
and 11), the γ γ channel has superior statistics and therefore
these results alone are used henceforth.

The invariant yields measured in four different centrality
classes in d+Au collisions at

√
sNN = 200 GeV are shown
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TABLE VII. Systematic errors of the η → π0π+π− measurement in p+p and d+Au collisions (Run-3). The first number corresponds
to the p+p data and the number in parentheses to d+Au in cases where it is different from p+p.

Error source pT

independent
3

GeV/c
4

GeV/c
5 GeV/c 6 GeV/c 7 GeV/c 8 GeV/c Type

EMCal geometrical
acceptance

4% (4%) C

DC-PC1 acceptance 2% (2%) B
Acceptance variation 0.5% (3%) B
PC3-EMCal matching 2% (2%) B
π 0 selection 3% 3% 3% (3%) 3% (3.5%) 3% (4%) 3% (4%) B
Conversion uncertainty 3% (3%) C
EMCal energy

resolution
2% 2.5% 3% (5%) 4% (5%) 5% (5%) 5% (5%) B

EMCal energy scale 3% 3% 3% (4%) 3.5% (4%) 4% (4%) 5% (4.5%) B
γ -trigger efficiency 5% 5% 5% (5%) 5% (5%) 5% (5%) 4% (4.5%) B
γ -trigger run-by-run

variation
4% (4%) B

Peak extraction in data (fit) 10% 13% 20% (30%) 13% (20%) 23% (20%) 30% (15%) A
Peak extraction in data (width) 10% 10% 10% (15%) 10% (15%) 10% (10%) 12% (20%) A
Peak extraction in

simulation
3% (5%) B

Branching ratio
uncertainty

1.8% (1.8%) C

Phase-space corrections 20% 15% 11% (27%) 8% (24%) 7% (20%) 7% (19%) B
MB trigger 9.7% (5.2%) C
Trigger bias 2.5% (1%) C
Total 28% 26% 29% (45%) 24% (38%) 30% (33%) 36% (35%)

in Fig. 14. In Fig. 15 the fully corrected invariant spectra for
MB and three different centrality classes in Au+Au collisions
at

√
sNN = 200 GeV are shown. The error bars represent

the quadratic sum of the statistical and the point-to-point
systematic uncertainties.
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FIG. 13. (Color online) Invariant η cross section as a function
of transverse momentum in p+p and d+Au collisions at

√
sNN =

200 GeV measured in the η → γ γ (circles) and η → π0π+π−

(squares) decay channels. The error bars of the η → γ γ are
the quadratic sum of statistical and systematic uncertainties. The
error bars (bands) of the π 0π+π− spectra represent the statistical
(systematic) uncertainties of the measurement.

B. Nuclear modification factor in d+Au, RdAu( pT )

Medium effects in d+A collisions are quantitatively deter-
mined using the nuclear modification factor given as the ratio
of the measured d+A invariant yields, d2NdA/dpT dy, over
the measured p+p cross sections, d2σpp/dpT dy, scaled by
the nuclear thickness function 〈TdA〉 in the centrality bin under
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FIG. 14. (Color online) Invariant η yields as a function of
transverse momentum in d+Au collisions at

√
sNN = 200 GeV

in four different centralities (0–20, 20–40, 40–60, 60–88%). The
error bars are the quadratic sum of statistical and all systematic
uncertainties. For clarity, the data points are scaled vertically as noted
in the figure.
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bars are the quadratic sum of statistical and point-to-point systematic
uncertainties. For clarity, the data points are scaled vertically as noted
in the figure.

consideration:

RdA(pT ) = d2NdA/dydpT

〈TdA〉 · d2σpp/dydpT

. (5)

Deviations from RdA(pT ) = 1 quantify the degree of departure
of the hard d+A yields from an incoherent superposition of

NN collisions. The values of the nuclear thickness function for
different centralities are obtained in a Glauber MC calculation
and tabulated in Table II. The resulting RdA(pT ) for η mesons
in d+Au collisions is plotted for different centralities in
Fig. 16.

The data points at lower transverse momenta have large
statistical errors. This is caused by the poor S/B ratio of
the η peak in the sample that is not triggered with the
γ trigger. The systematic uncertainties shown in the plot
are computed propagating the experimental uncertainties in
the p+p and d+Au measurements described in Sec. III F.
Some of these uncertainties cancel out when calculating
the nuclear modification factor [Eq. (5)]. The error due to
the η reconstruction efficiency as well as the error due to
uncertainties in the energy scale are very similar for the
measurement of η mesons in p+p and d+Au collisions as
the measured data have been taken in the same experimental
run, and they cancel almost completely in the ratio.

In the case of minimum bias d+Au collisions, the nuclear
modification factor, shown in Fig. 17, is more simply defined
as the ratio of d+Au over p+p cross sections normalized by
the total number of nucleons (2 · A for a d+A collision) with
A = 197 for a gold nucleus:

RdA(pT ) = dσdA

2 · A · dσpp

. (6)

All the d+Au nuclear modification factors shown in
Figs. 16 and 17 are approximately 1 and show a very weak
pT and/or centrality dependence. Similar trends have been
observed for π0 production [17]. As shown in the comparison
plot of Fig. 18, the π0 nuclear modification factors indicate
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FIG. 16. (Color online) Nuclear modification factors for η production for four d+Au centralities: 0–20, 20–40, 40–60, 60–88%. The error
bars (bands) around each point are the statistical (type-B systematic) uncertainties. The error band at RdA = 1 indicates the uncertainty in 〈TdA〉
for each centrality. The error box at RdA = 1 indicates the p+p cross-section uncertainty of 9.7%.
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FIG. 17. (Color online) Nuclear modification factor RdA for
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√
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d+Au collisions. The uncertainties are the same described in Fig. 16.

small shape modifications with centrality, with a possible
Cronin enhancement on the level of 10% around 4 GeV/c
disappearing for pT > 10 GeV/c. At high pT the π0 MB
result can be described well by next-to-leading-order pQCD
calculations [27,69] without implementation of the Cronin
effect. The contribution of (anti-)shadowing effects [26,27]
in the η or π0 production is very small, as expected for this
kinematical region with xT = 2pT /

√
s ≈ 0.02–0.2.

The small role of initial-state cold nuclear effects observed
in the midrapidity spectra of neutral mesons at high pT is also
consistent with other similar observations in d+Au reactions
at

√
sNN = 200 GeV such as (i) the absence of significant

nuclear modifications in the yields of J/	 compared to p+p

collisions [63] and (ii) the very similar characteristics of near-
side and away-side jetlike correlations in p+p and d+Au
[70]. Those results indicate that the nuclear medium has little
influence on the hard processes in d+Au collisions at top
RHIC energies and y = 0.

C. Nuclear modification factor in Au+Au, RAA( pT )

The nuclear modification factor, RAA(pT ), for η production
in each centrality class in Au+Au collisions is computed using
the standard formula:

RAA(pT ) = d2NAA/dydpT

〈TAA〉 · d2σpp/dydpT

, (7)

where (i) the Au+Au spectra d2N/dydpT are used in
the numerator (Fig. 15), (ii) the p+p invariant spectrum
d2σ/dydpT (Fig. 13) is used in the denominator, and
(iii) 〈TAA〉 are the values of the average Glauber overlap
function for each Au+Au centrality (Table II). The RAA(pT )
is computed taking the bin-to-bin ratio of Au+Au and p+p

spectra and propagating the corresponding uncertainties. Only
the acceptance uncertainty (∼5%) cancels in the Au+Au/p+p

ratio of spectra. Figure 19 compares the nuclear modifica-
tion factor for η measured in central (0–20%), semicentral
(20–60%) and peripheral (60–92%) Au+Au collisions. The
error bars are the total point-to-point errors (including type-A
systematic and statistical uncertainties) of the Au+Au and

p+p measurements. The error bands on the left are the
uncertainties in 〈TAuAu〉 for each centrality class. The error
box on the right is the Run-3 p+p cross-section uncertainty
of 9.7%. As observed for high-pT π0 [19,21], the Au+Au
η yields are consistent with the expectation of independent
NN scatterings in peripheral reactions (RAA ≈ 1) but they are
increasingly depleted with respect to this expectation for more
central collisions. There is no pT dependence of RAA, as seen
also for neutral pions.

Figure 20 contrasts the nuclear modification factors mea-
sured in central Au+Au at

√
sNN = 200 GeV for η, π0

[19,21], and γ [48]. Whereas direct photons are unsup-
pressed compared to the scaled reference given by a NLO
pQCD calculation [48,71] that reproduces the PHENIX p+p

γ results well [49], neutral pions and η are suppressed by
a similar factor of ∼5 compared to the corresponding cross
sections measured in p+p. Within the current uncertainties,
light-quark neutral mesons at RHIC show a flat suppression in
the range pT ≈ 4–15 GeV/c, independent of their mass (note
that the η is ∼4 times heavier than the π0). Those results are
in agreement with parton energy loss calculations in a system
with initial effective gluon densities of the order dNg/dy ∼
1000 (solid curve in the figure) [37]. The equal suppression
of η and π0 mesons and the agreement with parton energy
loss calculations suggest that the final fragmentation of the
quenched parton into a leading meson occurs in the vacuum
according to the same probabilities (fragmentation functions)
that govern high-pT hadroproduction in more elementary
systems (p+p, e+e−). This conclusion is examined in more
detail in the next two sections.

D. Ratio of η to π 0 ( p+ p, d+Au, Au+Au)

A useful way to determine possible differences in the
suppression pattern of π0 and η is to study the centrality depen-
dence of the η/π0 ratio, Rη/π0 (pT ), in d+Au and Au+Au reac-
tions and compare it with the values measured in more elemen-
tary systems (p+p, e+e−). The “world” η/π0 ratio in hadronic
and proton-nucleus collisions increases rapidly with pT and
flattens out above pT ≈ 2.5 GeV/c at values Rη/π0 ∼0.40–0.50
(see Sec. IV E1). Likewise, in electron-positron annihilations
at the Z pole (

√
s = 91.2 GeV), Rη/π0 ∼ 0.5 for energetic η

and π0 (with xp = phadron/pbeam > 0.4, consistent with the
range of scaled momenta 〈z〉 = phadron/pjet considered here),
as discussed in Sec. IV E2. It is interesting to test if this ratio
is modified in any way by initial- and/or final-state effects in
d+Au and Au+Au collisions at RHIC energies.

The production ratio of η and π0 mesons is shown in
Fig. 21 for p+p and in Fig. 22 for d+Au (MB and four
centrality classes). The ratio is calculated point by point for the
d+Au measurements, propagating the corresponding errors.
In the p+p case, a fit to the π0 spectrum [21] was used. All
the ratios are consistent with the PYTHIA [72] curve for p+p

at
√

s = 200 GeV (dashed line, see discussion in Sec. IV E1)
with an asymptotic R∞

η/π0 = 0.5 value.
Figure 23 shows the Rη/π0 (pT ) ratio for MB and three

Au+Au centralities, obtained using the latest PHENIX π0

spectra [21] and removing those systematic uncertainties that
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FIG. 18. (Color online) Nuclear modification factor RdA(pT ) for π 0 (left) and η (right) production in different centrality selections and MB
d+Au data. The bands around the data points show systematic uncertainties which can vary with pT (type-B errors). The shaded band around
unity indicates the 〈TdA〉 uncertainty and the small box on the left side of the data points indicates the normalization uncertainty of the p+p

total inelastic cross section.

cancel in the ratio. The Rη/π0 (pT ) data for Au+Au is compared
to a PYTHIA [72] calculation that reproduces the hadronic
collision data well (see the next section). Within uncertainties,
all the ratios are consistent with Rη/π0 ≈ 0.5 (dashed line)
and show no collision system, centrality, or pT dependence.

A simple fit to a constant above pT = 2 GeV/c yields the
following ratios:

(i) Rη/π0 (Au+Au cent) = 0.40 ± 0.04 (stat) ± 0.02 (syst),
χ2/ndf = 0.48
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side) and (ii) the p+p cross-section normalization uncertainty of
9.7% (right side). The RAA(pT ) for peripheral/central Au+Au have
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axis to improve the clarity of the plot.

(ii) Rη/π0 (Au+Au semicent) = 0.39 ± 0.03 (stat) ± 0.02
(syst), χ2/ndf = 0.26

(iii) Rη/π0 (Au+Au periph) = 0.40 ± 0.04 (stat) ± 0.02
(syst), χ2/ndf = 0.42

(iv) Rη/π0 (p+p)= 0.48 ± 0.02 (stat) ± 0.02 (syst), χ2/ndf =
0.89

(v) Rη/π0 (d+Au)= 0.47 ± 0.02 (stat) ± 0.02 (syst), χ2/
ndf = 0.84.
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FIG. 20. (Color online) RAA(pT ) measured in central Au+Au at√
sNN = 200 GeV for η, π 0 [19,21], and for direct γ [48]. The error

bars include all point-to-point uncertainties. The error bands at RAA =
1 have the same meaning as in Fig. 19. The baseline p+p → γ + X

reference used is a NLO pQCD calculation [48,71] that reproduces
our own data well [49], with theoretical (scale) uncertainties indicated
by the dash-dotted lines around the points. The solid yellow curve is
a parton energy loss prediction for the suppression factor of leading
pions in a medium with initial gluon density dNg/dy = 1100 [37].
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FIG. 21. (Color online) Ratio η/π 0 measured in p+p collisions
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√
s = 200 GeV. The error bars represent the point-to-point errors;

the boxes represent the systematic uncertainties. The dashed line is
the prediction of PYTHIA [72] for p+p at this center-of-mass energy.

E. World data on the η/π 0 ratio in high-energy particle
collisions

In this last section of the article, we present a compilation
of experimental η/π0 ratios as a function of transverse
momentum, Rη/π0 (pT ), measured in different hadronic and
nuclear colliding systems in a wide range of center-of-mass
energies (

√
sNN ≈ 3–1800 GeV). The collected world data

on η/π0 ratios includes (i) hadron-hadron collisions (26
p+p, p+p̄, π±+p data sets), (ii) hadron-nucleus collisions
(17 p, π±+A sets), and (iii) nucleus-nucleus collisions
(7 A+A data sets).

In addition, we present also the Rη/π0 (xp) ratio obtained
from inclusive π0 and η cross sections in e+e− as a function
of scaled momentum xp = 2 phad/

√
s measured by the four

LEP experiments at the Z pole (
√

s = 91.2 GeV). In all cases,
the ratio Rη/π0 increases rapidly with pT (or xp) and saturates
at Rη/π0 ≈ 0.4–0.5 above pT ≈ 3 GeV/c (xp ≈ 0.3). The
experimental Rη/π0 (pT ) ratios are also compared to PYTHIA

and to mT-scaling expectations. PHENIX p+p, d+Au, and
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FIG. 22. (Color online) Ratio η/π 0 measured in different cen-
tralities in d+Au collisions at

√
sNN = 200 GeV. The error bars

represent all point-to-point uncertainties. The dashed line is the
prediction of PYTHIA [72] for p+p at this center-of-mass energy. A
few Rη/π0 (pT ) ratios have been slightly displaced to the left or right
(±<150 MeV/c) along the pT axis to improve the clarity of the plot.
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TABLE VIII. Hadron-hadron collisions with a published η/π0 ratio and/or η and π 0 spectra. For each reaction we quote: the center-of-mass
energy

√
s (and plab for fixed-target experiments), the pT and xT = 2pT /

√
s ranges of the measurement (the xT values are not quoted for “soft”

spectra below pT = 1 GeV/c), and the average η/π 0 ratio above pT = 2 GeV/c obtained by fitting Rη/π0 (pT > 2 GeV/c) to a constant.

System
√

s

(GeV)
plab (GeV/c) pT range

(GeV/c)
xT range Rη/π0 (pT > 2 GeV/c) Authors Collab./Exp. Ref.

p+p 13.8 100 1.6–2.4 0.3–0.4 0.52 ± 0.13 Donaldson 78 FNAL M2 [79]
π++p 13.8 100 1.6–3.0 0.3–0.4 0.49 ± 0.10 Donaldson 78 FNAL M2 [79]
π−+p 13.8 100 2.0–3.0 0.3–0.4 0.41 ± 0.13 Donaldson 78 FNAL M2 [79]
π++p 19.4 200 2.0–3.5 0.2–0.4 0.40 ± 0.07 Donaldson 78 FNAL M2 [79]
π−+p 19.4 200 1.5–4.0 0.2–0.4 0.43 ± 0.04 Donaldson 78 FNAL M2 [79]
p+p 19.4 200 2.0–3.5 0.2–0.4 0.42 ± 0.04 Donaldson 78 FNAL M2 [79]
p+p 23.0 280 4.0–5.5 0.2–0.4 0.60 ± 0.04 Bonesini 88 CERN WA70 [80]
π++p 23.0 280 4.0–5.5 0.2–0.4 0.43 ± 0.05 Bonesini 88 CERN WA70 [80]
π−+p 23.0 280 4.0–5.5 0.2–0.4 0.57 ± 0.06 Bonesini 88 CERN WA70 [80]
p+p 24.3 2.5–4.0 0.2–0.3 0.45 ± 0.06 Antille 87 CERN UA6 [81]
p̄+p 24.3 2.5–4.0 0.2–0.3 0.48 ± 0.04 Antille 87 CERN UA6 [81]
p+p 27.5 400 0.2–1.6 — — Aguilar 91 NA 27 [82]
p+p 30.6 0.8–3.0 ∼0.1–0.2 0.55 ± 0.04 Amaldi 79 ISR [83]
p+p 30.6 3.0–4.0 0.2–0.3 0.54 ± 0.05 Kourkoumelis 79 ISR [42]
p+p 31.6 530 3.0–8.0 0.2–0.5 0.41 ± 0.03 Apanasevich 02 FNAL 706 [84]
p+p 38.8 800 3.0–8.0 0.1–0.4 0.44 ± 0.03 Apanasevich 02 FNAL 706 [84]
p+p 52.7 3.0–6.0 0.1–0.3 0.58 ± 0.03 Kourkoumelis 79 ISR [42]
p̄+p 53.0 2.5–4.0 0.1–0.2 0.53 ± 0.03 Akesson 85 ISR AFS [85]
p+p 53.0 2.5–4.0 0.1–0.2 0.55 ± 0.02 Akesson 85 ISR AFS [85]
p+p 53.2 3.0–6.0 0.1–0.2 0.54 ± 0.03 Amaldi 79 ISR [83]
p+p 62.4 3.0–11.0 0.2–0.4 0.55 ± 0.03 Kourkoumelis 79 ISR AFS [42]
p+p 63.0 0.2–1.5 — (0.07 ± 0.055) Akesson 86 ISR AFS [86]
p+p 63.0 2.0–4.0 0.06–0.13 0.47 ± 0.01 Akesson 83 ISR AFS [87]
p+p 200 2.0–12.0 0.02–0.12 0.48 ± 0.03 S. S. Adler 07 PHENIX This work
p̄+p 540 3.0–6.0 0.01–0.02 0.60 ± 0.04 (stat) ±

0.15 (syst)
Banner 85 CERN UA2 [88]

p̄+p 1800 12.0 0.01 1.02 ± 0.15 (stat) ±
0.23 (syst)

Abe 93 CDF [43]
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FIG. 23. (Color online) Au+Au Rη/π0 ratio in MB and three
centrality classes (0–20, 20–60, 60–92%) as a function of pT

compared to the ratio in d+Au and p+p collisions. The error bars
include all point-to-point errors. The dashed line is the prediction of
PYTHIA [72] for p+p at this center-of-mass energy. A few Rη/π0 (pT )
ratios have been slightly displaced to the left or right (±50 MeV/c)
along the pT axis to improve the clarity of the plot.

Au+Au η/π0 ratios at
√

s = 200 GeV are found to be
consistent with the obtained world data on Rη/π0 .

1. η/π 0 ratio in hadron-hadron, hadron-nucleus, and
nuclear collisions (

√
s ≈ 3–1800 GeV)

In Tables VIII, IX, and X we list all data sets with
published η and π0 spectra and/or published Rη/π0 (pT )
ratios in hadron-hadron, hadron-nucleus, and nucleus-nucleus
collisions that we have found in the literature. Most of those
measurements are performed around midrapidity. Roughly
half of the Rη/π0 (pT ) listed have been directly taken from
the original works whose references are provided in the data
tables. A few others have been constructed by taking the
ratio of the published π0 and η invariant cross-section spectra
measured at the same

√
s. In the latter case, the error in the

ratio has been computed by adding statistical and systematic
uncertainties quadratically. There were a few cases where the
pT binning of the η spectrum did not match that of the π0. In
these cases, the π0 spectrum was fitted with a functional form
that reproduced the data well (usually a modified power law of
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TABLE IX. Hadron-nucleus collisions with a published η/π0 ratio and/or η and π 0 spectra. For each reaction we quote: the center-of-mass
energy

√
sNN (and plab for fixed-target experiments), the pT and xT = 2pT /

√
s ranges of the measurement (the xT values are not quoted for

“soft” spectra below pT = 1 GeV/c), and the average η/π 0 ratio above pT = 2 GeV/c obtained by fitting Rη/π0 (pT > 2 GeV/c) to a constant.

System
√

sNN

(GeV)
plab (GeV/c) pT range

(GeV/c)
xT range Rη/π0 (pT >

2 GeV/c)
Authors Collab./Exp. Ref.

p+Be 19.4 200 2.5–4.0 0.2–0.4 0.28 ± 0.15 Povlis 83 FNAL E629 [89]
p+C 19.4 200 2.0–5.0 0.2–0.5 0.58 ± 0.05 Povlis 83 FNAL E629 [89]
p+Al 19.4 200 2.0–3.0 0.2–0.3 0.40 ± 0.18 Povlis 83 FNAL E629 [89]
π−+C 19.4 200 2.0–4.0 0.2–0.5 0.32 ± 0.11 Povlis 83 FNAL E629 [89]
p+Be 23.8 300 2.5–5.0 0.2–0.4 0.47 ± 0.03 Deschamps 85 FNAL E515 [90]
p+Be 29.1 450 0.1–1.0 — — Agakichiev 98 TAPS/CERES [91]
p+Au 29.1 450 0.1–1.2 — — Agakichiev 98 TAPS/CERES [91]
p+Be 29.1 450 0.2–1.6 — — Tikhomirov 95 HELIOS [92]
p+Be 30.7 500 4.0–7.0 0.3–0.5 0.40 ± 0.06 Alverson 93 FNAL E706 [93]
π−+Be 30.7 500 4.0–8.0 0.2–0.5 0.43 ± 0.05 Alverson 93 FNAL E706 [93]
π−+p 31.1 515 3.0–8.0 0.1–0.5 0.41 ± 0.05 Apanasevich 03 FNAL 706 [94]
π−+Be 31.1 515 3.0–8.0 0.1–0.5 0.48 ± 0.01 Apanasevich 03 FNAL 706 [94]
π−+Cu 31.1 515 3.0–8.0 0.1–0.5 0.50 ± 0.02 Apanasevich 03 FNAL 706 [94]
p+Be 31.6 530 3.0–8.0 0.1–0.5 0.42 ± 0.01 Apanasevich 03 FNAL 706 [94]
p+Cu 31.6 530 3.0–8.0 0.1–0.5 0.42 ± 0.02 Apanasevich 03 FNAL 706 [94]
p+Be 38.8 800 3.0–8.0 0.1–0.4 0.42 ± 0.01 Apanasevich 03 FNAL 706 [94]
p+Cu 38.8 800 3.0–8.0 0.1–0.4 0.45 ± 0.03 Apanasevich 03 FNAL 706 [94]
d+Au 200 2.0–12.0 0.02–0.1 0.47 ± 0.03 S. S. Adler 07 PHENIX This work

the form discussed in Ref. [73]) and the η/π0 ratio was then
obtained by dividing the η spectrum data points by the values
of the π0 function at each point. In this case, the error was
computed by dividing the quoted η error by the function value
at that point. The uncertainty arising from the π0 spectrum fit
was obtained by computing the minimum and maximum ratio
values at each point. Both errors were then added in quadrature.

In Tables VIII, IX and X, together with the general info
on the collected data sets, we indicate for each measurement
the approximate pT and xT = 2pT /

√
s ranges, as well as the

average value of Rη/π0 at high pT , obtained by fitting the data
to a constant above pT = 2 GeV/c. With the exception of the
higher energy data (

√
sNN >∼ 100 GeV), most of the experi-

mental ratios have been measured in a fractional momentum
range xT ≈ 0.1–0.3 where the parton distribution functions are
dominated by valence quarks (rather than gluons) and, hence,
the produced high-pT π0 and η mesons come largely from

q, q̄ fragmentation. Figures 24, 25, and 26 show the corre-
sponding Rη/π0 (pT ) ratios for each type of colliding system.
All the ratios show a rapid increase with pT and level
off at Rη/π0 ≈ 0.4–0.5 above pT ≈ 3 GeV/c. No difference
is observed for different colliding systems. The PHENIX
p+p, d+Au, and Au+Au high-pT data presented in the
previous section are consistent with those ratios. A fit of
the PHENIX ratios to a constant gives Rη/π0 = 0.47 ±
0.03 for both p+p and d+Au and, slightly lower but
still consistent, Rη/π0 = 0.40 ± 0.04 for Au+Au. Together
with the data points in Figs. 24–26, we also plot two
phenomenological curves with PYTHIA 6.131 [72] based on
the Lund fragmentation model [74,75], and on mT-scaling
expectations for the η/π0 ratio in p+p collisions at

√
s =

200 GeV.

a. Lund string fragmentation. The fragmentation mecha-
nism in PYTHIA is based on the phenomenological Lund string

TABLE X. Nucleus-nucleus collisions with a published η/π0 ratio and/or η and π 0 spectra. For each reaction we quote: the center-of-mass
energy

√
sNN (and plab for fixed-target experiments), the pT and xT = 2pT /

√
sNN ranges of the measurement (the xT values are not quoted for

“soft” spectra below pT = 1 GeV/c), and the average η/π 0 ratio above pT = 2 GeV/c obtained by fitting Rη/π0 (pT > 2 GeV/c) to a constant.

System
√

sNN

(GeV)
plab (GeV/c) pT range

(GeV/c)
xT range Rη/π0 (pT > 2

GeV/c)
Authors Collab./Exp. Ref.

C+C 2.7 2.0 0.0–0.8 — — Averbeck 97 GSI TAPS [95]
Ca+Ca 2.7 2.0 0.0–0.7 — — Averbeck 03 GSI TAPS [96]
Ni+Ni 2.7 1.9 0.0–0.7 — — Averbeck 03 GSI TAPS [96]
Pb+Pb 17.3 158 0.6–2.6 ∼0.1–0.3 0.53 ± 0.21 Aggarwal 00 CERN WA98 [97]
S+S 19.4 200 0.5–1.5 0.1–0.2 0.21 ± 0.06 Albrecht 95 CERN WA80 [98]
S+Au 19.4 200 0.5–3.5 0.1–0.3 0.61 ± 0.14 Albrecht 95 CERN WA80 [98]
Au+Au 200 2.0–10.0 0.02–0.1 0.40 ± 0.04 S. S. Adler 07 PHENIX This work
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FIG. 24. (Color online) Values of the Rη/π0 ratios as a function of
pT measured in the hadron-hadron collisions reported in Table VIII.
The black curve is the prediction of PYTHIA [72] for the ratio in p+p

at
√

s = 200 GeV, and the red shaded area indicates the empirical mT-
scaling prescription Eq. (10) with fixed a = 1.2, power-law exponent
n = 10–14, and an asymptotic R∞

η/π0 = 0.5 ratio.

scheme [74,75] that considers the color field between the
partons to be the fragmenting entity rather than the quarks
and gluons themselves. The string is viewed as a color flux
tube formed by gluon self-interaction between the partons.
As the partons move apart the potential energy stored in
the string increases. At some point the string breaks via the
production of new qq̄ pairs according to the probability of
a quantum-mechanical tunneling process, exp(−π m2

q,T/κ),
which depends on the transverse mass squared (m2

q,T = m2 +
pT

2) and the string tension κ ≈ 1 GeV/fm ≈ 0.2 GeV2.
The string breakup process proceeds repeatedly into color
singlet systems as long as the invariant mass of the string
pieces exceeds the on-shell mass of a hadron (each hadron
corresponding to a small piece of string with a quark at
one end and an antiquark at the other). At each branching,

FIG. 25. (Color online) Values of the Rη/π0 ratios as a function of
pT measured in the hadron-nucleus collisions reported in Table IX.
The black curve is the prediction of PYTHIA [72] for the ratio in p+p

at
√

s = 200 GeV, and the red shaded area indicates the empirical mT-
scaling prescription Eq. (10) with fixed a = 1.2, power-law exponent
n = 10–14, and an asymptotic R∞

η/π0 = 0.5 ratio.

FIG. 26. (Color online) Values of the Rη/π0 ratios as a function of
pT measured in the nucleus-nucleus collisions reported in Table X.
The black curve is the prediction of PYTHIA [72] for the ratio in p+p

at
√

s = 200 GeV, and the red shaded area indicates the empirical mT-
scaling prescription Eq. (10) with fixed a = 1.2, power-law exponent
n = 10–14, and an asymptotic R∞

η/π0 = 0.5 ratio.

probabilistic rules are given for the production of flavors
(uū : dd̄ : ss̄ = 1 : 1 : 0.3 in the default settings), spin (e.g., a
3:1 mixture between the lowest lying vector and pseudoscalar
multiplets is used, suggested by spin counting arguments),
and for the sharing of energy and momentum among the
products. Regarding the latter, the probability that a hadron
picks a fraction z of E + pz out of the available E + p (pz

is the momentum of the formed hadron along the direction of
the quark q) is given by the “Lund symmetric fragmentation
function:”

f (z) ∝ z−1(1 − z)a exp(−b mT
2/z), (8)

where a and b are free parameters adjusted to bring the
fragmentation into accordance with measured LEP data, e.g.,
a = 0.3 and b = 0.58 GeV−2 are the current default values
for PYTHIA 6.3 [76]. In addition, for the flavor-diagonal meson
states uū : dd̄ : ss̄, PYTHIA also includes mixing into the
physical mesons. This is done according to a parametrization,
based on the mixing angles given in the Review of Particle
Properties [57]. In particular, the default choices correspond
to η = 1/2(uū + dd̄) − 1/

√
2(ss̄) and η′ = 1/2(uū + dd̄) +

1/
√

2(ss̄). Thus, in the π0 − η − η′ system, no account is taken
of the difference in masses, an approximation that seems to
lead to an overestimate of η′ rates in e+e− annihilation [103].
PYTHIA includes therefore parameters to allow an additional
“tunable” suppression of η and η′ states.

The PYTHIA Monte Carlo simulations of π0 and η pT -
differential cross sections were carried out with the default
settings. In particular, no ad hoc suppression of η was
selected. Any uncertainty related to the choice of any (flavor-
independent) settings should in principle cancel in the ratio
of both pT spectra. As seen in Figs. 24–26, within the
(relatively large in some cases) experimental uncertainties,
good agreement between the Rη/π0 (pT ) data and the model
prediction is found for all the colliding systems and pT ranges,
despite being at very different center-of-mass energies. We
have also run PYTHIA at

√
s = 30 GeV as a reference for lower
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energy results, but the resulting η/π0 curve, though slightly
lower at high-pT (Rη/π0 ≈ 0.44), is still relatively close to the
one obtained at

√
s = 200 GeV. This is an indication that the

pT dependence of the production mechanisms for both neutral
mesons is very similar for all systems and center-of-mass
energies and, correspondingly, the ratio of pT -differential
cross sections is basically independent of the characteristics of
the initial collision process but dominated by the ratio of η and
π0 (vacuum) FF, which is relatively constant in this kinematic
range (see discussion in Sec. IV E2).

b. mT scaling. The red shaded curve shown in Figs. 24, 25,
and 26 corresponds to an empirical mT-scaling observation
[77] that assumes that the hadron differential cross sections,
plotted as a function of the transverse mass of the produced
particle mT =

√
m2

h + pT
2, all have the same shape, f (mT),

with an absolute normalization factor Ch that can vary but is
found to be the same for many species:

E
d3σh

d3p
= Ch · f (mT). (9)

Assuming isospin symmetry for pion production, we have
combined the measured PHENIX charged (π+ + π−)/2 (mea-
sured in the range pT = 0.2–2.6 GeV/c) [78] and neutral
(pT = 1–14 GeV/c) [17] pion differential mT cross sections
in p+p collisions and fitted them with a modified power-law
functional form2 that reproduces the full spectra well in the
range mT ≈ 0.2–14 GeV/c2:

f (mT) = (mT + a)−n, with a = 1.2 and n = 10. (10)

If one assumes that mT scaling holds for η, then its mT =√
m2

η + pT
2 spectrum can also be represented by Eqs. (9)

and (10) (with, in principle, a different Ch) and, therefore,
the η/π0 ratio as a function of pT should follow:

Rη/π0 (pT ) = R∞
η/π0 ·


 a +

√
m2

η + pT
2

a +
√

m2
π0 + pT

2




n

, (11)

where R∞
η/π0 = Cη/Cπ0 is the asymptotic value of the ratio

of η over π0 for large pT . Note that because the assumption
of mT scaling is that both mT-differential cross sections have
the same shape, the same parameters a = 1.2 and n = 10 are
valid for both spectra as well as for the ratio [Eq. (11)]. In
all figures, the plotted mT-scaling curve with an asymptotic
value of R∞

η/π0 = 0.5 is found to be in good agreement with
both the data and the PYTHIA predictions. We note that the
agreement between PYTHIA and mT-scaling is not unexpected
in as much as the Lund “fragmentation function,” Eq. (8),
depends explicitly on the mT of the produced hadron. The
upper red curve shown in all plots is that with the a and n

parameters of Eq. (11) that reproduce the power-law shape of
the meson spectra at

√
s = 200 GeV. At lower

√
s, the spectra

get increasingly steeper and a and n change accordingly [a
and n are correlated with 〈mT〉 which itself is a logarithmically

2Note that the a and n parameters of Eq. (10) are not independent but
strongly correlated. They are actually related to the mean transverse
mass of the spectrum via 〈mT〉 = 2a/(n − 3).

increasing function of
√

s, i.e., 〈mT〉 = f (
√

s)]. For illustrative
purposes, we have (arbitrarily) fixed the parameter a to the
value a = 1.2 and refitted the π0 spectra measured at different
center-of-mass energies with n as a free exponent. With
fixed a the corresponding values of the power-law exponent
increase with decreasing

√
s as n ≈ 10, 11.5, 13.5, and 14.0

at
√

s = 200, 63, 27, and 13 GeV, respectively. The shaded
red area indicates the range of expected mT-scaling ratios
for power-law exponents n = 10.–14. The differences are
negligible at large pT —where the η and π0 masses are much
smaller than their pT and the ratio Eq. (11) Rη/π0 (pT ) ≈ R∞

η/π0

is independent of n but increases at lower pT (pT <∼ 3 GeV/c).
Furthermore, it is worth noting that in the low-pT region below
1 GeV/c, the agreement between the data and the mT-scaling
curve is not always perfect for all data sets, even taking into
account different power-law exponents. This is due to the
fact that at very low mT ≈ 0.0–0.4 GeV/c2, the pion yield
rises due to contributions from multiple resonance decays
and the formula [Eq. (10)] does not reproduce the spectral
shape of the data anymore. Instead, an exponential behavior of
the form Ed3σ/d3p = B · exp(−b mT) [99] extrapolates the
spectra better in the soft regime all the way down to mT =
0 GeV/c2. However, for all practical purposes in this
analysis focused on high-pT production, we consider
Eq. (10) [(and correspondingly Eq. (11)] to be a good enough
approximation.

Last we want to mention that in the case of nucleus-
nucleus collisions the existence of a strong collective radial
flow (βcoll ≈ 0.6 at RHIC [100]), absent in p+p collisions,
changes the spectral shape of different hadrons produced at
low transverse momenta (pT <∼ 2 GeV/c) and should result
in a violation of the mT-scaling behavior [101]. Because
hydrodynamical flow results in a larger boost for the (heavier)
η than for π0, one expects a comparatively larger Rη/π0 (pT )
ratio in Au+Au than in p+p collisions below pT ≈ 2 GeV/c.
Unfortunately, we cannot test this assertion with RHIC data
since our lowest pT value (pT ≈ 2 GeV/c) is just in the range
where radial flow effects start to die out. The same holds true
also for the recent proposal [102] to study the η/π0 ratio
as a tool to test different parton recombination scenarios in
hadron production in nucleus-nucleus collisions. Lower-pT

η measurements, which are intrinsically more difficult due
to the reduced PHENIX acceptance and the larger γ γ

combinatorial background, would be needed to better address
the role of collective flow and/or parton recombination effects
on the spectral shape and yields of light neutral mesons in
Au+Au collisions at RHIC.

2. η/π 0 ratio in e+e− collisions at the Z pole (
√

s = 91.2 GeV)

In this last section we are interested in determining the
η/π0 ratio in an elementary colliding system such as e+e− and
comparing it to the corresponding ratios obtained in hadronic
and nuclear collisions. In e+e− the dominant high-momentum
hadron production mechanism is q, q̄ fragmentation because
gluon production (and subsequent fragmentation) occurs with
a probability that is suppressed by a factor αS and therefore
plays a comparatively less significant role than in the (highest
energy) hadronic and nuclear collisions discussed in the
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TABLE XI. Experimental measurements at LEP of η, π0

spectra in e+e− collisions at
√

s = 91.2 GeV.

Collaboration/Year Particle Authors [Ref.]

ALEPH 92 η Buskulic et al. [103]
ALEPH 96a π 0 Barate et al. [104]
ALEPH 96b π 0, η Barate et al. [105]
ALEPH 99 π 0, η Barate et al. [106]
ALEPH 01 η Heister et al. [107]
DELPHI 95 π 0 Adam et al. [108]
L3 91 π 0 Adeva et al. [109]
L3 92 η Adriani et al. [110]
L3 94a π 0, η Acciarriet al. [111]
OPAL 98 π 0, η Ackerstaff et al. [112]
OPAL 00 π 0, η Abbiendi et al. [113]

previous section. Some of the experimental interest in the study
of η production in e+e− collisions was in fact triggered by
theoretical expectations that the isoscalar mesons contained a
significant g g component, and thus that gluon jets should
exhibit an anomalously large tendency to fragment into η

and η′(958) mesons [120–122]. However, this hypothesis
was not confirmed by a detailed analysis of the ALEPH
e+e− gluon fragmentation data [106]. Table XI lists all the
existing measurements of inclusive π0 and η production
in e+e− collisions at LEP at energies around the Z pole.
At lower energies, there are several results on inclusive π0

production in e+e− but few η measurements exist (
√

s = 29
and 35 GeV at SLAC PEP [114,115] and SLC [116–119],
respectively), and we could not determine the corresponding
ratios.

Figures 27 and 28 show the combined inclusive η and π0

invariant cross sections measured as a function of the scaled
particle momentum xp = 2 phad/

√
s. Note that the overall

η and π0 spectra have been measured in xp ranges which
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FIG. 27. (Color online) Differential inclusive η cross section as
a function of the scaled momentum xp = 2 phad/

√
s measured at the

Z pole by the three LEP experiments listed in Table XI, fitted to
Eq. (13) (solid curve).

px
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

p
/d

x
σ

) 
d

h
ad

σ
(1

/

-410

-310

-210

-110

1

10

210

310
 = 91.2 GeV:s @ 0π →-+e+e

Aleph 96a
Aleph 96b
Aleph 99
Delphi 95
L3 91
L3 94a
L3 94b
Opal 98

FIG. 28. Differential inclusive π 0 cross section as a function of
the scaled momentum xp = 2 phad/

√
s measured at the Z pole by the

four LEP experiments listed in Table XI.

are not completely overlapping. There are more experimental
measurements on inclusive η (π0) production at large (small)
xp >∼ 0.7(xp <∼ 0.1). For this reason, to obtain the ratio of η over
π0 cross sections, we have parametrized the η cross section as

1

σhad

dση

dxp

= A · (xp + b)n · (1 − xp)m (12)

and taken the ratio of the individual π0 data points over the
resulting fit. We note that there is currently no η FF available
in the standard FF sets at hand in the literature (BKK [123],
KKP [124], Kretzer [125], BFGW [126]). Namely, the LEP
data compiled in Fig. 27 have not been fitted and coded
so far into any usable format that can be handled within a
QCD collinear factorization approach. We are aware of only
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FIG. 29. (Color online) Ratio η/π 0 versus scaled momentum
xp = 2 phad/

√
s measured in e+e− collisions at LEP energies

(Table XI), obtained from the π 0 results of Fig. 28 and the η fit,
Eq. (13). The dashed line is the asymptotic Rη/π0 = 0.5 measured in
hadronic and nuclear collisions.
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TABLE XII. Invariant production cross section of η mesons in p+p at
√

s = 200 GeV.

pT

(GeV/c)
E d3σ/d3p

(mb/GeV−2c3)
Tot. err. Stat. err. Sys. err. ErrorA Error B Error C

η → γ γ

2.75 1.30 × 10−3 4.20 × 10−4 2.25 × 10−4 7.91 × 10−6 0 3.34 × 10−4 1.20 × 10−4

3.25 3.78 × 10−4 6.81 × 10−5 8.09 × 10−6 1.37 × 10−6 0 5.79 × 10−5 3.48 × 10−5

3.75 1.37 × 10−4 2.15 × 10−5 3.53 × 10−6 4.03 × 10−7 0 1.70 × 10−5 1.26 × 10−5

4.25 5.49 × 10−5 8.20 × 10−6 1.81 × 10−6 1.47 × 10−7 0 6.20 × 10−6 5.05 × 10−6

4.75 2.22 × 10−5 3.34 × 10−6 1.03 × 10−6 5.76 × 10−8 0 2.43 × 10−6 2.04 × 10−6

5.25 1.08 × 10−5 1.70 × 10−6 6.82 × 10−7 2.83 × 10−8 0 1.20 × 10−6 9.90 × 10−7

5.75 5.66 × 10−6 9.36 × 10−7 4.39 × 10−7 1.52 × 10−8 0 6.42 × 10−7 5.21 × 10−7

6.5 2.02 × 10−6 3.47 × 10−7 1.75 × 10−7 5.58 × 10−9 0 2.36 × 10−7 1.86 × 10−7

7.5 6.99 × 10−7 1.40 × 10−7 9.14 × 10−8 2.00 × 10−9 0 8.45 × 10−8 6.43 × 10−8

8.5 1.81 × 10−7 4.92 × 10−8 4.04 × 10−8 5.35 × 10−10 0 2.26 × 10−8 1.67 × 10−8

9.5 1.02 × 10−7 3.22 × 10−8 2.80 × 10−8 3.08 × 10−10 0 1.30 × 10−8 9.34 × 10−9

11 2.21 × 10−8 9.24 × 10−9 8.52 × 10−9 1.35 × 10−10 0 2.94 × 10−9 2.03 × 10−9

η → π 0π+π−

3.0 7.5 × 10−4 2.4 × 10−4 1.3 × 10−4 2.1 × 10−4 1.1 × 10−4 1.6 × 10−4 8.5 × 10−5

4.0 8.1 × 10−5 2.5 × 10−5 1.4 × 10−5 2.1 × 10−5 1.3 × 10−5 1.4 × 10−5 9.1 × 10−6

5.0 2.0 × 10−5 6.6 × 10−6 3.3 × 10−6 5.8 × 10−6 4.5 × 10−6 2.9 × 10−6 2.3 × 10−6

6.0 5.8 × 10−6 1.7 × 10−6 1.1 × 10−6 1.4 × 10−6 9.5 × 10−7 7.2 × 10−7 6.5 × 10−7

7.0 1.0 × 10−6 5.0 × 10−7 3.9 × 10−7 3.2 × 10−7 2.6 × 10−7 1.3 × 10−7 1.2 × 10−7

8.0 4.5 × 10−7 2.7 × 10−7 2.1 × 10−7 1.6 × 10−7 1.5 × 10−7 5.6 × 10−8 5.1 × 10−8

two works (Rolli et al. at NLO [127] and Indumathi and
collaborators at LO [128]) that have tried to parametrize the
η FF from these data. An updated version of the η FF would
be useful as input to a NLO pQCD cross-section calculation
for comparison to the results presented here and especially
in the light of upcoming high-pT η asymmetry results using
polarized beams of relevance for the proton spin program at

RHIC [44]. Fitting all the available η data with Eq. (12), we
obtain the following empirical parametrization:

1

σhad

dση

dxp

= 0.0975 · (xp + 0.186)−2.953 · (1 − xp)1.507,

(13)
χ2/ ndf = 0.37.

TABLE XIII. Invariant production cross section of η mesons in d+Au at
√

sNN = 200 GeV.

pT (GeV/c) E d3σ/d3p

(mb/GeV−2c3)
Tot. err. Stat. err. Sys. err. Error A Error B Error C

η → γ γ

2.25 2.06 7.49 × 10−1 1.30 × 10−1 3.37 × 10−4 0 7.30 × 10−1 1.08 × 10−1

2.75 6.25 × 10−1 1.09 × 10−1 4.06 × 10−2 4.41 × 10−5 0 9.55 × 10−2 3.28 × 10−2

3.25 1.58 × 10−1 2.40 × 10−2 1.48 × 10−2 7.84 × 10−6 0 1.70 × 10−2 8.27 × 10−3

3.75 6.72 × 10−2 8.21 × 10−3 1.86 × 10−3 3.31 × 10−6 0 7.18 × 10−3 3.53 × 10−3

4.25 2.57 × 10−2 3.18 × 10−3 7.56 × 10−4 1.28 × 10−6 0 2.78 × 10−3 1.35 × 10−3

4.75 1.06 × 10−2 1.34 × 10−3 3.64 × 10−4 5.39 × 10−7 0 1.17×10−3 5.55 × 10−4

5.25 4.38 × 10−3 5.65 × 10−4 1.96 × 10−4 2.20 × 10−7 0 4.77 × 10−4 2.30 × 10−4

5.75 2.30 × 10−3 3.08 × 10−4 1.22 × 10−4 1.18 × 10−7 0 2.56 × 10−4 1.21 × 10−4

6.5 9.20 × 10−4 1.27 × 10−4 5.11 × 10−5 4.86 × 10−8 0 1.05 × 10−4 4.83 × 10−5

7.5 2.47 × 10−4 4.39 × 10−5 3.00 × 10−5 1.35 × 10−8 0 2.93 × 10−5 1.30 × 10−5

8.5 9.17 × 10−5 1.89 × 10−5 1.44 × 10−5 5.18 × 10−9 0 1.12 × 10−5 4.82 × 10−6

9.5 4.56 × 10−5 9.14 × 10−6 6.69 × 10−6 2.65 × 10−9 0 5.75 × 10−6 2.40 × 10−6

11 1.31 × 10−5 2.88 × 10−6 2.21 × 10−6 7.92 × 10−10 0 1.72 × 10−6 6.88 × 10−7

η → π 0π+π−

5.0 1.1 × 10−2 7.6 × 10−3 5.7 × 10−3 5.1 × 10−3 3.7 × 10−3 3.2 × 10−3 9.9 × 10−4

6.0 2.7 × 10−3 1.6 × 10−3 1.2 × 10−3 1.0 × 10−3 6.9 × 10−4 7.3 × 10−4 2.4 × 10−4

7.0 5.8 × 10−4 4.4 × 10−4 3.9 × 10−4 1.9 × 10−4 1.3 × 10−4 1.3 × 10−4 5.1 × 10−5

8.0 2.4 × 10−4 1.4 × 10−4 1.1 × 10−4 8.4 × 10−5 6.1 × 10−5 5.4 × 10−5 2.1 × 10−5
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TABLE XIV. Invariant yields, (1/2πpT )(d2Ncent/dpT dy), measured in d+Au for different centrality classes from most central
(0–20%) to most peripheral (60–88%).

pT (GeV/c) Inv. yield Tot. err. Stat. err. Sys. err. Error A Error B Error C

0–20%
2.25 1.59 × 10−3 5.96 × 10−4 1.85 × 10−4 5.67 × 10−4 0 5.67 × 10−4 0
2.75 5.46 × 10−4 1.02 × 10−4 5.65 × 10−5 8.49 × 10−5 0 8.49 × 10−5 0
3.25 1.27 × 10−4 2.49 × 10−5 2.05 × 10−5 1.42 × 10−5 0 1.42 × 10−5 0
3.75 5.84 × 10−5 6.89 × 10−6 2.43 × 10−6 6.45 × 10−6 0 6.45 × 10−6 0
4.25 2.22 × 10−5 2.66 × 10−6 9.62 × 10−7 2.48 × 10−6 0 2.48 × 10−6 0
4.75 9.26 × 10−6 1.15 × 10−6 4.61 × 10−7 1.06 × 10−6 0 1.06 × 10−6 0
5.25 3.85 × 10−6 4.92 × 10−7 2.36 × 10−7 4.32 × 10−7 0 4.32 × 10−7 0
5.75 1.97 × 10−6 2.70 × 10−7 1.47 × 10−7 2.26 × 10−7 0 2.26 × 10−7 0
6.5 7.29 × 10−7 1.06 × 10−7 6.15 × 10−8 8.60 × 10−8 0 8.60 × 10−8 0
7.5 2.26 × 10−7 4.57 × 10−8 3.64 × 10−8 2.76 × 10−8 0 2.76 × 10−8 0
8.5 5.29 × 10−8 1.36 × 10−8 1.19 × 10−8 6.65 × 10−9 0 6.65 × 10−9 0
9.5 3.31 × 10−8 8.26 × 10−9 7.06 × 10−9 4.27 × 10−9 0 4.27 × 10−9 0
11 1.05 × 10−8 2.84 × 10−9 2.47 × 10−9 1.41 × 10−9 0 1.41 × 10−9 0

20–40%
2.25 1.18 × 10−3 4.38 × 10−4 1.37 × 10−4 4.16 × 10−4 0 4.16 × 10−4 0
2.75 4.02 × 10−4 7.52 × 10−5 4.36 × 10−5 6.13 × 10−5 0 6.13 × 10−5 0
3.25 1.02 × 10−4 1.93 × 10−5 1.59 × 10−5 1.09 × 10−5 0 1.09 × 10−5 0
3.75 3.92 × 10−5 4.60 × 10−6 1.90 × 10−6 4.18 × 10−6 0 4.18 × 10−6 0
4.25 1.47 × 10−5 1.77 × 10−6 7.97 × 10−7 1.59 × 10−6 0 1.59 × 10−6 0
4.75 5.89 × 10−6 7.53 × 10−7 3.79 × 10−7 6.50 × 10−7 0 6.50 × 10−7 0
5.25 2.99 × 10−6 4.01 × 10−7 2.35 × 10−7 3.25 × 10−7 0 3.25 × 10−7 0
5.75 1.45 × 10−6 2.06 × 10−7 1.28 × 10−7 1.61 × 10−7 0 1.61 × 10−7 0
6.5 5.44 × 10−7 8.24 × 10−8 5.41 × 10−8 6.22 × 10−8 0 6.22 × 10−8 0
7.5 1.68 × 10−7 3.69 × 10−8 3.11 × 10−8 1.99 × 10−8 0 1.99 × 10−8 0
8.5 5.91 × 10−8 1.29 × 10−8 1.07 × 10−8 7.23 × 10−9 0 7.23 × 10−9 0
9.5 1.92 × 10−8 7.74 × 10−9 7.35 × 10−9 2.42 × 10−9 0 2.42 × 10−9 0
11 1.19 × 10−8 2.90 × 10−9 2.45 × 10−9 1.55 × 10−9 0 1.55 × 10−9 0

40–60%
2.25 9.14 × 10−4 3.40 × 10−4 1.03 × 10−4 3.24 × 10−4 0 3.24 × 10−4 0
2.75 1.85 × 10−4 4.31 × 10−5 3.25 × 10−5 2.83 × 10−5 0 2.83 × 10−5 0
3.25 7.17 × 10−5 1.47 × 10−5 1.25 × 10−5 7.73 × 10−6 0 7.73 × 10−6 0
3.75 2.46 × 10−5 3.01 × 10−6 1.47 × 10−6 2.62 × 10−6 0 2.62 × 10−6 0
4.25 9.73 × 10−6 1.22 × 10−6 6.23 × 10−7 1.05 × 10−6 0 1.05 × 10−6 0
4.75 4.19 × 10−6 5.67 × 10−7 3.27 × 10−7 4.63 × 10−7 0 4.63 × 10−7 0
5.25 1.71 × 10−6 2.69 × 10−7 1.95 × 10−7 1.85 × 10−7 0 1.85 × 10−7 0
5.75 9.73 × 10−7 1.71 × 10−7 1.33 × 10−7 1.08 × 10−7 0 1.08 × 10−7 0
6.5 3.84 × 10−7 6.14 × 10−8 4.29 × 10−8 4.39 × 10−8 0 4.39 × 10−8 0
7.5 1.07 × 10−7 3.14 × 10−8 2.87 × 10−8 1.27 × 10−8 0 1.27 × 10−8 0
8.5 3.69 × 10−8 1.15 × 10−8 1.06 × 10−8 4.52 × 10−9 0 4.52 × 10−9 0
9.5 1.41 × 10−8 6.31 × 10−9 6.06 × 10−9 1.77 × 10−9 0 1.77 × 10−9 0
11 2.56 × 10−9 2.11 × 10−9 2.09 × 10−9 3.35 × 10−10 0 3.35 × 10−10 0

60–88%
2.25 4.07 × 10−4 1.54 × 10−4 5.17 × 10−5 1.45 × 10−4 0 1.45 × 10−4 0
2.75 1.27 × 10−4 2.64 × 10−5 1.75 × 10−5 1.97 × 10−5 0 1.97 × 10−5 0
3.25 3.52 × 10−5 7.72 × 10−6 6.66 × 10−6 3.90 × 10−6 0 3.90 × 10−6 0
3.75 1.11 × 10−5 1.45 × 10−6 7.84 × 10−7 1.22 × 10−6 0 1.22 × 10−6 0
4.25 4.55 × 10−6 6.09 × 10−7 3.40 × 10−7 5.06 × 10−7 0 5.06 × 10−7 0
4.75 1.88 × 10−6 2.71 × 10−7 1.68 × 10−7 2.13 × 10−7 0 2.13 × 10−7 0
5.25 6.34 × 10−7 1.21 × 10−7 9.76 × 10−8 7.10 × 10−8 0 7.10 × 10−8 0
5.75 4.65 × 10−7 8.14 × 10−8 6.17 × 10−8 5.31 × 10−8 0 5.31 × 10−8 0
6.5 2.27 × 10−7 4.27 × 10−8 3.34 × 10−8 2.66 × 10−8 0 2.66 × 10−8 0
7.5 4.83 × 10−8 1.17 × 10−8 1.01 × 10−8 5.87 × 10−9 0 5.87 × 10−9 0
8.5 1.18 × 10−8 6.61 × 10−9 6.44 × 10−9 1.48 × 10−9 0 1.48 × 10−9 0
9.5 6.33 × 10−9 3.76 × 10−9 3.67 × 10−9 8.15 × 10−10 0 8.15 × 10−10 0
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TABLE XV. Invariant yields measured, (1/2πpT )(d2Ncent/dpT dy), in Au+Au for different centrality classes,
including minimum bias (0–92%) and three centrality classes (0–20, 20–60, 60–92%).

pT (GeV/c) Inv. yield Tot. err. Sys. err. Stat. err. + error A Error B Error C

0–92% (MB)
2.25 1.26 × 10−2 3.66 × 10−3 1.84 × 10−3 3.16 × 10−3 1.48 × 10−3 0
2.75 3.90 × 10−3 1.12 × 10−3 5.78 × 10−4 9.61 × 10−4 4.66 × 10−4 0
3.25 8.79 × 10−4 1.70 × 10−4 1.32 × 10−4 1.08 × 10−4 1.07 × 10−4 0
3.75 2.33 × 10−4 5.13 × 10−5 3.53 × 10−5 3.72 × 10−5 2.88 × 10−5 0
4.50 6.44 × 10−5 1.60 × 10−5 9.97 × 10−6 1.25 × 10−5 8.22 × 10−6 0
5.50 1.14 × 10−5 2.57 × 10−6 1.82 × 10−6 1.81 × 10−6 1.52 × 10−6 0
6.50 2.80 × 10−6 1.05 × 10−6 4.59 × 10−7 9.48 × 10−7 3.87 × 10−7 0
7.50 9.60 × 10−7 2.63 × 10−7 1.62 × 10−7 2.07 × 10−7 1.38 × 10−7 0
8.50 4.09 × 10−7 1.84 × 10−7 7.07 × 10−8 1.70 × 10−7 6.09 × 10−8 0
9.50 1.51 × 10−7 8.25 × 10−8 2.67 × 10−8 7.81 × 10−8 2.32 × 10−8 0

0–20%
2.25 3.95 × 10−2 1.24 × 10−2 5.80 × 10−3 1.09 × 10−2 4.65 × 10−3 0
2.75 1.29 × 10−2 3.86 × 10−3 1.91 × 10−3 3.36 × 10−3 1.54 × 10−3 0
3.25 2.23 × 10−3 5.99 × 10−4 3.34 × 10−4 4.97 × 10−4 2.71 × 10−4 0
3.75 4.53 × 10−4 2.07 × 10−4 6.88 × 10−5 1.95 × 10−4 5.61 × 10−5 0
4.50 1.49 × 10−4 4.55 × 10−5 2.30 × 10−5 3.93 × 10−5 1.90 × 10−5 0
5.50 2.74 × 10−5 8.33 × 10−6 4.37 × 10−6 7.09 × 10−6 3.65 × 10−6 0
6.50 5.99 × 10−6 2.73 × 10−6 9.83 × 10−7 2.55 × 10−6 8.30 × 10−7 0
7.50 2.79 × 10−6 6.99 × 10−7 4.71 × 10−7 5.17 × 10−7 4.02 × 10−7 0
8.50 8.42 × 10−7 4.02 × 10−7 1.46 × 10−7 3.75 × 10−7 1.25 × 10−7 0
9.50 4.18 × 10−7 2.18 × 10−7 7.40 × 10−8 2.05 × 10−7 6.43 × 10−8 0

20–60%
2.25 1.21 × 10−2 3.51 × 10−3 1.78 × 10−3 3.03 × 10−3 1.42 × 10−3 0
2.75 2.88 × 10−3 8.52 × 10−4 4.26 × 10−4 7.38 × 10−4 3.43 × 10−4 0
3.25 8.58 × 10−4 1.66 × 10−4 1.29 × 10−4 1.06 × 10−4 1.04 × 10−4 0
3.75 2.54 × 10−4 5.40 × 10−5 3.85 × 10−5 3.78 × 10−5 3.14 × 10−5 0
4.50 7.05 × 10−5 1.74 × 10−5 1.09 × 10−5 1.36 × 10−5 8.99 × 10−6 0
5.50 1.57 × 10−5 3.36 × 10−6 2.51 × 10−6 2.24 × 10−6 2.09 × 10−6 0
6.50 3.30 × 10−6 1.28 × 10−6 5.42 × 10−7 1.16 × 10−6 4.58 × 10−7 0
7.50 1.06 × 10−6 2.65 × 10−7 1.79 × 10−7 1.96 × 10−7 1.53 × 10−7 0
8.50 3.46 × 10−7 1.60 × 10−7 5.99 × 10−8 1.48 × 10−7 5.16 × 10−8 0
9.50 1.54 × 10−7 7.97 × 10−8 2.72 × 10−8 7.49 × 10−8 2.36 × 10−8 0

60–92%
2.25 1.06 × 10−3 3.27 × 10−4 2.41 × 10−4 2.21 × 10−4 2.22 × 10−4 0
2.75 3.34 × 10−4 1.02 × 10−4 7.61 × 10−5 6.83 × 10−5 7.03 × 10−5 0
3.25 1.11 × 10−4 2.34 × 10−5 1.66 × 10−5 1.65 × 10−5 1.34 × 10−5 0
3.75 4.04 × 10−5 9.05 × 10−6 6.13 × 10−6 6.66 × 10−6 5.00 × 10−6 0
4.50 1.16 × 10−5 3.11 × 10−6 1.80 × 10−6 2.54 × 10−6 1.48 × 10−6 0
5.50 1.67 × 10−6 1.07 × 10−6 2.65 × 10−7 1.04 × 10−6 2.22 × 10−7 0

Using the fit [Eq. (13)] and the π0 data plotted in
Fig. 28 we have obtained the Rη/π0 (xp) ratio shown in
Fig. 29. As seen for the corresponding η/π0 ratios in hadronic
and nuclear collisions, at low values of (scaled) momentum the
π0 production overwhelms that of η (a significant fraction of
low-energy pions issues from decay contributions of heavier
hadrons), but the ratio increases with xp. From xp ≈ 0.35–0.7,
the ratio is consistent with the asymptotic ratio of 0.5 found
in hadron and nuclear collisions (dashed curve). This xp range
corresponds to the values of fractional momenta 〈z〉 >∼ 0.3–0.7
typically carried by the leading high-pT hadrons produced
in high-energy h+p, h+A, and A+A collisions [129,130].

New results on inclusive η and π0 production above xp = 0.6
in e+e− collisions at the B-factories (BELLE and BaBar)
would be useful to determine whether the value of the ratio
indeed saturates at Rη/π0 = 0.5 or keeps increasing with xp as
suggested by Fig. 29.

F. Summary of experimental results

The studies presented here on high-pT π0 and η production
in the three colliding systems (p+p, d+Au, Au+Au) provide
interesting insights on initial- and final-state QCD effects in
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TABLE XVI. Nuclear modification factor RdA for η in d+Au collisions for different
centrality classes, including minimum bias (0–88%) and four centralities (0–20, 20–40, 40–60,
60–88%).

pT (GeV/c) RdA Tot. err. Stat. err. + error A Error B Error C

0–88% (MB)
2.75 1.22 0.435 0.224 0.340 0.134
3.25 1.06 0.233 0.102 0.162 0.117
3.75 1.24 0.220 0.047 0.148 0.137
4.25 1.19 0.201 0.052 0.125 0.131
4.75 1.21 0.205 0.070 0.119 0.133
5.25 1.03 0.183 0.080 0.102 0.114
5.75 1.03 0.191 0.097 0.102 0.114
6.5 1.16 0.220 0.119 0.115 0.128
7.5 0.896 0.215 0.160 0.089 0.099
8.5 1.28 0.406 0.350 0.128 0.142
9.5 1.14 0.400 0.356 0.114 0.126
11 1.51 0.680 0.635 0.151 0.166

0–20%
2.75 1.15 0.421 0.231 0.322 0.130
3.25 0.922 0.236 0.150 0.141 0.104
3.75 1.17 0.210 0.057 0.140 0.132
4.25 1.11 0.191 0.060 0.116 0.126
4.75 1.15 0.198 0.078 0.113 0.130
5.25 0.982 0.179 0.087 0.097 0.111
5.75 0.956 0.184 0.103 0.094 0.108
6.5 0.992 0.199 0.120 0.098 0.112
7.5 0.887 0.232 0.184 0.088 0.101
8.5 0.802 0.285 0.254 0.080 0.091
9.5 0.894 0.343 0.312 0.089 0.101
11 1.30 0.626 0.590 0.131 0.148

20–40%
2.75 1.22 0.450 0.249 0.342 0.139
3.25 1.07 0.270 0.169 0.163 0.121
3.75 1.14 0.206 0.062 0.136 0.129
4.25 1.06 0.186 0.067 0.111 0.120
4.75 1.05 0.188 0.084 0.104 0.120
5.25 1.10 0.208 0.112 0.109 0.125
5.75 1.02 0.201 0.120 0.100 0.116
6.5 1.07 0.222 0.141 0.106 0.121
7.5 0.953 0.264 0.216 0.095 0.108
8.5 1.30 0.425 0.371 0.129 0.147
9.5 0.750 0.374 0.354 0.075 0.085
11 2.13 0.995 0.934 0.214 0.242

40–60%
2.75 0.86 0.338 0.212 0.241 0.102
3.25 1.15 0.305 0.202 0.176 0.136
3.75 1.09 0.201 0.071 0.130 0.128
4.25 1.08 0.192 0.078 0.113 0.127
4.75 1.14 0.210 0.104 0.113 0.135
5.25 0.962 0.198 0.126 0.095 0.114
5.75 1.04 0.234 0.164 0.103 0.123
6.5 1.15 0.246 0.163 0.114 0.136
7.5 0.929 0.314 0.277 0.092 0.110
8.5 1.24 0.490 0.449 0.123 0.146
9.5 0.842 0.451 0.430 0.084 0.099
11 0.704 0.645 0.636 0.071 0.083
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TABLE XVI. (Continued.)

pT (GeV/c) RdA Tot. err. Stat. err. + error A Error B Error C

60–88%
2.75 1.36 0.515 0.301 0.381 0.165
3.25 1.30 0.358 0.248 0.200 0.158
3.75 1.13 0.213 0.085 0.135 0.137
4.25 1.16 0.212 0.095 0.122 0.141
4.75 1.18 0.223 0.119 0.117 0.143
5.25 0.826 0.190 0.138 0.081 0.010
5.75 1.15 0.255 0.177 0.114 0.140
6.5 1.57 0.368 0.269 0.156 0.191
7.5 0.969 0.285 0.239 0.096 0.117
8.5 0.913 0.558 0.538 0.091 0.111
9.5 0.874 0.578 0.561 0.087 0.106

cold nuclear matter (d+Au) and on the properties of the hot
and dense medium produced in central Au+Au collisions.
The absence of any strong deviation from the pointlike scaling
expectations for the pT -differential π0 and η yields measured
in d+Au relative to p+p (Fig. 18) indicates that the amount of
nuclear shadowing and initial-state pT broadening is a small
effect (at the 10% level) at midrapidity at RHIC energies. This
is in contrast with results at lower energies that showed a
larger Cronin enhancement for high-pT mesons than observed
here. One reason for the difference is likely due to the fact
that hadron spectra at lower

√
sNN have steeper slopes and

thus initial-state kT “kicks” produce a relatively larger net
effect than on the harder spectra at RHIC energies. The
unsuppressed d+Au yields combined with the observation
of strongly depleted yields of η and π0 in central Au+Au
compared to binary-scaled p+p collisions (Fig. 19) indicate
that the suppression is a final-state effect in the hot and
dense matter produced in the central Au+Au reactions. The
consistent values of the η/π0 ratios measured at high pT in
nuclear (Figs. 25 and 26) as well as in more elementary p+p

(Fig. 24) and e+e− (Fig. 29) collisions clearly supports the
idea that the suppression occurs at the parton level before
the fragmentation of the parent quarks and gluons into a given
leading meson. In particular, the overall agreement of the η/π0

ratio measured in Au+Au and e+e− collisions suggests that
although the fast parent partons lose energy while traversing
the system produced in central Au+Au collisions, their relative
probability to fragment into a given meson, given by universal
fragmentation functions, is preserved as expected for final
hadron formation in the vacuum.

V. SUMMARY

In summary, the transverse momentum spectra of η mesons
in the range pT = 2–12 GeV/c have been measured at midra-
pidity by the PHENIX experiment at RHIC in p+p, d+Au,
and Au+Au collisions at

√
sNN = 200 GeV. The η mesons

are reconstructed through their η → γ γ channel in the three
colliding systems, as well as through the η → π0π+π− decay
mode in p+p and d+Au collisions. These data provide
additional characterization of high-pT hadroproduction in

hadronic and nuclear collisions at RHIC energies. The d+Au
yields are largely consistent with the p+p differential cross
sections scaled by the number of incoherent nucleon-nucleon
collisions (RdA ≈ 1). No pT or centrality dependence is
observed in the nuclear modification factor within uncertain-
ties. Such an observation indicates a null or very weak pT

TABLE XVII. Nuclear modification factor RAA(pT ) for η in
Au+Au collisions for different centrality classes from most central
(0–20%) to most peripheral (60–92%). Note that there is an
additional 9.7% normalization uncertainty (Run-3 p+p BBC error,
gray box in Fig. 19) not quoted.

pT (GeV/c) RAA Tot. err. Error C

0–20%
2.75 0.532 0.227 (42.6%) 0.036 (6.8%)
3.25 0.318 0.096 (30.2%) 0.022 (6.8%)
3.75 0.178 0.084 (46.9%) 0.012 (6.8%)
4.50 0.234 0.074 (31.7%) 0.016 (6.8%)
5.50 0.199 0.063 (31.6%) 0.014 (6.8%)
6.50 0.160 0.075 (46.9%) 0.011 (6.8%)
7.50 0.215 0.062 (28.9%) 0.015 (6.8%)
8.50 0.250 0.133 (53.0%) 0.017 (6.8%)
9.50 0.222 0.131 (59.3%) 0.015 (6.8%)

20–60%
2.75 0.479 0.202 (42.3%) 0.037 (7.8%)
3.25 0.492 0.117 (23.8%) 0.038 (7.8%)
3.75 0.401 0.095 (23.6%) 0.031 (7.8%)
4.50 0.446 0.116 (26.0%) 0.035 (7.8%)
5.50 0.460 0.106 (23.1%) 0.036 (7.8%)
6.50 0.355 0.143 (40.3%) 0.028 (7.8%)
7.50 0.329 0.095 (28.9%) 0.026 (7.8%)
8.50 0.414 0.214 (51.6%) 0.032 (7.8%)
9.50 0.328 0.193 (58.9%) 0.026 (7.8%)

60–92%
2.75 0.733 0.315 (43.0%) 0.209 (28.6%)
3.25 0.837 0.211 (25.3%) 0.239 (28.6%)
3.75 0.841 0.208 (24.7%) 0.240 (28.6%)
4.50 0.967 0.271 (28.0%) 0.276 (28.6%)
5.50 0.641 0.415 (64.8%) 0.183 (28.6%)
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TABLE XVIII. Ratio of η and π 0 for p+p collisions at
√

s =
200 GeV.

pT

(GeV/c)
η/π 0 Tot. err. Stat. err. Error A Error B Error C

2.75 0.440 0.131 0.076 0 0.107 0
3.25 0.421 0.041 0.009 0 0.040 0
3.75 0.446 0.032 0.012 0 0.030 0
4.25 0.473 0.035 0.016 0 0.031 0
4.75 0.468 0.036 0.022 0 0.029 0
5.25 0.510 0.045 0.032 0 0.031 0
5.75 0.561 0.055 0.044 0 0.034 0
6.5 0.540 0.057 0.047 0 0.033 0
7.5 0.596 0.086 0.078 0 0.037 0
8.5 0.426 0.099 0.095 0 0.027 0
9.5 0.588 0.166 0.162 0 0.039 0
11 0.419 0.164 0.162 0 0.029 0

broadening and, in general, a very modest influence of cold
nuclear matter effects, such as shadowing of parton distribution
functions, Cronin broadening, and/or hadronization by parton
recombination, on high-pT meson production at midrapidity at
top RHIC energies. In contrast, the invariant yields measured
in Au+Au are increasingly depleted with centrality compared
to expectations from binary-scaled p+p collisions, up to
a maximum factor of ∼5 suppression in central collisions.
The magnitude, pT and centrality dependence of the Au+Au
suppression is the same for η mesons and neutral pions. The
measured η/π0 ratio in p+p, d+Au, and Au+Au is nearly
flat over pT = 2–12 GeV/c and is independent of the reaction
centrality. A fit to a constant yields Rη/π0 (pT ) = 0.4–0.5,
in agreement with the experimental world values at high
pT collected here for hadron-hadron, hadron-nucleus, and
nucleus-nucleus collisions in a wide range of center-of-mass
energies (

√
s ≈ 3–1800 GeV), as well as at high xp (xp >∼ 0.35)

in electron-positron annihilations measured at
√

s = 91.2 GeV
at LEP. These results indicate that any initial- and/or final-state
nuclear effects influence the production of light neutral mesons
at large pT in the same way. The similar suppression pattern
of η and π0 mesons is consistent with the expectations of
final-state parton energy loss in the dense medium formed in
Au+Au reactions. The approximately constant η/π0 = 0.40 ±
0.04 ratio measured in central Au+Au collisions indicates that
the attenuated parent partons fragment into leading mesons
(η, π0) in the vacuum according to the same probabilities
that govern high-pT hadron production in more elementary
(e+e−, p+p) collisions.
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TABLE XIX. Ratio of η and π 0 for d+Au collisions for different
centrality classes, including minimum bias (0–88%), most central
(0–20%), and most peripheral (60–88%).

pT

(GeV/c)
η/π 0 Tot. err. Stat.

err. +
error A

Error B Error C

0–88% (MB)
2.25 0.420 0.038 0.028 0.025 0
2.75 0.472 0.044 0.033 0.028 0
3.25 0.383 0.045 0.039 0.023 0
3.75 0.472 0.034 0.018 0.028 0
4.25 0.478 0.033 0.017 0.029 0
4.75 0.483 0.035 0.020 0.029 0
5.25 0.465 0.037 0.025 0.028 0
5.75 0.510 0.043 0.030 0.031 0
6.5 0.552 0.048 0.034 0.033 0
7.5 0.478 0.070 0.064 0.029 0
8.5 0.499 0.092 0.087 0.030 0
9.5 0.677 0.118 0.111 0.041 0
11 0.609 0.124 0.119 0.037 0

0–20%
2.25 0.386 0.052 0.047 0.023 0
2.75 0.491 0.062 0.054 0.029 0
3.25 0.364 0.066 0.063 0.022 0
3.75 0.494 0.041 0.028 0.030 0
4.25 0.512 0.040 0.026 0.031 0
4.75 0.520 0.043 0.030 0.031 0
5.25 0.508 0.048 0.037 0.030 0
5.75 0.547 0.056 0.045 0.033 0
6.5 0.563 0.063 0.053 0.034 0
7.5 0.579 0.109 0.104 0.035 0
8.5 0.363 0.094 0.091 0.022 0
9.5 0.644 0.159 0.154 0.039 0
11 0.684 0.193 0.188 0.041 0

20–40%
2.25 0.416 0.057 0.051 0.025 0
2.75 0.517 0.068 0.060 0.031 0
3.25 0.425 0.077 0.072 0.025 0
3.75 0.467 0.042 0.031 0.028 0
4.25 0.470 0.041 0.029 0.028 0
4.75 0.447 0.043 0.033 0.027 0
5.25 0.524 0.057 0.048 0.031 0
5.75 0.539 0.062 0.053 0.032 0
6.5 0.543 0.069 0.060 0.033 0
7.5 0.545 0.119 0.114 0.033 0
8.5 0.546 0.119 0.115 0.033 0
9.5 0.495 0.206 0.204 0.030 0
11 1.046 0.277 0.269 0.063 0

40–60%
2.25 0.489 0.065 0.058 0.029 0
2.75 0.372 0.072 0.069 0.022 0
3.25 0.457 0.091 0.086 0.027 0
3.75 0.439 0.044 0.035 0.026 0
4.25 0.456 0.043 0.033 0.027 0
4.75 0.490 0.053 0.044 0.029 0
5.25 0.466 0.066 0.060 0.028 0
5.75 0.547 0.088 0.082 0.033 0
6.5 0.560 0.078 0.070 0.034 0
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TABLE XIX. (Continued.)

pT

(GeV/c)
η/π 0 Tot. err. Stat.

err. +
error A

Error B Error C

7.5 0.528 0.160 0.157 0.032 0
8.5 0.598 0.200 0.197 0.036 0
9.5 0.495 0.234 0.232 0.030 0
11 0.243 0.211 0.210 0.015 0

60–88%
2.25 0.474 0.070 0.064 0.028 0
2.75 0.558 0.090 0.083 0.033 0
3.25 0.500 0.105 0.101 0.030 0
3.75 0.482 0.051 0.042 0.029 0
4.25 0.490 0.051 0.042 0.029 0
4.75 0.514 0.062 0.053 0.031 0
5.25 0.374 0.068 0.064 0.022 0
5.75 0.569 0.090 0.083 0.034 0
6.5 0.734 0.129 0.121 0.044 0
7.5 0.501 0.123 0.119 0.030 0
8.5 0.362 0.216 0.215 0.022 0
9.5 0.469 0.294 0.293 0.028 0
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APPENDIX: DATA TABLES

A. Invariant η cross sections ( p+ p, d+Au) and yields (Au+Au)

This appendix collects the data tables of the pT spectra of η

mesons measured at midrapidity in p+p, d+Au, and Au+Au
collisions at

√
sNN = 200 GeV. The invariant cross sections for

η production in MB p+p and d+Au collisions are tabulated in
Tables XII and XIII, respectively. The invariant d+Au yields
measured in centralities 0–20, 20–40, 40–60, and 60–88% are
tabulated in Table XIV. Finally, the invariant yields in Au+Au

TABLE XX. Ratio of η and π 0 in Au+Au collisions for different
centrality classes, including minimum bias (0–92%), most central
(0–20%), and most peripheral (60–92%).

pT (GeV/c) η/π 0 Tot. err.

0–92% (MB)
2.25 0.320 0.090 (28.1%)
2.75 0.410 0.120 (29.3%)
3.25 0.340 0.060 (17.6%)
3.75 0.290 0.058 (20.0%)
4.50 0.350 0.083 (23.7%)
5.50 0.350 0.072 (20.6%)
6.50 0.350 0.130 (37.1%)
7.50 0.560 0.100 (17.9%)
8.50 0.480 0.210 (43.8%)
9.50 0.490 0.250 (51.0%)

0–20%
2.25 0.400 0.120 (30.0%)
2.75 0.550 0.170 (30.9%)
3.25 0.370 0.110 (29.7%)
3.75 0.240 0.110 (45.8%)
4.50 0.360 0.110 (30.6%)
5.50 0.380 0.110 (28.9%)
6.50 0.350 0.160 (45.7%)
7.50 0.530 0.130 (24.5%)
8.50 0.470 0.240 (51.1%)
9.50 0.490 0.280 (57.1%)

20–60%
2.25 0.360 0.100 (27.8%)
2.75 0.340 0.100 (29.4%)
3.25 0.370 0.070 (18.9%)
3.75 0.340 0.066 (19.4%)
4.50 0.410 0.096 (23.4%)
5.50 0.490 0.096 (19.6%)
6.50 0.420 0.160 (38.1%)
7.50 0.430 0.098 (22.8%)
8.50 0.380 0.170 (44.7%)
9.50 0.400 0.200 (50.0%)

60–92%
2.25 0.312 0.094 (30.1%)
2.75 0.383 0.110 (28.7%)
3.25 0.404 0.081 (20.0%)
3.75 0.438 0.093 (21.2%)
4.50 0.542 0.139 (25.6%)
5.50 0.404 0.257 (63.6%)

reactions (MB and centralities 0–20, 20–60, and 60–92%) are
presented in Tables XV. The quoted errors are categorized by
type:

(i) (A) is a point-to-point error uncorrelated between pT

bins,
(ii) (B) is pT correlated, all points move in the same direction

but not by the same factor,
(iii) (C) is a normalization error in which all points move by

the same factor independent of pT .
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B. Nuclear modification factors (d+Au, Au+Au)

We report in Tables XVI and XVII the RAA(pT ) η

data tables for various centralities in d+Au and Au+Au
collisions. The errors quoted are the point-to-point and
absolute normalization ones. Note that there is an additional
9.7% overall normalization uncertainty (Run-3 p+p BBC
error, gray box in Fig. 19) not tabulated.

C. η/π 0 ratios ( p+ p, d+Au, Au+Au)

The ratio of η to π0 invariant yields in p+p, d+Au,
and Au+Au collisions at

√
sNN = 200 GeV at midra-

pidity are tabulated in Tables XVIII, XIX, and XX.
The data presented here are for minimum bias events
and various centrality bins in d+Au and Au+Au
collisions.
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47University of Tennessee, Knoxville, Tennessee 37996, USA
48Department of Physics, Tokyo Institute of Technology, Oh-okayama, Meguro, Tokyo 152-8551, Japan

49Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
50Vanderbilt University, Nashville, Tennessee 37235, USA

51Waseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan
52Weizmann Institute, Rehovot 76100, Israel

53Yonsei University, IPAP, Seoul 120-749, Korea
(Received 23 October 2006; published 24 April 2007)

The dependence of transverse momentum spectra of neutral pions and � mesons with pT < 16 GeV=c
and pT < 12 GeV=c, respectively, on the centrality of the collision has been measured at midrapidity by
the PHENIX experiment at the BNL Relativistic Heavy Ion Collider (RHIC) in d� Au collisions at��������
sNN
p

� 200 GeV. The measured yields are compared to those in p� p collisions at the same
��������
sNN
p

scaled by the number of underlying nucleon-nucleon collisions in d� Au. At all centralities, the yield
ratios show no suppression, in contrast to the strong suppression seen for central Au� Au collisions at
RHIC. Only a weak pT and centrality dependence can be observed.
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High-energy nucleus-nucleus collisions provide the op-
portunity to study strongly interacting matter at very high
energy densities where Quantum Chromodynamics (QCD)
predicts a transition from normal nuclear matter to a de-
confined system of quarks and gluons, the Quark-Gluon
Plasma (QGP) [1]. At the Relativistic Heavy Ion Collider
(RHIC), the energy density is well in excess of the critical
energy density that is expected for this transition [2]. One
of the most intriguing results observed at RHIC so far is the
suppression of hadrons with high transverse momentum
(pT) in central (head-on) Au� Au collisions. The hadron
yield at high pT is a factor of 5 less than expected from
p� p collisions scaled by the number of corresponding
nucleon-nucleon collisions [3]. Such suppression was pre-
dicted as an effect of parton energy loss in the medium
generated in the collisions [4,5]. A control experiment of
d� Au collisions, where no medium is produced in the
final state of the collision, showed no indication of hadron
suppression at midrapidity [6], ruling out strong initial-
state effects (final-state energy loss in the cold nucleus is
generally expected to be small) as the cause for the sup-
pression in Au� Au. For a better understanding of the
medium effects at work in Au� Au, however, it is crucial
to explore the exact role initial-state effects play in the
modification of high-pT particle production at RHIC.

Initial-state nuclear effects include pT broadening, shad-
owing, and gluon saturation. The pT broadening, often
called Cronin effect [7], is an enhancement of the particle
yield at intermediate pT , which is often attributed to mul-
tiple soft parton scatterings before a hard interaction of the
parton [8,9]. Shadowing is an apparent depletion of the
structure function in the nucleus at small Bjorken x (x �
10�2) [10] with (in some models) a corresponding en-
hancement at intermediate x (x� 5� 10�2) called anti-
shadowing. This is not well understood, but usually attrib-
uted to coherence effects or to gluon saturation. Gluon
saturation refers to the nonlinear dynamics of gluons at
small x where, due to the large densities, they tend to fuse
rather than split. The Color Glass Condensate (CGC)
model is a classical description of this saturation effect.
In this picture, particle production at moderate pT origi-
nally was predicted to be suppressed in central d� Au
collisions at RHIC [11]. In recent CGC models, a Cronin
enhancement can also be reproduced with a suitable choice
of initial-state parameters [12].

One established way to test the contribution of different
initial- and final-state nuclear effects is the study of the
centrality dependence of particle production at high pT .
Initial state and medium effects are strongest in central
collisions. In Au� Au collisions, a strong dependence of
the suppression of high-pT hadrons on the centrality of the
collision has been observed [13–15]; the suppression
weakens going to peripheral collisions and finally disap-

pears. This can be compared to the centrality dependence
of (initial-state) hadron production in d� Au. The yield of
nonidentified charged hadrons in d� Au collisions with
pT < 6 GeV=c was found to be increasingly enhanced
going from peripheral to central collisions [16], mainly
attributed to the influence of (anti)protons [17]. At high pT ,
the baryon contribution to the yield of unidentified charged
hadrons is expected to become small, and instead the yield
is dominated by charged pions [2]. All this sparks para-
mount interest in the centrality dependence of neutral pion
(�0) production especially as it can be measured up to very
high pT where particle production is truly perturbative.
Furthermore, the high-pT measurement of an additional
identified particle like the eta meson (�), with 4 times the
mass of the pion, may shed light on the question to what
extent the particle-species dependence of the suppression
(enhancement) observed in Au� Au (d� Au) depends on
the number of constituent quarks rather than on the mass of
the particle [18,19].

In this Letter, we present measurements by the PHENIX
experiment [20] on the production of �0 and � in p� p
and d� Au collisions at

��������
sNN
p

� 200 GeV. The data pro-
vide the first measurement of neutral mesons in d� Au
collisions at midrapidity as a function of the centrality of
the collision. The�0 measurements described in this Letter
are similar to the analysis of minimum bias d� Au data in
[6] but are based on an improved data set that allows the
study of the particle production for different selections of
the centrality of the collision. A more detailed description
of the � analysis can be found in [21].
�0 and � are measured by the PHENIX electromagnetic

calorimeter (EMCal) via the �0 ! �� and �! �� decay.
The EMCal consists of six lead scintillator (PbSc) and two
lead glass (PbGl) sectors, each located at a radial distance
of �5 m from the beam axis. The detector covers a pseu-
dorapidity range of j�j � 0:35 and an azimuthal angle of
�� � �. The EMCal granularity is ��� �� � 0:011�
0:011 for the PbSc and 0:008� 0:008 for the PbGl. The
data sets from PbSc and PbGl are analyzed separately and
combined for the final results. The energy calibration for
the EMCal is obtained from beam tests, cosmic rays, and
minimum ionizing energy peaks of charged hadrons. In a
recent improvement of the calibration, the EMCal is cali-
brated by the invariant mass distribution of neutral pions
for each of the 24768 readout channels separately. The
uncertainty on the energy scale is 1.2%.

The data used in this analysis were recorded in 2002-
2003 (RHIC Run-3) under two different trigger conditions.
25:2� 106 and 58:3� 106 minimum bias events were
analyzed for p� p and d� Au collisions, respectively.
Minimum bias (MB) events are triggered by the Beam-
Beam Counters (BBC) [20] (j�j � 3:0–3:9) and require a
vertex position along the beam axis within jzj< 30 cm.
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The minimum bias trigger accepts �88	 4
% of all inelas-
tic d� Au collisions that satisfy the vertex condition. This
corresponds to 1.99 b	5:2%, the measured fraction of the
total d� Au inelastic cross section, determined using
photo-dissociation of the deuteron [22]. In p� p, this
trigger measures 23.0 mb 	9:7% of the p� p inelastic
cross section. The measured particle yields are corrected
for the p� p MB trigger bias [23]: the MB trigger mea-
sures only �79	 2
% of high-pT particles. In d� Au
collisions, this fraction varies from 85% to 100% from
peripheral to central collisions; here the uncertainty is
�3%. The second data sample was collected with a
high-pT photon trigger in the EMCal in addition to the
MB trigger requirement in order to extend the measure-
ment to higher pT . This trigger requires a photon of pT >
1:4�1:4
 GeV and pT > 2:5�3:5
 GeV for PbSc (PbGl) and
for p� p and d� Au collisions, respectively. We ana-
lyzed 45:1� 106 (19:5� 106) events in p� p (d� Au)
under this trigger condition. The sampled integrated lumi-
nosity was 216 nb�1 for p� p and 1:5 nb�1 for d� Au.
(In d� Au, that corresponds to an integrated nucleon-
nucleon luminosity of 590 nb�1).

The division of d� Au collisions in different centrality
classes is based on the charge deposited in the backward
BBC (� 3:9<�<�3:0), i.e., in the Au beam direction.
For each centrality class, the corresponding average nu-
clear overlap function hTABi (compare Eq. (1)) is calcu-
lated using a Glauber Monte Carlo model and simulations
of the BBC, taking into account its limited efficiency for
peripheral collisions. For the four centrality classes (0–
20%, 20–40%, 40–60%, and 60–88%) used in this analy-
sis, the hTABi values are �0:365	 0:024
, �0:252	 0:017
,
�0:165	 0:014
, and �0:073	 0:007
 mb�1. The corre-
sponding number of collisions can be calculated as
hNcolli � �ppinel � hTABi with �pp

inel � 42:2 mb.
Photon candidates in the EMCal are selected by apply-

ing particle identification (PID) cuts based on the shower
profile in the detector. To determine the yields of�0 and �,
the invariant mass of all photon pairs with an energy
asymmetry jE1 � E2j=�E1 � E2
< 0:7 in a given pT bin
is calculated. After subtraction of the combinatorial back-

ground, the invariant mass distribution is integrated around
the particle mass peak [13]; the integration window reflects
thereby the pT dependence of the mass peak position and
width. The combinatorial background is determined by
pairing photons from different events with similar central-
ity (for d� Au) and vertex. In this analysis, the signal-to-
background ratio for high-pT �0 is about 25 and 13 at
pT � 4 GeV=c in p� p and central d� Au collisions,
respectively. It decreases to 7 and 2 at pT � 2 GeV=c. For
�, this ratio is about 2 at pT � 8 GeV=c, decreasing to 0.3
(p� p) and 0.2 (central d� Au) at pT � 3 GeV=c. The
raw spectra are corrected for trigger efficiency, acceptance,
and reconstruction efficiency. This includes dead areas, the
influence of energy resolution, analysis cuts, the peak
extraction window, and photon conversion. The corrections
are determined using Monte Carlo simulations. Because of
the fine granularity of the calorimeter, occupancy effects
are negligible. Furthermore, the �0 spectra are corrected at
pT > 10 GeV=c (15 GeV=c) for two-photon merging ef-
fects in the PbSc (PbGl), studied in Monte Carlo simula-
tions and confirmed with test beam data [24]. Finally, a
correction in the �0 and � yields to account for the true
mean value of each pT bin is applied to the steeply falling
spectra. For pT < 3:5�3:0
 GeV=c, the p� p �0 (�) spec-
trum is calculated from the minimum bias data sample;
above this threshold, the high-pT triggered sample is used.
In d� Au, this transition is made at pT � 4:5 and
3:5 GeV=c for �0 and �, respectively.

The main contributions to the systematic uncertainty on
the p� p and d� Au spectra are given in Table I for �0

and �. Most uncertainties are identical for p� p and d�
Au; only the uncertainty on the peak extraction is slightly
larger in d� Au. Category (d) includes uncertainties on
the EMCal global energy scale and nonlinearity. The un-
certainties in (d) and (e) are partially correlated. All others
are uncorrelated and added in quadrature to get the total
uncertainty.

The fully corrected pT distributions of �0 and � are
shown in Fig. 1. The top panels show the invariant yield in
d� Au collisions for four centrality bins scaled for clarity
by the factors indicated. The bottom panels show the

TABLE I. Main systematic uncertainties in % on �0 and � spectra. The uncertainties are given
for PbSc (PbGl). The normalization uncertainties of 9.7% for the p� p and 5.2% for the d� Au
cross section as well as the MB-trigger-bias uncertainty of�3% for the centrality-selected yields
are not listed.

meson [pT (GeV=c)] �0 �2� �0 �15� � �3� � �10�

(a) peak extraction 2.7(2.7) 2.0(2.0) 14(14) 6.0(6.0)
(b) geom. accept. 3.5(3.5) 3.5(3.5) 4.5(4.5) 4.5(4.5)
(c) �0 reconstr. eff. 0.7(0.7) 4.0(4.0) 0.7(0.7) 3.6(3.6)
(d) energy scale 5.0(5.0) 11.4(11.4) 5.0(5.0) 9.4(9.4)
(e) merging corr.    5.9(2.1)      

Total 6.7(6.7) 17.0(12.9) 15.5(15.5) 12.6(12.6)
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invariant cross section in p� p and d� Au collisions. The
improved data set allows the study of �0 (�) production up
to 18�12
 GeV=c, the highest pT values measured for
identified particles in p� A (d� A) collisions. For the
first time, the invariant cross section for �0 and � in d�
Au collisions has been measured at this energy. The �0

result in p� p agrees with the previous measurement at��������
sNN
p

� 200 GeV [23] within statistical uncertainties, and
confirms the agreement with pQCD within the uncertainty
of the calculation. Therefore, the p� p cross section can
be used as a well-understood reference for the production
in d� A and Au� Au collisions.

To quantify nuclear medium effects at high pT , it is
customary to use the nuclear modification factor which is
given by the ratio of the invariant d� Au yield to the
invariant p� p cross section [13] scaled by hTABi:

 RAB�pT
 �
d2N�0

AB=dydpT
hTABid2��

0

pp=dydpT
: (1)

The average nuclear overlap function hTABi, averaged over
the respective impact parameter range, is determined
solely by the density distribution of the nucleons in the
nuclei A and B and the impact parameter.

Figure 2 shows the nuclear modification factor RdA�pT

for �0 and � in d� Au collisions at

��������
sNN
p

� 200 GeV for
four different centrality selections and for minimum bias
events. As the p� p and d� Au measurements are both
made in the same year, many of the systematic errors
associated with detector performance are nearly identical,
and the corresponding systematic errors in the comparison
are negligible. Within systematic errors, RdA�pT
 for �0

and � is � 1 in all centrality bins, and only a weak pT
dependence can be seen. In order to check the absolute
normalization systematics, we can also calculate RdA�pT

using the inelastic cross section measured through photo-
dissociation of the deuteron. This constitutes an important
cross check. It replaces the systematic uncertainties of the
BBC efficiency and hTABi, which are determined by model
calculations, by the uncertainty of the cross section mea-
surement of similar size. The resulting RdA�pT
 is 9.8%
larger than that obtained from the minimum bias yield,
consistent within 1.5 �.

Though very different in mass, � and �0 show a similar,
weak centrality dependence of RdA�pT
 over the measured
pT range. These results do not show the significant en-
hancement seen for protons where the proton RAA is sub-
stantially larger than that of pions in the intermediate pT
(2 GeV=c < pT < 4 GeV=c) region [17]. The �0 data
exhibit small shape variations with centrality that may be
due to initial-state effects including shadowing and mul-
tiple scattering. Possible Cronin enhancements in the in-
termediate pT region due to initial-state multiple scattering
or antishadowing are not more than 10% around 4 GeV=c.
At low pT (pT < 3 GeV=c), the drop towards smaller RdA
is consistent with analogous measurements for charged
pions [17] and is usually attributed to a change to a regime
of soft physics (Npart scaling) at the smallest pT values. At
the largest pT values measured (pT > 9 GeV=c), the most
central �0 result hints at a small suppression, though this is
only a �1:7 sigma effect.

In conclusion, we have presented the first study of the
centrality dependence of �0 and � production at mid-
rapidity in d� Au collisions at

��������
sNN
p

� 200 GeV. Trans-
verse momentum spectra up to pT � 18 and 12 GeV=c
have been measured for �0 and �, respectively. The in-
variant yield per nucleon-nucleon collision is compared to
that in p� p collisions measured at the same

��������
sNN
p

. The
strong suppression observed for �0 production at high pT
in central Au-Au collisions is not seen for d� Au in any
centrality: Within systematic errors, RdA�pT
 is � 1 in all
centrality bins. A weak centrality dependence of the shape
of RdA versus pT is seen, presumably due to initial-state
effects. A possible Cronin enhancement is substantially
smaller than the RdA * 1:9 that corresponds to results
from lower energy measurements [7,25]. Within system-
atic errors, RdA for �0 and � agree well, giving no indica-
tion for cold nuclear matter effects having a mass
dependence. Since nuclear modifications in d� Au are
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small even in the most central collisions where initial-state
effects are expected to be largest, we conclude that initial-
state effects in Au� Au must be small as well, and there-
fore the large suppression seen in Au� Au must be mostly
due to medium effects.
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Abstract. Results from the PHENIX experiment at RHIC on direct photon production in p+p, d+Au, and
Au+Au collisions at

√
sNN = 200 GeV are presented. In p+p collisions, direct photon production at high

pT behaves as expected from perturbative QCD calculations. The p+p measurement serves as a baseline
for direct photon production in Au+Au collisions. In d+Au collisions, no effects of cold nuclear matter are
found within the large uncertainty of the measurement. In Au+Au collisions, the production of high pT
direct photons scales as expected for particle production in hard scatterings. This supports jet quenching
models, which attribute the suppression of high pT hadrons to the energy loss of fast partons in the medium
produced in the collision. Low pT direct photons, measured via e

+e− pairs with small invariant mass, are
possibly related to the production of thermal direct photons.

1 Introduction

Depending on their transverse momentum, direct pho-
tons convey information about different aspects of ultra-
relativistic nucleus–nucleus (A+A) collisions. High trans-
verse momentum (pT) direct photons are produced in
early, hard parton–parton scatterings by processes like
quark–gluon Compton scattering (q+ g −→ q+γ). Unlike
scattered quarks or gluons, direct photons do not interact
strongly with the medium subsequently produced in the
collision. High pT direct photons (pT>∼6 GeV/c) therefore
provide a baseline for measuring medium modifications of
high pT hadron production.
A significant fraction of low pT direct photons (1 ≤

pT ≤ 3 GeV/c in central Au+Au collisions at
√
sNN =

200GeV) is expected to come from a thermalized medium
of deconfined quarks and gluons, the quark–gluon plasma
(QGP), possibly created inA+A collisions [1]. These ther-
mal photons carry information about the initial tempera-
ture of the QGP. Thermal photons are produced in the
QGP as well as in the hadronic gas over the entire life
time of the collision. The initial temperature can be ex-
tracted comparing measurements to models which convo-
lute the production rate with the space-time evolution of
the collision.
At low and intermediate pT (pT ≤ 6 GeV/c in central

Au+Au collisions at
√
sNN = 200GeV) another signifi-

cant source of direct photons might be the interaction of
fast partons from jets with thermal partons in the QGP [2]
like qhard+ gQGP −→ q+γ.

a e-mail: bathe@bnl.gov
Present Address: Brookhaven National Lab, Bldg. 510 C, Up-
ton, NY 11973, USA

Possible modifications of direct photon production
from cold nuclear matter effects can be measured in d+
Au collisions where no medium is created. Direct photon
measurements in p+p collisions are a superb test of QCD.
They constrain the gluon distribution function since the
gluon is a direct participant of the partonic scattering. Fur-
thermore, they provide a baseline for understanding direct
photon production in A+A collisions.

2 High pT direct photons

2.1 Measurement

Experimentally, the measurement of direct photons is chal-
lenging due to a large background from hadron decays like
π0 −→ γγ and η −→ γγ. PHENIX measures all those pho-
ton sources. Photons are measured with the electromag-
netic calorimeter (EMCal). Neutral pions and η mesons
are measured through their two-photon decay branch [3, 4].
The EMCal [5] consists of six sectors of a lead scintilla-
tor and two sectors of a lead glass calorimeter centered at
midrapidity (η < 0.35) and covering 1/4 of the azimuthal
angle.
The direct photon spectrum is obtained by subtract-

ing the decay photon spectrum from the inclusive photon
spectrum. This is gained from photon-like showers in the
EMCal corrected for contaminations from charged hadrons
and neutrons. The decay photon spectrum is calculated
from the measured π0 and η spectrum, taking into account
minor contributions from other hadrons that decay into
photons.
If the detector occupancy is low as in p+p or d+Au

collisions, the signal-to-background ratio can be improved
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by event by event tagging of photons that have a matching
partner as decay photons.

2.2 Results

2.2.1 p+p collisions

The preliminary direct photon cross section for p+p col-
lisions at

√
s = 200GeV is shown in Fig. 1 [6]. It is based

on an integrated luminosity of 266 nb−1 collected in RHIC
Run-3. For the whole pT range of 5 to 16 GeV/c the ob-
served cross section is consistent with a next-to-leading-
order perturbative-QCD (NLO pQCD) calculation [7].
This measurement establishes a reference for direct pho-
ton production in A+A. In RHIC Run-5, PHENIX took
a p+p data set with ten times the Run-3 statistics.

2.2.2 Au+Au collisions

The high pT direct photon yield in A+A collisions relative
to p+p is expected to scale with the parton luminosity in
the overlap region of the two nuclei. The parton luminosity
is quantified by the nuclear overlap function, TAA. In the
absence of nuclear effects the nuclear modification factor

RAA(pT) =
dN/dpT|A+A

〈TAA〉f dσ/dpT|p+p
(1)

is unity for particle production from hard scattering.

Fig. 1. Preliminary direct photon cross section as a function of
pT for p+p collisions at

√
s= 200 GeV [6]. The solid curves are

pQCD predictions [7] for three different scales, which represent
the uncertainty on the calculation

Fig. 2. Nuclear modification factor for direct photon, π0, and
η production in central Au+Au collisions at

√
sNN = 200 GeV.

For direct photons, a pQCD calculation is used as the reference

As shown by PHENIX in RHIC Run-2 [8], at high pT
direct photon production is consistent with the TAA-scaled
pQCD expectation also in Au+Au collisions. Figure 2
compares the nuclear modification factor for direct pho-
ton, π0, and η production in central Au+Au collisions
at
√
sNN = 200GeV. For direct photons, the pQCD cal-

culation is used as a reference. The suppression for π0

and η, supported by the non-suppression of photons, can
be described with energy loss of partons in the produced
medium.
While high pT direct photon production is consistent

with the pQCD expectation, one should keep in mind that
there are a number of medium effects that might alter
direct photon production. On the one hand, a significant
fraction of direct photons is expected to stem from the
fragmentation of hard-scattered partons into jets. As those
partons lose energy in the medium, also the fragmenta-
tion photons should be suppressed. On the other hand, as
partons lose energy through gluon bremsstrahlung, they
should also generate photon bremsstrahlung, enhancing
the direct photon yield. It would be a coincidence if these
counterbalancing effects exactly canceled.
Experimentally, contributions from these effects can

be quantified by studying the azimuthal distribution
of direct photon production with respect to the reac-
tion plane. If fragmentation photons are suppressed, less
direct photons are expected to be emitted outside of
the reaction plane. If bremsstrahlung is enhanced, more
direct photons will be found outside of the reaction
plane.

2.2.3 d+ Au collisions

The preliminary direct photon yield for minimum-bias
d+Au collisions at

√
sNN = 200GeV is shown in the up-

per panel of Fig. 3 along with the yield in p+p collisions.
The d+Au analysis is based on ≈ 3 billion events sampled
in RHIC Run-3. The lower panel shows the ratio to the
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Fig. 3. Preliminary direct photon invariant yield as a func-
tion of pT for p+p [6] and minimum-bias d+Au collisions at√
sNN = 200 GeV. The solid curves are pQCD predictions [7]
for three different scales, which represent the uncertainty on the
calculation

TAA-scaled NLO pQCD calculation. The ratio is consistent
with unity over the entire pT range, showing no indication
of cold nuclear matter effects. However, the uncertainty of
the measurement is large. A high statistics d+Au run is
planned.

3 Low pT direct photons

3.1 Measurement

The EMCal measurement at low pT suffers from a large
background from decay photons. Also, the relative energy
resolution of the EMCal becomes worse at low energy.
Therefore, a new method [9, 10] to measure direct photons
at low pT has been employed. It has been carried out in
heavy ion experiments for the first time. The method is
based on the measurement of pairs of e+e−, which are iden-
tified with the PHENIX Ring Imaging CherenkovDetector
(RICH). The basic idea is that any source of real pho-
tons also produces virtual photons that decay into e+e−

with small invariant mass. An example is the π0 Dalitz
decay (π0 −→ γe+e−). This internal conversion method is

Fig. 4. Invariant-mass distribution of virtual photons from the
π0 and η Dalitz decay as well as from direct photons according
to (2). It is illustrated how the various contributions decrease to
a fraction R when going to higher invariant mass with the π0

contribution exhausting

based on two assumptions: first, the ratio of direct-to-all
photons is the same for real and virtual photons at small
invariant mass close to zero (mγ < 30MeV): γ

�
direct/γ

�
incl. =

γdirect/γincl.. Second, the mass distribution can be de-
scribed by the Kroll–Wada formula [11], which has been
established to describe the Dalitz decay1:

1

Nγ

dNee
dmee

=
2α

3π

√
1−
4m2e
m2ee

(
1+
2m2e
m2ee

)

×
1

mee

∣∣F (m2ee)∣∣2
(
1−
m2ee
M2

)3
, (2)

The mass distribution according to (2) is depicted in
Fig. 4. For e+e− pairs from π0 and η Dalitz decays the yield
is suppressed towards higher mee due to the mass, M , of
the parent meson in the phase space factor (1−m2ee/M

2)3

whereas no suppression takes place for e+e− pairs from vir-
tual direct photons as long as mee � peeT . For the small
invariant masses considered here the form factor

∣∣F (m2ee)∣∣
is assumed to be unity in all cases.
The key advantage of this method is the greatly im-

proved signal-to-background ratio, which is achieved by
eliminating the contribution from π0 Dalitz decays when
the invariant mass is increased. In addition, the electron
measurement through charged particle tracking provides
a better energy resolution at low pT than the EMCal pho-
ton measurement. This excellent energy resolution at low
pT combined with little material upstream of the detector,

1 Since the virtual photons decay in the medium, this re-
lation might be slightly modified. This would not affect the
significance of the observed excess of direct photons, only its
translation into an absolute yield of real direct photons.
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where photons could convert generating background e+e−

pairs, makes this measurement feasible in PHENIX.
The experimentally observed quantity is the ratio of

e+e− pairs in an invariant mass bin where the π0 Dalitz
decay is largely suppressed to the yield at an invariant
mass close to zero:Rdata =N

90–300 MeV
ee /N<30 MeVee . If there

is no direct photon signal, Rdata = R
calc
hadron, i.e. Rdata can

be calculated2 from (2) based on the known ratio η/π0 =
0.45± 0.1. An excess Rdata > Rcalchadron translates into the
fraction of virtual direct photons at close to zero invariant
mass according to:

γ�direct
γ�incl.

=
Rdata−Rcalchadron
Rcalcdirect γ−R

calc
hadron

. (3)

This can be derived starting from

Rdata =N
90–300 MeV
ee /N<30 MeVee (4)

with

Nee =Nhadron+Ndirect γ : (5)

Rdata =
RcalchadronN

<30 MeV
hadron +Rcalcdirect γN

<30 MeV
direct γ

N<30 MeVhadron +N<30 MeVdirect γ

(6)

=Rcalchadron+(R
calc
direct γ−R

calc
hadron)

N<30 MeVdirect γ

N<30 MeVee

. (7)

The direct photon spectrum is then obtained by multiply-
ing γ�direct/γ

�
incl. by the inclusive photon spectrum meas-

ured with the EMCal.
The full 2004 data set of about 900 million minimum

bias events is analyzed. Events and centrality are selected
as described in [12]. Electrons in the central arms are iden-
tified by matching charged particle tracks to clusters in
the EMCal and to rings in the RICH detector. To obtain
a clean invariant-mass distribution of e+e− pairs, pairs
originating from photon conversions in the beam pipe or
detector material are rejected based on their orientation
with respect to the magnetic field. The combinatorial back-
ground is removed by an event-mixing technique. The un-
certainty of the η-to-π0 ratio of about 20% [13] is the main
source of uncertainty, translating into an uncertainty of
20% of the measured direct photon yield. Other sources
are the EMCal-measured inclusive photon yield (10%) and
the e+e−-pair acceptance (5%). The total systematic un-
certainty is 25%.

3.2 Results

Figure 5a shows the direct photon signal for central
Au+Au collisions at

√
sNN = 200GeV in terms of the

double ratio
(
γ/π0|meas.

)
/
(
γ/π0|bckgrd.

)
. This ratio in-

dicates a direct photon excess above the decay photon
contribution as an enhancement above 1. In this figure,

2 Besides π0 and η, decay photons from a cocktail of hadrons
are considered here.

two measurements are compared: the result from the in-
ternal conversion method as described above [14] and
a preliminary analysis of the conventional EMCal measure-
ment based on a subset of the RHIC Run-4 data set [14].
3 While the internal conversion measurement results in
a significant direct photon signal of about 10% above the
decay photon background for 1< pT < 5 GeV/c, the EM-
Cal measurement does not yield a significant direct photon
signal below pT = 3GeV/c, but agrees with the internal
conversion measurement within the uncertainties over the
entire range.
Figure 5b shows the direct photon invariant yield from

the internal conversion measurement [14] and compares it
to theoretical calculations. With large significance, a dir-
ect photon spectrum is obtained for 1< pT < 5 GeV/c. The
spectrum lies significantly above a TAA-scaled NLO pQCD
calculation [7] for pT<∼3 GeV/c. The pQCD calculation in-
dicates the contribution from hard scatterings. The lines
show the scale uncertainty of the calculation. However, it
is not clear how meaningful the comparison is down to
this low pT where the pQCD calculation reaches its limit
of applicability. It is planned to replace the pQCD calcu-
lation by a reference measurement of direct photon pro-
duction in p+ p collisions with the same method as in
Au+Au.
The excess of the measured direct photon spectrum

above the pQCD calculation can be described by models
that allow for a significant contribution of thermal pho-
tons. In order to describe thermal photon production in
A+A collisions, the entire space-time evolution has to be
accounted for including the hadronic phase. This is done in
hydrodynamical models, which assume local thermal equi-
librium. An important free parameter in such models is
the initial temperature of the fireball. Figure 5b compares
the measured direct photon spectrum to a 2+1 hydro-
dynamical model [15] for thermal-photon emission with
an average initial temperature of T ave0 = 360MeV (Tmax0 =
570MeV) and a formation time of τ0 = 0.15 fm/c. The
model underpredicts the data for pT>∼3 GeV/c. The data
can be described when both sources, thermal and pQCD,
are combined. Various other calculations come to similar
descriptions with initial temperatures in the range 370<
Ti< 570MeV [2, 16, 17]. The temperatures are significantly
above the critical temperature for the QGP phase transi-
tion of Tc = 170MeV. However, the obtained temperature
is only meaningful if the excess above pQCD is of thermal
origin. Besides hard photons, also jet-plasma interactions
may play a significant role [2].

4 Conclusions

The direct photon cross section in p+p collisions at
√
s=

200GeV is found to be consistent with a NLO pQCD cal-

3 The preliminary result from the measurement of vir-
tual photons is presented in the same figure in terms of
γdirect/γincl.+1, which also indicates a direct photon excess as
an enhancement above 1. Note that the two quantities are not
exactly equivalent.
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Fig. 5. a Direct photon excess for the
conventional and the internal-conversion
measurement in central Au+Au colli-
sions [14]; b direct photon spectrum from
the latter [14] compared to pQCD [7],
thermal-photon [15], and the sum of both
calculations

culation over the entire range of the measurement from
5GeV ≤ pT ≤ 16 GeV/c. In d+Au collisions, no indica-
tions for cold nuclear matter effects are found within the
large uncertainties of the measurement. A high statistics
d+Au run is planned. High pT direct photon production in
Au+Au collisions is found to scale with the nuclear over-
lap function TAA, establishing medium effects as the cause
for the hadron suppression observed in central Au+Au
collisions.
At low pT (1≤ pT ≤ 5 GeV/c) a significant direct pho-

ton excess above the decay photon background is observed
employing a new method in heavy ion collisions, which
measures low invariant mass e+e− pairs from direct pho-
ton internal conversions. The signal appears to be above
pQCD calculations for pT ≤ 3 GeV/c, whose applicabil-
ity is questionable, however, at this low pT. If a thermal
photon source modeled by hydrodynamical calculations is
added to the pQCD calculation, the data can be described
over the entire pT range. Other direct photon sources like
jet-plasma interactions might play a significant role as
well.
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Muon production at forward rapidity (1:5 � j�j � 1:8) has been measured by the PHENIX experiment
over the transverse momentum range 1 � pT � 3 GeV=c in

���
s
p
� 200 GeV p� p collisions at the

Relativistic Heavy Ion Collider. After statistically subtracting contributions from light hadron decays an
excess remains which is attributed to the semileptonic decays of hadrons carrying heavy flavor, i.e. charm
quarks or, at high pT , bottom quarks. The resulting muon spectrum from heavy flavor decays is compared
to PYTHIA and a next-to-leading-order perturbative QCD calculation. PYTHIA is used to determine the
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charm quark spectrum that would produce the observed muon excess. The corresponding differential cross
section for charm quark production at forward rapidity is determined to be d�c �c=dyjy�1:6 � 0:243�
0:013�stat:� � 0:105�data syst:� �0:049

�0:087 �PYTHIA syst:� mb.

DOI: 10.1103/PhysRevD.76.092002 PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 25.75.Dw

I. INTRODUCTION

Measurements of heavy quark production in proton-
proton (p� p) interactions at collider energies serve as
important tests for perturbative quantum chromodynamics
(pQCD). Bottom production at the Tevatron collider (

���
s
p
�

1:8 and 1.96 TeV) [1,2] is reasonably well described by a
recent fixed order next-to-leading logarithm (FONLL) cal-
culation [3–5]. Charm production at FNAL, which has
only been measured at relatively high pT (> 5 GeV=c),
is� 50% higher than the FONLL prediction [6]. However,
theoretical and experimental uncertainties are large, such
that significant disagreement between theory and data
cannot be claimed.

Measurements at Brookhaven National Laboratory’s
Relativistic Heavy Ion Collider (RHIC), by both the
PHENIX and STAR experiments, have provided a wealth
of information on midrapidity open charm production in
collisions at

��������
sNN
p

� 130 GeV (p� p) and
��������
sNN
p

�

200 GeV (p� p, d� Au, and Au� Au) down to pT �
0:5 GeV=c. Semileptonic decay of produced charm quarks
is the primary source of high pT leptons after contributions
from known (light hadron) sources are subtracted. Both
PHENIX [7–16] and STAR [17,18] have made statistical
measurements of charm production via single-electron
spectra. STAR has also made a direct measurement of
charm production through reconstruction of hadronic de-
cay modes of D mesons [17]. In p� p collisions at��������
sNN
p

� 200 GeV PHENIX finds d�c �c=dyjy�0 � 0:123�
0:012�stat:� � 0:045�syst:� mb [13]. STAR finds a some-
what higher central value, d�c �c=dyjy�0 � 0:30�
0:04�stat:� � 0:09�syst:� mb [17], but the two measure-
ments are consistent within the stated uncertainties. Both
measurements are noticeably (2–4	 ) higher than
PYTHIA (a leading order pQCD event generator) [19]
[see experimental references for specific parameter sets]
and FONLL [20]. Again, quantitative disagreement cannot
be established with current experimental and theoretical
uncertainties. However, we note that there is some debate
about whether charm quarks are heavy enough to be reli-
ably treated by pQCD [21].

Such measurements also serve as an important baseline
for charm production in proton-nucleus or deuteron-
nucleus (p� A or d� A), and nucleus-nucleus (A� B)
collisions [22–25]. In the absence of any nuclear effects,
charm production (since it is a pointlike process) is ex-
pected to scale with the number of binary nucleon-nucleon
collisions (Ncoll), which depends on the impact parameter
of the nuclear collision and can be obtained from a Glauber
calculation [26]. The degree of scaling for any given

centrality bin is quantified by the nuclear modification
factor:

 RAB �
1

NAB
coll

	
dNAB=dy
dNpp=dy

: (1)

Deviations from this scaling (RAB � 1) in p� A or d� A
collisions quantify cold nuclear matter effects (such as
initial state energy loss [27–32], and shadowing [33–
37]). Any such deviation must be understood so that in A�
B collisions contributions to RAB � 1 from hot nuclear
matter effects (such as in-medium energy loss [[38] and
references therein] and cold nuclear matter effects can be
disentangled. In d� Au collisions both PHENIX and
STAR find little or no effect of cold nuclear matter on
charm production (RdAu � 1 over the measured lepton pT
[10,17]). This contrasts with measurements of open charm
in Au� Au collisions: although the total charm production
appears to scale with Ncoll [8], there is a strong suppression
of lepton spectra for pT > 2 GeV=c that increases with
centrality [11,12,18]. Furthermore the elliptical flow of
nonphotonic single electrons, as measured by PHENIX in
Au� Au collisions [14–16], implies that the charm quarks
interact strongly with the created medium.

Finally, since the initial formation of open and closed
charm are both sensitive to initial gluon densities [39,40],
open charm production serves as an appropriate normal-
ization for J= production. The production of J= mesons
is expected to be sensitive to the production of a quark
gluon plasma (QGP), should one be formed in A� B
collisions [41–46]. In order to understand J= production
differences in A� B collisions compared to p� p and
p� A collisions it is important to take into account any
differences in the charm quark production in each of the
different systems.

Until now, open charm measurements at RHIC have
been limited to midrapidity. Measurements at forward
rapidity are interesting for a variety of reasons. First is
the need to constrain theoretical calculations over a wide
kinematic range. The importance of this is demonstrated by
the D0 measurement of bottom production at large rapidity
(
���
s
p
� 1:8 TeV, pT > 5 GeV=c, 2:4< y� < 3:2), as de-

duced from the production of high pT muons [1].
Significant theoretical improvements resulted from the
effort to reduce what was, initially, a discrepancy between
theory and experiment that increased with increasing ra-
pidity [5]. Second, significant cold nuclear effects have
been seen in RHIC collisions at forward rapidity. PHENIX
[47], BRAHMS [48,49], and STAR [50] have all measured
light hadron production in d� Au collisions at forward
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rapidity and have found significant deviations from RdAu �
1. It will be interesting to see whether charm production
follows a similar pattern. Finally, open charm production
at forward rapidity needs to be understood to fully
interpret PHENIX J= measurements at forward rapidity
[24,25,51–53].

In this paper we report on the measurement of muon
production at forward rapidity (1:5 � j�j � 1:8), in the
range 1< pT < 3 GeV=c, in

���
s
p
� 200 GeV p� p colli-

sions by the PHENIX experiment. The upper limit of the
pT range is determined by available statistics. The vertex-
independent muon yield is statistically extracted by calcu-
lating and subtracting contributions from light mesons (�’s
and K’s) which decay into a muon, and hadrons which
penetrate through the muon arm absorber material. In the
absence of new physics, and in the pT range measured in
this analysis, such muons come dominantly from the decay
of hadrons containing a charm quark (with small contribu-
tions from decays of hadrons containing a bottom quark
and decays of light-vector mesons). PYTHIA is used to
determine the charm quark spectrum that would produce
the observed vertex-independent muon spectrum, and from
this we obtain the differential cross section of charm quark
production at forward rapidity. Although the statistical and
systematic errors in this analysis preclude strong conclu-
sions about the details of charm production, this paper
establishes a method to extract this information from future
PHENIX data sets.

The remainder of this paper is organized as follows: In
Sec. II we describe the PHENIX experimental apparatus,
with special emphasis on the muon arm detectors. In
Sec. III we describe the methodology used to extract the
vertex-independent muon signal. This section includes de-
tails on the run, event, and track selection criteria; values
obtained for contributions to the muon yield from abundant
light hadrons, which are subtracted to obtain the vertex-
independent muon yield; and details on the systematic
error analysis. In Sec. IV we extract the differential cross
section for charm production at y � 1:6, integrated over
pT . Finally, in Sec. V we compare to other measurements,
draw conclusions, and discuss the prospects for such mea-
surements with improved data sets currently under
analysis.

II. THE PHENIX EXPERIMENT

The PHENIX experiment [54], shown in Fig. 1, is a large
multipurpose set of detectors optimized for measuring
relatively rare electromagnetic probes (photons, muons,
and electrons) of the spin structure of the proton and of
the hot dense matter created in ultrarelativistic heavy ion
collisions. The data acquisition system and multilevel trig-
gers are designed to handle the very different challenges
presented by p� p collisions (relatively small events at
very high rates) and Au� Au collisions (very large events
at relatively low rates) with little or no dead time [55,56].

Event characterization devices, such as the beam-beam
counters (BBCs) [57] used in this analysis, provide infor-
mation on the vertex position, start time, and centrality of
the collision. The two muon arms cover 1:2< j�j< 2:4 in
pseudorapidity and �� � 2� in azimuth. The two central
arms, which each cover j�j< 0:35 and �� � �=2, are not
used in this analysis.

The BBCs [57] each consist of 64 quartz radiators
instrumented with mesh dynode photomultiplier tubes
(PMTs) and arranged in a cylinder coaxial with the
beam. The BBCs are placed on either side of the collision
vertex and cover 3:0< j�j< 3:9. Each channel has a
dynamic range extending to 30 times the average energy
deposit of a minimum ionizing particle. The BBCs mea-
sure the arrival times of particles on both sides of the
collision vertex, tS and tN . From the average of these times
we determine the event start time. From their difference we
obtain the position of the vertex along the beam direction,
zvtx. The BBCs also provide the minimum bias interaction
trigger, which requires that there be at least one hit in each
BBC and that jzvtxj< 38 cm.

The muon arms [58] are coaxial with the beam on
opposite sides of the collision vertex. By convention the
arm on the south (north) end of the interaction region is
assigned negative (positive) z coordinates and rapidity. For
the 2001/2 run period, in which the data for this paper were
collected, only the south muon arm was operational. Each
muon arm is comprised of a muon tracker (MuTR) and a
muon identifier (MuID). The MuTR makes an accurate
measurement of particle momenta. The MuID allows
coarse resolution track reconstruction through a significant
amount of steel absorber. Together the muon arm detectors
provide significant pion rejection (> 250:1, increasing
with decreasing momentum) through a momentum/pene-
tration-depth match.

Before ever reaching the MuTR detectors a particle must
pass through the pre-MuTR absorber: 20 cm of copper (the
nosecone) plus 60 cm of iron (part of the MuTR magnet).
The nominal nuclear interaction lengths of iron and copper
are �Fe

I � 16:7 cm and �Cu
I � 15:3 cm (although this

varies with particle species and energy, see Sec. III F).

FIG. 1 (color online). Elevation view of the PHENIX experi-
mental layout during the 2001/2 run period.

S. S. ADLER et al. PHYSICAL REVIEW D 76, 092002 (2007)

092002-4



Therefore the pre-MuTR absorber presents a total thick-
ness of 4:9�I= cos�, where � is the polar angle of a parti-
cle’s trajectory. This absorber greatly reduces the MuTR
occupancy and provides the first level of pion rejection.

Each MuTR arm consists of three stations of cathode
strip chambers installed in an eight-sided conical magnet
[59]. The radial magnetic field (

R
B 
 dl � 0:72 T 
m at

15 degrees, B��� � B�15�� tan���= tan�15��) bends parti-
cles in the azimuthal direction. Each station occupies a
plane perpendicular to the beam axis and consists of mul-
tiple ionization gaps (3 gaps for the two stations closest to
the collision vertex, 2 gaps for the last station) which have
their charge imaged on two cathode strip planes oriented
with a small stereo angle to provide two-dimensional
information. An ionizing particle typically fires three ad-
jacent strips in each orientation. A fit to the charge distri-
bution on adjacent strips provides a position measurement
with a resolution of � � 100 �m in the bend direction.
The MuTR achieves a momentum resolution of �p=p �
5%, nearly independent of momentum over the analyzed
kinematic range. The momentum independence is due to
the significant contribution from energy-loss fluctuations
in the pre-MuTR absorber, which falls as 1=p, and which
counters the more familiar linear momentum dependence
seen for particles tracked through a ‘‘thin’’ detector.

Each MuID arm consists of five steel absorber plates
interleaved with Iarocci tubes (operated in proportional
mode) and specialized shielding to reduce backgrounds
not originating from the collision vertex. Gaps are labeled
0–4 proceeding downstream from the collision point.

The Iarocci tubes, which are between 2.5 and 5 m in
length, have eight 1 cm2 square cells, each consisting of a
three-sided ground electrode and an anode wire, mounted
inside a polyvinyl chloride (PVC) gas enclosure. A readout
channel (‘‘two-pack’’) is formed by wire-ORing the 16
anode wires of two tubes which are mounted in planes
perpendicular to the beam axis and staggered by half
of a cell width (0.5 cm). This provides redundancy, elim-
inates geometric inefficiency due to the cell walls, and
reduces the maximum drift time for charge collection.
Discriminator outputs from the two-pack signals provide
a coarse one-dimensional hit position (� � 9 cm=

������
12
p

�
2:6 cm). The tubes in each gap are mounted in six individ-
ual panels, each of which contains two layers of two-packs
(horizontally and vertically oriented), thus providing two-
dimensional information.

The first MuID absorber plate (thickness � 20 cm—
south; 30 cm—north) also serves as the return yoke of
the MuTR magnet. Successive plates (identical for the two
arms) are 10, 10, 20, and 20 cm thick, thus totaling
4:8�I= cos� (5:4�I= cos�) for the south (north) arm.
Because of ionization energy loss a particle must have a
momentum at the vertex which exceeds 2:31 cos� GeV=c
(2:45 cos� GeV=c) to penetrate to the most downstream
MuID gap of the south (north) arm.

Steel plates surrounding the beam pipe guard against
backgrounds caused by low-angle beam-beam collision
products which scrape the beam pipe near the MuID
z-location (7–9 m) or shine off the RHIC dipole steering
magnets immediately downstream of each MuID arm.
Steel blocks in the RHIC tunnels guard against penetrating
radiation generated by the incoming beams scraping
against beamline components, primarily the final focusing
quadrupole magnets.

The MuID also contributes information to the first-level
trigger decision. For the 2001/2 run, during which the data
for this analysis were collected, a relatively coarse trigger
was implemented using memory lookup units (MLUs).
Each gap was divided into quadrants with a horizontal
and vertical split going through the beam axis. Signals
from tubes in an individual gap/orientation (layer) and
quadrant were logically combined. Only gaps 0, 2, 3, and
4 were used in the trigger due to the 16-bit input limitation
of the MLUs. The penetration depth required for the trigger
to fire was programmable. The M1D trigger fired if more
than 6 out of 8 layers in a particular quadrant were hit
(indicating the possibility that the event contained a parti-
cle penetrating to MuID gap 4). The M1S trigger fired if 3
of the 4 most shallow layers (horizontal and vertical layers
in gaps 0 and 2) were hit for a particular quadrant. Both
triggers required a coincidence with the BBC minimum
bias trigger.

III. METHOD FOR EXTRACTION OF MUONS
FROM CHARM DECAY

Inclusive muon candidates, NI, are those particles which
are successfully reconstructed to the last MuID gap (gap 4).
These consist of four components:

(1) ‘‘free-decay muons,’’ ND, which result from the
decay of light hadrons (� and K mesons) before
reaching the pre-MuTR absorber.

(2) ‘‘punchthrough hadrons,’’ NP, which penetrate the
entire detector and are thus misidentified as muons.

(3) ‘‘background tracks,’’NB, which in p� p collisions
are dominated by hadrons which decay into a muon
after reaching the MuTR.

(4) ‘‘vertex-independent muons,’’ N�, which are pri-
marily due to the decay of heavy flavor mesons.

Figure 2 shows a schematic depiction of the relative
yield per event of these different contributions as a function
of flightpath into the muon arms, as described below.

The number of hadrons is large and essentially indepen-
dent of flightpath until the first absorber layer is reached. In
each absorber layer these hadrons undergo strong interac-
tions with a probability P � 1� exp��L=��, where L is
the length of absorber material traversed, and � is the
species and pT-dependent nuclear interaction length deter-
mined in Sec. III F. The punchthrough hadrons are that
small fraction of hadrons (< 0:4%) which penetrate to the
last MuID gap and are indistinguishable from muons.
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The decay lengths for�’s (c	 � 780 cm) andK’s (c	 �
371 cm) are long compared to the flightpath from the
vertex to the absorber. Therefore, the fraction of decay
muons from these sources is relatively small, but increases
linearly with the flightpath until the first absorber layer is
reached. A hadron which decays prior to the pre-MuTR
absorber into a muon that is inside the detector acceptance
is indistinguishable from a muon originating at the vertex.
After the first absorber layer the number of these free-
decay muons remains constant by definition.

Hadrons which decay in the MuTR volume are a rela-
tively small contribution for several reasons: most are
absorbed prior to reaching the MuTR; the Lorentz-dilated
decay lengths are long compared to the length of the MuTR
volume (south � 280 cm, north � 420 cm); and a particle
which decays in the MuTR is less likely to be recon-
structed. Such tracks are partially accounted for in the
calculation of punchthrough hadrons (see Sec. III F) and
the remaining fraction falls under the category of back-
ground tracks (Sec. III G). This small contribution is not
shown in Fig. 2.

Without a high-resolution vertex detector muons from
various sources (the decay of open heavy flavor hadrons,
the decay of quarkonia, the decay of light-vector mesons,
and Drell-Yan production) originate indistinguishably
close to the collision vertex. Thus their yield is independent
of the flightpath and independent of the vertex position.
Since inclusive muon candidates, by definition, penetrate
to MuID gap 4, we measure the combined yield at
z � 870 cm.

Figure 3 shows a sample distribution of the inclusive
muon candidate yield as a function of collision vertex
(zvtx), and its decomposition into the four different contri-
butions. The yield of free-decay muons is seen to have a

linear dependence that is set to 0 at zvtx � zabs � �D. Here
zabs � �40 cm is the upstream face of the pre-MuTR
absorber (indicated by the thick solid line), and �D is the
effective absorption length, beyond which there are no
free-decay muons. �D was found to be within a few mm
of the species and pT-dependent nuclear interaction
lengths determined in Sec. III F. Muons originating from
meson decays downstream of this location have no zvtx
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FIG. 3 (color online). Sample zvtx distribution of different
components of the inclusive muon candidate yield (measured
data for both charge signs over the range 1:0< pT <
1:2 GeV=c). Crosses show inclusive muon candidates, filled
circles show free-decay muons, open circles show punchthrough
hadrons, open squares show background tracks, and open dia-
monds show the sum of these three hadronic sources. The vertex-
independent muon yield is obtained from the difference between
the yield of inclusive muon candidates and the yield of light-
hadronic sources.

FIG. 2 (color online). Schematic depiction of the relative flux of different components of the inclusive muon candidate yield as a
function of flightpath into the muon arm absorber (the nominal event vertex is at z � 0). See text for details.
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dependence. The fraction not accounted for in the calcu-
lation of the punchthrough hadron yield forms the small
contribution from background tracks. The yield of punch-
through hadrons and vertex-independent muons also have
no zvtx dependence. Note that the ratio of different con-
tributions to the inclusive muon candidate spectrum is pT
dependent.

In order to extract the cross section for charm production
we first need to determine the yield of vertex-independent
muons, N��pT�, the amount beyond that which is due to
light hadrons and fake backgrounds. As described in
Sec. III A, we select good runs, events, and tracks, and
restrict our acceptance to regions where the detector was
fully active, and the acceptance variation versus zvtx was
negligible. Next, as described in Secs. III B and III C, we
obtain the yield of inclusive muon candidates vs pT and
zvtx, corrected for acceptance and efficiency: NI�pT; zvtx�.
In Sec. III D we describe a data-driven hadron generator.
This generator is used in Sec. III E, in which we describe
how the vertex dependence of the inclusive muon candi-
date yield allows us to obtain the yield of muons from light-
meson decay before the pre-MuTR absorber, similarly
corrected and binned: ND�pT; zvtx�. This generator is also
used in Sec. III F, in which we describe how we use
hadrons which stop in MuID gap 3 (the penultimate gap),
together with simulations of hadron penetration in the
MuID absorber, to obtain the yield of punchthrough had-
rons in MuID gap 4: NP�pT; zvtx�. The yield of fake tracks,
NB�pT; zvtx�, determined from simulations described in
Sec. III G, is found to be small.

The yield of vertex-independent muons is determined by
subtracting the contributions from light hadrons and fake
backgrounds and averaging over zvtx bins:

 N��pT� �
1

Nzvtx

XNzvtx
j�1

NI�pT; z
j
vtx� � ND�pT; z

j
vtx�

� NP�pT; z
j
vtx� � NB�pT; z

j
vtx�; (2)

where d2=2�pTdpTd� is implicit in all terms of the
equation.

We convert this into a cross section via

 

d2���pT�

2�pTdpTdy
�

�ppBBC
"c; �c!�BBC

d2N��pT�

2�pTdpTd�
: (3)

Here �ppBBC is the cross section of the BBC trigger for p�
p interactions and "c; �c!�BBC is the efficiency of the BBC
trigger for events in which a charm quark is created and
decays into a muon. Substituting �! y introduces negli-
gible error due to the small mass of the muon, the only
component left after the subtraction. As described in
Sec. III I, systematic errors are determined for each com-
ponent and combined into a term that applies to the overall
normalization and a term that applies to the pT dependence
of the spectrum.

We use PYTHIA to derive the pT-dependent differential
cross section for the production of charm quarks respon-
sible for the vertex-independent muon yield. This proce-
dure is very similar to that in Refs. [7–13], and is described
in detail, along with the associated systematic error analy-
sis, in Sec. IV.

A. Data reduction

1. Data sets and triggering

Runs were selected for this analysis based on stable
detector operation using the same criteria as an earlier
analysis of J= production [51]. Further runs were elimi-
nated due to the presence of large beam-related back-
grounds entering the back of the detector.

We select only those events in the vertex range �20<
zvtx < 30 cm. This minimizes the zvtx dependence of the
detector acceptance (< 1% over the entire zvtx range, see
Table II) and allows us to treat the amount of absorber
material as a simple function of polar angle, ignoring
complications in the pre-MuTR absorber near the beam
pipe.

The decision to collect an event was made by the Local
Level-1 Trigger [55] within 4�s of the collision. Input to
the trigger decision was given by the BBC (collision with a
valid event vertex) and the MuID (reconstructed penetrat-
ing track). Each trigger could be independently scaled
down, so that it occupied a predetermined fraction of the
available bandwidth, by selecting every Nth

i instance,
where Ni is the scaledown factor for the ith trigger. Three
different data sets were selected from the good runs for
different aspects of the data analysis:

(i) BBC: To extract ND the zvtx dependence of NI is
needed. The unbiased collision vertex distribution is
obtained from a set of events collected with this
trigger, which required at least one hit in each
BBC counter and a vertex position, jzvtxj< 38 cm.
�ppBBC was found to be 21:8� 2:1 mb using a van der
Meer scan [60]. This uncertainty is included in the
systematic error on the derived cross section, see
Table VIII. There were 1:72	 107 BBC triggered
events passing offline vertex selection criteria in this
data set (� 20< zvtx < 30 cm), corresponding to a
sampled luminosity of

R
Ldt � 0:79 nb�1.

(ii) M1D: In order to extract NI, ND, and NB we used
events selected with this trigger, which enriched the
sample of events with tracks penetrating to MuID
gap 4. For the M1D and BBC data sets we used
identical run selection criteria. The total number of
sampled BBC triggers for this data set was 5:77	
108, corresponding to a sampled luminosity ofR
Ldt � 26:5 nb�1.

(iii) M1S: In order to extract NP a data set which
provides an unbiased measurement of the number
of particles which penetrate to MuID gap 3 is
needed. Since the M1D trigger required tracks to
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penetrate to MuID gap 4 it could not be used. This
trigger, which only used information from MuID
gaps 0–2, is suitable. We used a subset of runs for
which the scaledown factor for this trigger was only
10, corresponding to a sampled luminosity ofR
Ldt � 1:72 nb�1.

2. Track selection

The muon arm reconstruction algorithm starts by finding
‘‘roads’’ (collections of hits in the MuID which form
straight, two-dimensional lines) and then combining them
with hits in the MuTR to form ‘‘tracks.’’ We apply strict
cuts on both road and track parameters in order to reduce
backgrounds, (see Table I).

The resulting purity of the selected tracks is demon-
strated in Fig. 4. This figure shows p��, the angular
deviation through the pre-MuTR absorber, scaled by the
particle momentum to give a quantity which should be
momentum independent, for different pT bins. As shown
in Fig. 5, �� is the angular difference between the recon-
structed particle trajectory at the collision vertex (x � 0,
y � 0, z � zvtx) and at MuTR station 1. A GEANT [61]
simulation of the PHENIX detector showed that tracks
which do not suffer a strong interaction in the pre-MuTR
absorber undergo angular deviations consistent with
expectations based on standard multiple scattering: ��� /�����������
x=X0

p
=p. The curves in each panel are fits to

Cp�� exp���p���2=2�p����2�, in which the normaliza-
tion constant is allowed to float, and p��� � 130 rad 

MeV=c is given by GEANT and is consistent with a
simple estimate based on the radiation length of the
pre-MuTR absorber and the standard multiple scat-
tering formula [62–64] (x=X0 � 48! p�rmsspace � �

���
2
p
�	

�13:6 MeV=c��
������
48
p
� rad � 133 rad 
MeV=c). The inte-

gral beyond 3p��� is � 5% and is largely due to hadrons
which have a strong interaction in the pre-MuTR absorber

and are still reconstructed as a muon candidate. Such tracks
are accounted for in the calculation of the punchthrough
hadron yield, as described below.

3. Acceptance restriction

We further restricted the acceptance of muon candidates
for this analysis in two ways:

(1) Tracks were required to pass through regions of the
detector that were fully active.

(2) Tracks were required to lie within a pseudorapidity
range, 1:5< j�j< 1:8, in which the acceptance
depends negligibly on the collision zvtx location.
As shown in Table II the variation is <1% over
the entire zvtx range.

B. Acceptance and efficiency

We evaluated four ratios to obtain the acceptance and
efficiency for reconstructing tracks penetrating to a par-
ticular MuID gap, i:
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FIG. 4. The scaled angular deflection is the difference in a
particle’s polar angle caused by passage through the pre-MuTR
absorber scaled by the particle’s momentum, p��. For muons
(and hadrons not undergoing a strong interaction in the pre-
MuTR absorber) one expects the distribution of this quantity to
be well described by the standard multiple scattering formula.
The different panels show p�� for different pT bins with fits
(normalization only) to the expected distribution.

TABLE I. Road and track cuts. Here Dp is the penetration
depth, defined to be the most downstream MuID gap with at least
one hit (from the horizontal or vertical layer) associated with the
track; z is the coordinate along the beam; x and y are transverse
to each other and to the beam axis; the vertex cut refers to the
transverse position of the MuID road projected to the xy plane at
z � 0; and the slope cut refers to the direction cosine of the road
in each transverse direction.

Road cuts:

 # Associated MuID hits >6 (out of a possible 2	Dp)

 Vertex cut,

����������������
x2 � y2

p
< 100 cm at z � 0


 Slope cut,
�������������������������
�dxdz�

2 � �dydz�
2

q
> 0:25


 � 1 associated hit in MuID gap 4

Track cuts:

 Track fit quality, 
2=dof � 10

 # Associated MuTR hits >12 (out of a possible 16)
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(1) "iacc: the fraction of particles thrown in 2���
(�� � 0:3) which penetrate to MuID gap 4, pass
through active areas in every detector plane, and
which pass the acceptance restrictions described
above. This quantity ( � 50%) accounts for non-
sensitive structural members in between the cathode
strip chambers and chamber regions removed from
consideration for the entirety of this analysis.

(2) "irec: the fraction of particles within the accepted
region, defined in the previous step, that are recon-
structed. This quantity is somewhat low (64%) due
to detector problems in this first physics run that

have been subsequently resolved.
(3) "iuser: the fraction of reconstructed tracks that pass

the cuts listed in Table I.
(4) "itrig: the fraction of selected tracks that fire the

MuID trigger.
The overall acceptance and efficiency is the product of

these ratios. Note that by construction these ratios factorize
since the denominator of each successive ratio is the nu-
merator of the previous ratio.
"iacc, "irec, and "iuser were evaluated with a GEANT

simulation using single muons thrown with a realistic pT
spectrum into the muon arms. The applied detector re-
sponse incorporated measured detector performance.
Reductions in efficiency due to occupancy are negligible
in p� p collisions. Run-to-run variations were ignored
since we selected runs in which the detector performance
was similar and stable. For cuts used in this analysis the
acceptance and efficiency are the same for different com-
ponents of the inclusive muon candidate yield. Efficiency
values for tracks penetrating to MuID gap 4 were parame-
trized in terms of zvtx and pT and are listed in Table II.
There are minor differences in these parametrizations for
particles with different charge sign. Fit errors on these
parametrizations are included in the systematic uncer-
tainty, as shown in Table V.

We also determined the efficiencies for tracks which
only penetrate to MuID gap 3, since these are needed to
obtain the yield of punchthrough hadrons. These were
found to scale from the efficiencies for tracks penetrating
to MuID gap 4: "3

acc"3
rec"3

user � "3
scale 	 "

4
acc"4

rec"4
user, where

"3
scale � 0:66. "3

scale is less than one because the MuID and
the road reconstruction algorithm are optimized for deeply
penetrating particles. Particles which do not penetrate to
the last gap have poorer resolution matching to MuTR
tracks (due to reduced lever arm and smaller number of
hits) and are also more susceptible to MuID inefficiencies.
There is considerable ambiguity in determining which
particles should have been reconstructed. Different defini-
tions, together with statistical uncertainties, combined to
give a systematic error of 23%, as shown in Table VII.

Trigger efficiencies, "3
trig and "4

trig, are also listed in
Table II. These were evaluated using the BBC data set,
which did not require the MuID trigger to fire.

 "4
trig �

�N4jM1D� 	 SM1D

�N4jBBC� 	 SBBC
; (4)

where N4jM1D is the number of selected tracks penetrat-
ing to MuID gap 4 for events in which the M1D trigger
fired, SM1D is the scaledown factor applied to the M1D
trigger, and similarly for M1D! BBC. "3

trig was also
evaluated according to Eq. (4), but with N4 ! N3, and
M1D! M1S. Different procedures for calculating "3

trig

gave slightly different answers, resulting in the assignment
of a 4.7% systematic error, as shown in Table V.

TABLE II. Trigger, acceptance, track reconstruction, and track
selection efficiencies. In the formulae below, the units for pT are
GeV=c and the units for zvtx are cm. Systematic errors for these
quantities are given in Tables V and VII.

Quantity Value

"4;�
acc 0:51	 �1� 114 exp��5:9pT�� 	 �1� 0:0015zvtx�
"4;�

acc 0:50	 �1� 531 exp��7:5pT�� 	 �1� 0:0013zvtx�
"4

rec 0.64
"4;�

user 0:74	 �1� 0:0019zvtx�
"4;�

user 0:74	 �1� 0:0009zvtx�
"3

scale 0.66
"4

trig 0.86
"3

trig 0.97

"c; �c!�BBC 0.75

FIG. 5. The angular deflection �� is the angular difference
between the reconstructed particle trajectory at the collision
vertex and at MuTR station 1. The momentum used to scale
�� is the average of the momentum reconstructed inside the
MuTR magnet (psta1) and the momentum extrapolated to the
vertex (pvtx).
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Since both the M1D and M1S triggers required a coin-
cidence with the BBC trigger we must also account for the
BBC trigger efficiency for events in which a reconstructed
muon is created via charm quark decay: "c; �c!�BBC . The BBC
efficiency was evaluated for events in which a J= was
produced in the muon arm acceptance using PYTHIA�
GEANT simulations [51]. The BBC efficiency was also
evaluated for events in which �0’s were produced in the
central arm acceptance [60] using data triggered without a
BBC requirement. The BBC efficiency under both condi-
tions was found to have a similar value that we therefore
adopt: "c; �c!�BBC � 0:75� 0:04. This uncertainty is included
in the systematic error on the derived cross section
(Table VIII).

C. Inclusive muon candidates

We first form two sets of collision vertex (zvtx) histo-
grams with 10 cm bins: one histogram for all interactions
selected with the BBC trigger, and a series of histograms
for interactions selected with the M1D trigger and having a
good muon candidate within a pT bin (1<pT < 3 GeV=c,
200 MeV=c bins). The muon candidate histograms are

formed separately for each charge sign. Entries into each
histogram are scaled by the appropriate trigger scaledown
factor. The muon candidate histograms are divided by the
minimum bias histogram to give NI�pT; zvtx�, as shown in
Fig. 6. Systematic errors shown in this figure are discussed
in Sec. III I and listed in Table V.

In Fig. 6 one can clearly see the linear dependence in the
yield of inclusive muon candidates vs zvtx at low transverse
momentum (pT < 2 GeV=c). This dependence is due to
muons from the decay of abundant light hadrons (�’s and
K’s) prior to the pre-MuTR absorber material at zabs �
�40 cm. One also observes a charge asymmetry, with the
yield of positives significantly exceeding that of negatives.
This is due to the substantial charge asymmetry in the kaon
nuclear interaction length—positive kaons are much more
likely to punch through the muon arm absorber than any
other species. This effect is discussed in Sec. III F.

D. Hadron generator

The background components of the inclusive muon
candidate yield (free-decay muons (Sec. III E), and punch-
through hadrons (Sec. III F)) arise from charged hadrons,
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FIG. 6 (color online). Yield of (left) positively and (right) negatively charged inclusive muon candidates vs zvtx for different pT bins.
Fits shown use the functional form a� bzvtx to extract the contribution from hadron decay, as discussed in Sec. III E. Error bars show
statistical errors. Shaded bands show systematic errors, as discussed in Sec. III I and listed in Table V. The substantial charge
asymmetry is due to the relatively long nuclear interaction length for positive kaons, as discussed in Sec. III F.
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primarily pions and kaons, produced in the kinematic range
of our measurement. There are no measurements of hadron
production in this kinematic range and model predictions
have substantial disagreement. This disagreement would
lead to unacceptable systematic uncertainty in the extrac-
tion of the heavy flavor muon component. In order to
reduce this uncertainty we developed a data-driven hadron
generator that is based on PHENIX midrapidity measure-
ments and then constrained by the zvtx dependence of the
inclusive muon candidate yield presented in this analysis.

The input for this generator is obtained from PHENIX
measurements in

���
s
p
� 200 GeV p� p collisions at y � 0

[65,66] using the following procedure:
(1) �� and �� spectra at y � 0 (0< pT < 3:5 GeV=c)

are fit to a power law and then scaled assuming a
Gaussian rapidity dependence (�y � 2:5) and y�
pT factorization:

 N��
y�1:65�pT� � N��

y�0�pT� exp���1:652=2�2
y��:

This rapidity dependence and factorization is ob-
served both in PYTHIA and in BRAHMS [49] data
measured at y � 1 and y � 2:2.

(2) A similar procedure is used to obtain the charged
kaon yield at y � 1:65.
First the charged kaon yield at y � 0 is extrapolated
beyond the current measurement limit (pT <
2 GeV=c). To do this we form the isospin averaged
K=� ratio vs pT at y � 0. We use charged particles,
�K� � K��=��� � ���, for pT < 2 GeV=c [65]
and neutral particles, K0=�0, for 2< pT <
6:5 GeV=c [66]. This combined ratio is then fit to
f�pT� � A�1� B exp��CpT��. This function is
then normalized separately to the K�=�� and
K�=�� ratios for pT < 2 GeV=c and multiplied
by the corresponding charged pion spectrum to ob-
tain NK�

y�0�pT�, our parametrization of the midrapid-
ity charged kaon pT spectra extending out to
3:5 GeV=c.
As with pions, we need to extrapolate this parame-
trization of the yield at y � 0 to obtain the yield at
y � 1:65. One possibility is to assume boost invari-
ance of the K=� ratio. However, PYTHIA gives a
slightly narrower rapidity distribution for kaons than
for pions, resulting in a kaon yield at y � 1:65 that is
only 85% of that predicted with the boost invariance
assumption. We split the difference between these
two assumptions:

 NK�
y�1:65�pT� � 92:5%NK�

y�0�pT�

	 exp���1:652=2�2
y��;

where, again, �y � 2:5.
(3) The p and �p spectra are assumed to have the same

shape as the pion spectra with normalization factors
set to the measured values at y � 0, pT � 3 GeV=c

(0.4 for p=��, 0.24 for �p=��) [65]. The exact form
used for the p, �p spectra is unimportant. They
obviously do not contribute to the yield of decay
muons and their contribution to the yield of punch-
through hadrons is greatly suppressed due to their
relatively short nuclear interaction length.

E. Free-decay muons

We fit the histograms shown in Fig. 6 with the function
a� bzvtx. After multiplying by dz=dlfp � cos�h�i� �
0:947 the slope, b, and its fit error give, respectively, the
yield per unit length of decay flightpath of muons from
hadron decay, dND�pT�=dlfp, and the statistical error on
this quantity. We do not allow a to vary in the fit, but we
perform the fits for different values of a to account for
uncertainty in that quantity. We also allow the zvtx fit range
to vary from jzvtxj< 20 cm to jzvtxj< 40 cm. The result-
ing variations in ND (5% and 3.3%, respectively) are
incorporated into the systematic error, as shown in
Table VI. Results are shown in Fig. 7.

This procedure does not provide a quantitative measure
of the decay muon spectrum above pT  2 GeV=c, even
though a substantial fraction of the inclusive muons are
decay muons up to significantly higher pT . This is due to
the fact that at high pT the decay slopes decrease (Lorentz
time dilation) as do the statistics, both of which make it
more difficult to quantify the decay component directly.

In order to extend our estimate of decay muons to higher
pT we simulate charged hadron spectra using the hadron
generator described in Sec. III D. These hadrons are al-
lowed to decay into the muon arms, resulting in a predicted
pT spectra (per unit length) of muons from hadron decay
separately for each charge sign. We then normalize these
predicted spectra to the measured spectra. The normalized
predicted spectra are shown as the dashed lines in Fig. 7.
The predicted spectral shape agrees with the data where we
have a statistically significant measurement. The absolute
normalization of the prediction is within 7% of the mea-
sured value, easily consistent within errors. This differ-
ence, and the effects of reasonable variations on the input
spectral shapes, are incorporated into the systematic un-
certainty on ND, as listed in Table VI.

We obtain ND�pT; zvtx� from the product of
dND�pT�=dlfp and the average value of the decay flight-
path, lfp � �D � jzvtx � zabsj= cos���, for each zvtx bin.

F. Punchthrough hadrons

A reconstructed hadron that penetrates to MuID gap 4 is
impossible to distinguish from a muon. The straightfor-
ward technique to calculate the contribution of this back-
ground component would be to use the PHENIX GEANT-
based Monte Carlo program to simulate the response to
hadrons sampled from the hadron generator spectra.
However, this approach suffers from unacceptable system-
atic uncertainty due to differences in the predictions for
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different hadronic interaction packages implemented in
GEANT. To avoid this limitation we developed a proce-
dure in which we cleanly identify hadrons in shallow gaps
and then extrapolate their yield to obtain the yield of
punchthrough hadrons in MuID gap 4.

Figure 8 shows the longitudinal momentum (pz, the
momentum projected onto the beam axis) distribution of
particles that stop in MuID gap 3. The sharp peak at pz �
2:2 GeV=c corresponds to charged particles which stopped
because they ranged out in the absorber plate between gaps
3 and 4 (this includes both muons and also hadrons which
only suffered ionization energy loss.) The width of this
peak is due to the 20 cm (11.4 X0) absorber thickness
between MuID gaps 3 and 4, and energy-loss fluctuations
in all the preceding absorber layers. Particles at momenta
beyond the peak (pz > 3 GeV=c) form a relatively pure
sample of hadrons, with only a negligible contamination
due to inefficiencies in MuID gap 4 and particles with
misreconstructed momentum values. After correcting for
acceptance and efficiency these particles are used to obtain
the pT spectrum for the ‘‘gap 3 exclusive yield,’’ as shown
in Fig. 9. We use data from the M1S trigger sample since
the M1D sample required a hit in MuID gap 4, which
would bias this measurement.

In order to extrapolate this measured spectrum for had-
rons stopping in MuID gap 3 to the spectrum of punch-
through hadrons which penetrate to MuID gap 4, we start
by assuming exponential absorption of hadrons entering
the muon arm absorber material. With this assumption we
obtain an expression for the ‘‘gap 3 inclusive yield,’’ those
hadrons that reach at least MuID gap 3:

 Ni
3�pT; �� � Ni

vtx�pT; �� exp��L3���=�
i�pT��; (5)

where i indicates the contributing hadron species (��, K�,
p, �p),Ni

vtx�pT; �� is the yield at the vertex of the ith species,
L3��� is the amount of absorber material traversed to reach
MuID gap 3, and �i�pT; �� is the pT-dependent nuclear
interaction length of the ith species. We can write a similar
expression for the punchthrough hadron yield:

 Ni
P�pT; �� � Ni

vtx�pT; �� exp��L4���=�
i�pT��; (6)
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FIG. 8 (color online). Points (measured data) show the longi-
tudinal momentum, measured at the vertex (pvtxz ), of particles
that stop in MuID gap 3. The sharp peak is due to muons which
range out in the absorber plate between gaps 3 and 4. The
histogram (Monte Carlo) shows the longitudinal momentum of
all particles that stop in MuID gap 3 and do not decay before the
pre-MuTR absorber. The Monte Carlo is normalized to the data
for pvtxz > 3 GeV=c. Particles beyond the peak form a relatively
pure sample of hadrons.
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FIG. 7 (color online). Yield per unit length of (left) positively and (right) negatively charged free-decay muons. Points are the
measured values determined by linear fits to the inclusive muon candidate yield (Fig. 6). Error bars indicate statistical errors for those
fits. pT bins with a negative (nonphysical) slope in those fits are shown with a line at the 90% C.L. upper limit (statistical errors only)
and an arrow pointing down. See Sec. III E for details. Dashed lines are the predictions for each sign from the data-driven hadron
generator with the normalization fit to the measured points. See Sec. III D for details. The 
2=dof for these fits are indicated. The width
of the lines corresponds to �RD (Table VI), the error on the ratio of free-decay muons to inclusive muon candidates. Black bands at the
left edge of each panel show the pT-independent systematic error on the inclusive muon candidate yield. Shaded bands on each point
show the systematic errors that affect the pT shape of the inclusive muon candidate spectrum. These last two systematic errors
(Table V) need to be included in the total error budget for the yield of free-decay muons, �ND=ND (Table VI), but are displayed
separately since they are common to all components of the inclusive muon candidate yield. See Eqs. (12) and (13). Systematic errors
are discussed in Sec. III I.

S. S. ADLER et al. PHYSICAL REVIEW D 76, 092002 (2007)

092002-12



where L4��� is the amount of absorber material traversed to
reach MuID gap 4.

By taking the difference between these two equations we
obtain an expression for the gap 3 exclusive yield:
 

Ni;stop
3 �pT;�� �Ni

3�pT;���N
i
P�pT;��

�Ni
vtx�pT;��exp��L3���=�i�pT��

	 �1� exp��L3����L4����=�i�pT���: (7)

The species comprising the gap 3 exclusive yield are not
determined, but their charge sign is. As a result, Eq. (7) can
be rewritten as two equations with six unknowns for each
pT bin:
 

N�;stop
3 �pT; �� � N�3 �pT; �� � N

�
P �pT; ��

�
X

i���;K�;p

Ni
vtx�pT; �� exp��L3���=�i�pT��

	 �1� exp��L3��� � L4����=�
i�pT���;

(8)

 

N�;stop
3 �pT; �� � N�3 �pT; �� � N

�
P �pT; ��

�
X

i���;K�; �p

Ni
vtx�pT; �� exp��L3���=�

i�pT��

	 �1� exp��L3��� � L4����=�i�pT���:

(9)

Based on measured cross sections for various species
[67], the number of unknowns is reduced with the follow-
ing assumption:
 

�K
�
� �long;

�p � ��
�
� ��

�
� �K

�
� �short;

� �p � 0:

We further assume that �short and �long have the form a�
b�pT�GeV=c� � 1�.

We effectively smoothed the gap 3 exclusive yield for
each sign by fitting the measured values to a power law.
Using Ni

vtx�pT; �� from the hadron generator (normalized
to the free-decay muon spectrum, as described in
Sec. III E) and known values for L3;4���, we fit Eqs. (8)
and (9) to the smoothed gap 3 exclusive yield for each sign
to obtain:
 

�short � 19:0� 2:2�pT�GeV=c� � 1� cm; and

�long � 25:9� 4:4�pT�GeV=c� � 1� cm:

Results of these fits are shown in Fig. 9. The fit error on the
normalization (10%) is incorporated into the systematic
error, as listed in Table VII.

With these values for �i�pT� and the hadron generator
input spectra, we could directly apply Eq. (6) to obtain the
final punchtrough spectra. However, we made one further
correction, described below, after finding that our assump-
tion of exponential absorption does not hold when applied
to GEANT simulations of the punchthrough process.

Using our GEANT-based PHENIX simulation program,
we generated data sets with both the FLUKA [68] and
GHEISHA [69] hadronic interaction packages. Input spec-
tra for these data sets were given by our decay hadron
generator. We selected all particles which did not decay
before the pre-MuTR absorber. ‘‘Truth’’ values for the
punchthrough and gap 3 exclusive yields were obtained
by splitting those particles based on the absence (gap 3
exclusive) or presence (punchthrough) of associated
charged particles with E4 > 100 MeV in MuID gap 4.
We varied E4 from 50–300 MeV and saw no significant
change in the results.

Using the known input spectra, known values for L3;4���,
and truth values for the gap 3 exclusive yield, we applied
Eq. (7) to the Monte Carlo data sets to obtain �i�pT�.
Because of statistical limitations we integrated our results
over � and into two pT bins: 1< pT < 2 GeV=c and pT >
2 GeV=c. Values extracted for �i�pT� for the different
hadronic interaction packages are listed in Table III.
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FIG. 9 (color online). Points show the pT spectrum of (left) positively and (right) negatively charged hadrons stopping in MuID
gap 3 (‘‘gap 3 exclusive yield’’) with statistical errors. Open diamonds show a power-law fit to the data, effectively a smoothed version
of the data. Dashed lines are fits to the smoothed data using the hadron generator (normalized by the measured free-decay spectrum, as
shown in Fig. 7) and Eqs. (8) and (9) to obtain values for the species-dependent nuclear interaction lengths, �i�pT�.
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These values are consistent with those found for our mea-
sured data, listed above.

Inserting these values for �i�pT� into Eq. (6) we ob-
tained a prediction for Ni

P�pT; ��. Ratios of the truth values
and predicted values for the punchthrough yield (RNi

P�pT �
)

for the different hadronic interaction packages are listed in
Table IV. The limitation of the simple exponential absorp-
tion model is illustrated by the fact that these ratios deviate
significantly from unity. Furthermore, the two hadronic
interaction packages disagree on the direction of the de-
viation: the exponential absorption model tends to over-
predict the punchthrough yield for FLUKA and
underpredict it for GHEISHA.

Relatively little data exist in the relevant momentum
range that would allow us to conclude which, if either,
hadronic interaction package is correct. Measurements by
RD10 and RD45 [70] of the penetration depth of identified
hadrons found that GHEISHA did well for protons and
FLUKA did not. But neither did well for pions and no data
exist for kaons. Furthermore, the results are sensitive to the
definition of a penetrating particle. For RD10/45 an incom-
ing particle with any associated charged particles in the
120	 120 cm2 detector area at a particular depth was
defined to have penetrated to that depth. In our measure-
ment we reconstruct particle trajectories, and MuID hits
are not associated with a road unless they are within a
narrow search window surrounding the projected trajec-
tory. Thus we are relatively insensitive to the leakage of a
showering hadron.

As a result of these uncertainties on the applicability of
our exponential absorption model we incorporate a species
and pT-dependent correction factor to Eq. (6):

 Ni
P�pT; �� � Ci�pT�N

i
vtx�pT; �� exp��L4���=�

i�pT��:

(10)

The correction factors for pions and kaons are obtained
from the average of the values of RNi

P�pT �
for the two

packages, hRii�pT� � �RFLUKA
Ni
P�pT �

� RGHEISHA
Ni
P�pT �

�=2, which are

listed in Table IV. We incorporate the maximum fractional
difference in the ratios for the two packages (32%) into our
systematic error estimate, as listed in Table VII. The values
of hRii�pT� for a given species are not the same for the
different pT bins. Therefore we assume the values are valid
at the average pT of each bin (pT � 1:25 GeV=c and
2:31 GeV=c, respectively) and use a linear extrapolation
in pT to obtain the final correction factors:

 Ci�pT� � hRi
i
low pt

� �hRiihigh pt
� hRiilow pt

�

	
pT�GeV=c� � 1:25

2:31� 1:25
: (11)

We assume that p’s and �p’s have the same correction
factors as the corresponding sign pions. Since p’s and
�p’s make only small contributions to the punchthrough
hadrons this simplifying assumption has little conse-
quence. We incorporate a conservative 10% systematic
error on NP to cover extreme possibilities for the p and
�p nuclear interaction lengths, as shown in Table VII.

We use Eq. (10), with the tabulated correction factors,
particle yields at the vertex given by our normalized hadron
generator, the known value of L4���, and the values for
�i�pT� determined from the measured gap 3 exclusive
yield, to obtain the pT spectrum of punchthrough hadrons,
NP�pT�, as shown in Fig. 10. Systematic errors shown in
this figure are discussed in Sec. III I and listed in Table VII.
We multiply NP�pT� by the fraction of the accepted zvtx

TABLE IV. Ratios, RNi
P�pT �

, of truth values for the punch-
through hadron yield to those predicted assuming exponential
hadron absorption for different particle species and pT bins (in
GeV=c), for FLUKA and GHEISHA. Average values of the
ratios for the two different hadronic interaction packages, hRii	
�pT�, are smoothed across the pT bin at 2 GeV=c to obtain
correction factors for the exponential absorption model.
Statistical errors on these quantities are � 10%. The maximum
fractional difference in the ratios for the two different packages
(32%) is incorporated into the systematic error estimate, as
shown in Table VII.

Species 1< pT < 2 pT > 2 Description

�� 0.76 0.86 RFLUKA
Ni
p�pT �

�� 0.91 0.75
K� 0.91 1.00
K� 1.17 1.06

�� 1.48 1.04 RGHEISHA
Ni
p�pT �

�� 1.47 1.09
K� 1.31 1.07
K� 2.21 1.69

�� 1.12 0.95 hRii�pT�
�� 1.19 0.92
K� 1.11 1.04
K� 1.67 1.38

�� 32% 10% �RNi
p�pT �=C

i�pT�
�� 24% 18%
K� 18% 3%
K� 32% 22%

TABLE III. Nuclear interaction lengths, �i�pT�, for different
particle species and pT bins (in GeV=c) for FLUKA and
GHEISHA. Statistical errors on these values are � 2 mm.

FLUKA �i�pT� [cm] GHEISHA �i�pT� [cm]
Species 1< pT < 2 pT > 2 1< pT < 2 pT > 2

�� 19.6 24.5 16.0 21.1
�� 19.4 24.8 15.0 19.3
K� 24.4 29.6 24.9 30.8
K� 20.5 24.2 17.2 21.2
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range represented by each zvtx bin to finally obtain
NP�pT; zvtx�.

The charge asymmetry in Fig. 10 is substantial, a result
of the relatively long nuclear absorption length for positive
kaons. As a result of the difference (�K

�
is 19%–66% less

than �K
�

, ��
�

, or ��
�

based on GHEISHA and FLUKA
values shown in Table III) the PHENIX muon arm steel
presents 1.1–4.5 fewer interaction lengths to positive kaons
than other hadron species.

G. Background tracks

The main source of tracks which are not accounted for in
the yield of punchthrough hadrons and free-decay muons,
and which are not due to vertex-independent muons, are
light hadrons which penetrate through the pre-MuTR ab-
sorber, decay into a muon, and are still reconstructed as a
valid track.

A simulation of single pions thrown into the muon arm
acceptance shows that the number of hadrons which decay
after the pre-MuTR absorber and penetrate to MuID gap 4
is only 5%–10% (increasing with increasing pT) of the
zvtx-averaged number of free-decay muons, ND�pT; zvtx �
0�. This ratio will be suppressed by the fact that tracks
which decay are less likely to be reconstructed success-
fully. It is further suppressed by our punchthrough calcu-
lation procedure: the number of such tracks which stop in
MuID gap 3 is roughly half the number that penetrate to
gap 4; these will be counted in our calculation of the
punchthrough hadron yield.

We express our estimate for the yield of background
tracks not otherwise accounted for as NB�pT� �
5%	 ND�pT; zvtx � 0�. The systematic uncertainty as-
signed to this quantity, �RB � 5%	 ND�pT; zvtx � 0�,
covers the extreme possibilities that the NB=ND is unsup-
pressed or fully suppressed by reconstruction and punch-
through procedures, as described above (see Table VIII).

This estimate was verified in a simulation of ��’s and
K�’s which were thrown into the muon arm acceptance
and fully reconstructed. The reconstructed track informa-
tion, together with the Monte Carlo truth information,
allows us to eliminate uncertainties due to misreconstruc-
tion of the track pT and due to determination of whether a
track which penetrated to the last gap did so in a recon-
structible fashion.

H. Vertex-independent muons

Figure 11 shows the yield of inclusive muon candidates,
NI�pT; zvtx�, with contributions from individual compo-
nents (free-decay muons, punchthrough hadrons, and back-
ground tracks) shown as well as their sum. The vertex-
independent muons can be seen as the clear excess above
the calculated background sources. The systematic error
bands shown on the component sums are discussed in
Sec. III I and listed in Tables VI and VII.

We obtain the yield of vertex-independent muons by
applying Eq. (2) in each pT bin, subtracting the hadronic
contributions from the inclusive muon candidate yield, and
averaging over zvtx bins. This yield is shown, before aver-
aging over zvtx to demonstrate the expected vertex inde-
pendence, in Fig. 12.

We make one final correction for momentum scale. The
observed mass of the J= , reconstructed with the same
code and in the same data set, is higher than the nominal
value by � 100 MeV�3%� [51]. However, in a higher
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FIG. 10 (color online). Yield of positively (dotted line) and
negatively (solid line) charged hadrons which penetrate to MuID
gap 4. The curves are obtained from Eq. (10), as described above.
Solid bands on the y-axis show the relative normalization
uncertainty on the inclusive muon candidate yield, �norm

NI
=NI

(Table V). This needs to be included in the total error budget for
the yield of punchthrough hadrons, �NP=NP (Table VII), but is
displayed separately since it is common to all components of the
inclusive muon candidate yield (see Eqs. (12) and (13)). Hatched
bands on the y-axis show �norm

RP
(Table VII), the normalization

uncertainty on the ratio of punchthrough hadrons to inclusive
muon candidates. The relative fraction of positive and negative
punch through hadrons can move up and down together by this
amount. Shaded bands around the extracted punchthrough had-
ron yield show the systematic errors on �pTRP which can affect the
pT shape of the relative fraction of positive and negative punch
through hadrons (positives and negatives can move indepen-
dently). These are dominated by differences in the applicability
of the simple exponential absorption model observed for
FLUKA and GHEISHA. Systematic errors are listed in
Tables V and VII and discussed in Sec. III I.
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statistics data set the momentum scale accuracy is verified
to within 1% by our observation of the accepted value for
the mass of the J= [52]. Also, the peak observed in the
longitudinal momentum distribution of particles stopping
in MuID gap 3 (see Fig. 8) is within 0.5% of the predicted
value. We therefore assume that the momentum scale is
high by 1.5% (splitting the difference between 0 and 3%).
This results in a momentum scale correction factor to the
prompt muon yield of 0:94� 0:987	 �pT�GeV=c� � 1�.
We assume a 100% systematic error on this correction
factor, as shown in Table V.

Finite momentum resolution can cause a similar effect.
Contributions from energy-loss fluctuations, multiple scat-
tering, and chamber resolution combine to give �p=p �
5% for the momentum range used in this analysis. Finite
resolution, combined with an exponentially falling spec-
trum, artificially hardens the measured spectrum. For 1<
pT < 3 GeV=c this hardening increases the normalization
of the yield by 3.7%. However, this is accounted for in our

efficiency determination since we use a realistic pT spec-
trum as input. Therefore, we apply no explicit correction
and no additional systematic uncertainty for this effect.

The final values for the vertex-independent muon cross
section, obtained from Eq. (3), are shown in Fig. 13. Points
in this figure have been placed at the average pT value of
the bin contents to account for bin shifting in the steeply
falling distributions. Systematic errors shown in this figure
are discussed in Sec. III I and listed in Tables V, VI, and
VII.

I. Systematic errors

Many sources of systematic error on the yield of vertex-
independent muons, N�, are common to the different
components of the inclusive muon candidate yield. In order
to account for this we rewrite Eq. (2) (making the pT and
zvtx dependencies implicit) as:
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FIG. 11 (color online). Points show the yield of (left) positively and (right) negatively charged inclusive muon candidates vs zvtx for
different pT bins with statistical errors. Dotted, solid, and dashed lines show contributions from decay muons, punchthrough hadrons,
and background tracks, respectively. Shaded bands show the systematic error around the sum of these components, as listed in
Tables V, VI, and VII and discussed in Sec. III I. The larger systematic uncertainties for positive particles are due to the larger fractional
contribution of punchthrough background, which in turn is due to the relatively long nuclear interaction cross section for positive
kaons.
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 N� � NI 	 �N�=NI�

� NI 	 ��NI � ND � NP � NB�=NI�

� NI 	 �1� RD � RP � RB�; (12)

where Rj � Nj=NI is the fraction of the inclusive muon
candidate yield attributed to the jth component. We can
now write the systematic error on N� as:

 �N� �
���������������������������������������������������������������������������������
��NI=NI�

2N2
� � ��2

RD
� �2

RP
� �2

RB
�N2

I

q
(13)

�N� , as determined below, is displayed in Figs. 11 and 12.
Note that the uncertainties for positive particles are

significantly larger than for negative particles. This is due
to the fact that the fraction of the inclusive muon candidate
yield from punchthrough background is significantly larger
for positive particles than for negative particles, as shown
in Fig. 10. As discussed above, this is due to the relatively
long nuclear interaction cross section for positive kaons.

Uncertainties contributing to �NI are listed in Table V.
Uncertainties contributing to �ND and �RD are listed in
Table VI. Uncertainties contributing to �NP and �RP are
listed in Table VII. Note that in these tables we separately
list uncertainties that affect the overall normalization
(�=Nnorm) and the shape of the pT spectrum (�=NpT ).

TABLE V. Sources of systematic error on the calculation of
NI, the yield of inclusive muon candidates. �NI=NI is obtained
by adding the different contributions in quadrature.

Error source �=Nnorm �=NpT

Momentum scale 6.0% �pT�GeV=c� � 1� 	 1:3%
"acc 10% �pT�GeV=c� � 1� 	 1:5%
"rec 9.0% 0
"user 5.0% �pT�GeV=c� � 1� 	 5:0%
"trig 4.7% 0

�NI=NI 16.3% �pT�GeV=c� � 1� 	 5:4%

-4

-2

0

2

4 <1.2(GeV/c)
T

1<p

-0.5

0

0.5

<1.6(GeV/c)
T

1.4<p

-0.2

0

0.2
<2(GeV/c)

T
1.8<p

-0.1

0

0.1
<2.4(GeV/c)

T
2.2<p

 (cm)vtxz
-22 5 32

-0.05

0

0.05

<2.8(GeV/c)
T

2.6<p

<1.4(GeV/c)
T

1.2<p

<1.8(GeV/c)
T

1.6<p

<2.2(GeV/c)
T

2<p

<2.6(GeV/c)
T

2.4<p

 (cm)vtxz
5 32

<3(GeV/c)
T

2.8<p

)2 c
-2

 G
eV

-5
 (

x1
0

η
 d

/d
p

+ I
 N2

 d
 pπ

1/
2

-4

-2

0

2

4 <1.2(GeV/c)
T

1<p

-0.5

0

0.5

<1.6(GeV/c)
T

1.4<p

-0.1

0

0.1

<2(GeV/c)
T

1.8<p

-0.05

0

0.05

<2.4(GeV/c)
T

2.2<p

 (cm)vtxz
-22 5 32

-0.04

-0.02

0

0.02

0.04 <2.8(GeV/c)
T

2.6<p

<1.4(GeV/c)
T

1.2<p

<1.8(GeV/c)
T

1.6<p

<2.2(GeV/c)
T

2<p

<2.6(GeV/c)
T

2.4<p

 (cm)vtxz
5 32

<3(GeV/c)
T

2.8<p

)2 c
-2

 G
eV

-5
 (

x1
0

η
 d

/d
p

- I
 N2

 d
 pπ

1/
2

FIG. 12 (color online). Points show the yield of (left) positively and (right) negatively charged vertex-independent muons vs zvtx for
different pT bins with statistical errors. The dashed lines show the yield for each pT bin, averaged over zvtx. The shaded bands around 0
show the systematic error on the sum of the contributions to the inclusive muon candidate yield from light-hadronic sources, as listed in
Tables V, VI, and VII and discussed in Sec. III I. The larger systematic uncertainties for positive particles are due to the larger fractional
contribution of punchthrough background, which in turn is due to the relatively long nuclear interaction cross section for positive
kaons.
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Values for �NI=NI are displayed in Fig. 6. Values for
�RD and �RP are displayed in Figs. 7 and 10 respectively.
We insert �NI=NI, �RD , �RP , and �RB into Eq. (13) as part
of the final systematic error on N�.

To get the vertex-independent muon cross section, as
defined in Eq. (3) and displayed in Figs. 13 and 16, we need
to add in quadrature the errors on N�, �ppBBC, "c; �c!�BBC . The
error on N� is obtained from the components above ac-
cording to Eq. (13). Errors on �ppBBC and "c; �c!�BBC are listed in
Table VIII.

IV. CHARM CROSS SECTION

The charm production cross section obtained from the
yield of vertex-independent muons (or from the yield of
nonphotonic electrons, or D mesons) is necessarily model
dependent since we do not measure the charm quarks
directly. We use PYTHIA to convert our measurement of
the vertex-independent muon yield into an estimate of the
differential charm production cross section at forward
rapidity, d�c �c=dyjy�1:6, in a procedure very similar to
that used in PHENIX measurements of charm production
at y � 0 [7–13]. We use PYTHIA version 6.205 with
parameters tuned to reproduce charm production data at
SPS and FNAL [71] and single-electron data at the ISR
[72–74]. Tuned parameters are listed in Table VIII. The
meaning of each parameter is more thoroughly defined in
the PYTHIA manual [75].

Vertex-independent muon sources, predicted by a
PYTHIA simulation using the same parameters (except
that MSEL is set to 2 to generate unbiased collisions),
are listed in Table X. These sources include decays of
hadrons containing a heavy quark, and light-vector mesons
with a decay length too short to be measured with the
existing experimental apparatus (�;!;�). Their pT spec-
tra are shown in Fig. 14. Contributions from quarkonium
decays, Drell-Yan, and 	 lepton decays are negligible. This
shows that vertex-independent muon production in our
acceptance is dominated by muons from decay of charm
hadrons, although for pT > 2:5 GeV=c the contribution
from decays of hadrons containing a bottom quark is
starting to become significant.

TABLE VII. Sources of systematic error on RP, the ratio of
punchthrough hadrons to inclusive muon candidates, and NP, the
absolute yield of punchthrough hadrons. �RP is obtained by
adding the different contributions in quadrature. �NP=NP is
obtained by adding �RP and �NI=NI in quadrature.

Error source �=Nnorm �=NpT

"3
scale 23% 0

Exponential absorption model 0 32%
p and �p contributions 10% 0
Nstop

3 normalization 10% 0

�RP 27% 32%
�NP=NP 31.5% � 32%
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FIG. 13 (color online). pT spectrum of vertex-independent
muons. Error bars indicate statistical errors. One point with
unphysical (less than zero) extracted yield is shown as an arrow
pointing down from the 90% C.L. upper limit Shaded bands
indicate systematic errors, as listed in Tables V, VI, and VII and
discussed in Sec. III I. The larger systematic uncertainties for
positive particles is due to the larger fractional contribution of
punchthrough background, which in turn is due to the relatively
long nuclear interaction cross section for positive kaons.

TABLE VIII. Other sources of systematic uncertainty. �RB is
incorporated into the systematic uncertainty on the vertex-
independent muon yield, as shown in Eq. (13). Errors on �ppBBC

and "c; �c!�BBC are added in quadrature along with the total uncer-
tainty on the vertex-independent muon yield, �N�=N� to get the
uncertainty on the vertex-independent muon cross section.

Error source �=Nnorm �=NpT

�RB 0 5%	 ND�pT; zvtx � 0�
��ppBBC

9.6% 0
�"c; �c!�BBC

5% 0

TABLE VI. Sources of systematic error on RD, the ratio of
free-decay muons to inclusive muon candidates, and ND, the
absolute yield of free-decay muons. �RD is obtained by adding
the different contributions in quadrature. �ND=ND is obtained by
adding �RD and �NI=NI in quadrature.

Error source �=Nnorm �=NpT

Decay flight path 5% 0
zvtx fit range 3.3% 0
Input hadron spectrum 0 �pT�GeV=c� � 1� 	 5:0%
Decay normalization 7% 0

�RD 9.2% �pT�GeV=c� � 1� 	 5:0%
�ND=ND 18.7% �pT�GeV=c� � 1� 	 7:4%
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This simulation also gives the distribution of charm
quarks (pT vs y) that produce a muon in our acceptance,
as shown in Fig. 15. This demonstrates that the vertex-
independent muons we measure sample charm quarks
down to pT � 1 GeV=c, over a narrow rapidity slice cen-
tered at y � 1:6.

Figure 16 shows a comparison of the measured vertex-
independent negative muon spectrum (from Fig. 13) to the
prediction of this default PYTHIA simulation and to a
FONLL calculation [20,77]. Note, larger systematic errors
for the positive muon spectrum preclude a significant
measurement for that charge sign. One can see that the
measured values significantly exceed both predictions. The
spectrum also appears to be somewhat harder than the
PYTHIA spectrum with the parameters listed in Table IX.

We scale the charm (only) contribution to the PYTHIA
vertex-independent muon pT spectrum such that the total

spectrum (including the small contributions from open
bottom and vector mesons) matches the central values of
the measured vertex-independent negative muon spectrum.
Only statistical errors are used in the fit. We multiply the
scale factor from the fit (2.27) by the PYTHIA value for
the charm production cross section, d�c �c=dyj

PYTHIA
y�1:6

(0.107 mb), to obtain d�c �c=dyjPHENIX
y�1:6 � 0:243�

0:013�stat:� mb.
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FIG. 15. PYTHIA results for the pT vs y distribution (linear
z-scale) of charm quarks that produce a muon in the PHENIX
acceptance.
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the PYTHIA prediction using settings listed in Table IX without
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calculation (solid line with systematic error band) [20,77]. The
bottom panel shows the ratio of the measured spectrum to the
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(bands) uncertainties on the data, as well as the theoretical
uncertainty (shaded band around 1). The dashed line shows the
PYTHIA/FONLL ratio.
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FIG. 14 (color online). PYTHIA calculation showing the ma-
jor contributions to the vertex-independent muon pT spectrum.
Solid, dashed, and dotted lines show the yield from charm,
bottom, and light vector mesons ��;!;��, respectively.
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TABLE X. Percentage contribution of different sources of
vertex-independent muons within our acceptance (1< pT <
3 GeV=c and 1:5< j�j< 1:8), from PYTHIA, with parameters
listed in Table IX (except that MSEL � 2 to generate minimum
bias collisions).

Source Contribution

Open charm 84.6%
Open bottom 6.9%
�, !, � 8.1%
Quarkonia <0:1%
Drell-Yan <0:1%
	 leptons 0.4%

TABLE IX. Tuned PYTHIA parameters (default settings for
this analysis) for determination of charm production cross sec-
tion central value.

Parameter Value Meaning

MSEL 4 Heavy quark production every event
(gluon fusion� q= �q annihilation).

MSTP (32) 4 Hard scattering scale, Q2 � ŝ.
MSTP (33) 1 Use K-factor.
MSTP (52) 2 Use PDF libraries.
MSTP (51) 4046 Select CTEQ5L PDF libraries [76].
MSTP (91) 1 Use Gaussian distribution for intrinsic kT .
PARP (31) 3.5 K-factor.
PARP (91) 1.5 hkTi (GeV=c).
PARP (93) 5.0 Maximum kT (GeV=c).
PMAS (4, 1) 1.25 mc (GeV=c).
D�=D0 0.32 Default charm chemistry ratio.
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Data points at y � �1:6 are from this analysis (the point at y �
1:6 is reflected through y � 0). The point at y � 0 is the
PHENIX measurement of charm through semileptonic decay
to electrons [13]. Error bars on the data points indicate statistical
uncertainties and boxes indicate systematic uncertainties. The
top panel shows rapidity spectra from two PYTHIA parameter
sets (see Table XI for details), FONLL [20,77], and a NLO
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without normalization. Theoretical uncertainties associated with
the FONLL and NLO calculations are indicated with shaded
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TABLE XI. Results for PYTHIA simulations with different parameter sets used to explore the systematic error on the charm cross
section due to model uncertainties. The top of the table details the different parameter sets tested. Unless otherwise noted, parameters
are the same as those listed in Table IX. The bottom of the table gives the results for different simulations: The first column identifies
the simulation; the second column gives the total charm production cross section given the chosen PYTHIA parameter set; the third
column gives the differential charm production cross section at y � 1:6; the fourth column gives the normalization factor needed to fit
the PHENIX data; the fifth column gives the differential charm production cross section at y � 1:6 for PHENIX data (the product of
the third and fourth columns); the sixth column gives the fractional difference between the results for each simulation compared to the
simulation with the default PYTHIA parameter set; the last column gives the ratio d�c �c=dyjPYTHIA

y�1:6 =d�c �c=dyjPYTHIA
y�0 .

Case PYTHIA Settings

1 Default settings, see Table IX.
2a MSTP�51� � 4032, CTEQ4L PDF libraries [78].
2b MSTP�51� � 5005, GRV94LO PDF libraries [79].
2c MSTP�51� � 5012, GRV98LO PDF libraries [80].
2d MSTP�51� � 3072, MRST (c–g) PDF libraries [81].
3a MSTP�32� � 1, Q2 � 2ŝ t̂ û =�ŝ2 � t̂2 � û2�.
3b MSTP�32� � 2, Q2 � p2

T � �m
2
3 �m

2
4�=2.

3c MSTP�32� � 3, Q2 � min��t̂;�û�.
3d MSTP�32� � 5, Q2 � �t̂.
4a PMAS�4; 1� � mc � 1:15 GeV=c.
4b PMAS�4; 1� � mc � 1:35 GeV=c.
4c PARP�91� � hkTi � 0:3 GeV=c.
4d PARP�91� � hkTi � 3:0 GeV=c.
4e MSTP�68� � 2, Maximum virtuality scale and matrix element matching scheme.

PARP�67� � 4, Multiplicative factor applied to hard scattering scale.
5a PARP�31� � K-factor � 1,

MSEL � 1, Hard scattering enabled.
5b PARP�31� � K-factor � 1,

MSEL � 1, Hard scattering enabled,
All other parameters untuned.

6 D�=D0 � 0:45 [82].
7 Open bottom and vector mesons scale with charm.

Case
�PYTHIA
c �c

(mb)
d�c �c=dyjPYTHIA

y�1:6
(mb)

Normalization
to Data

d�c �c=dyjPHENIX
y�1:6

(mb)
�d�c �c=dyjPHENIX

y�1:6
(%)

d�c �c=dyjPYTHIA
y�1:6 =

d�c �c=dyjPYTHIA
y�0

1 0.658 0.107 2.27 0.243 — 0.67
2a 0.691 0.111 2.10 0.232 �4:5 0.69
2b 0.698 0.112 2.09 0.233 �3:9 0.71
2c 0.669 0.109 2.18 0.238 �1:7 0.73
2d 0.551 0.088 2.67 0.236 �2:9 0.71
3a 1.520 0.243 1.12 0.271 11.8 0.84
3b 0.863 0.139 1.63 0.226 �6:7 0.71
3c 1.501 0.242 1.11 0.267 10.2 0.84
3d 1.104 0.178 1.45 0.258 6.4 0.78
4a 0.905 0.145 1.73 0.252 3.7 0.67
4b 0.487 0.078 2.91 0.226 �6:7 0.64
4c 0.658 0.104 2.81 0.292 20.4 0.66
4d 0.658 0.104 1.50 0.156 �35:8 0.63
4e 0.658 0.106 2.09 0.220 �9:2 0.63
5a 0.435 0.068 3.91 0.266 9.4 0.80
5b 0.385 0.058 4.67 0.271 11.7 0.79
6 0.658 0.107 2.38 0.255 5.0 0.67
7 0.658 0.107 2.20 0.236 �2:9 0.67
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We distinguish between two different sources of system-
atic uncertainty on the extraction of the charm cross sec-
tion: (1) uncertainty in the PYTHIA calculation and
(2) uncertainty in the data, which is largely independent
of PYTHIA.

We determined the uncertainty in the data (� 43%) by
refitting PYTHIA to the data at the minimum and maxi-
mum of the 1� systematic error band.

We determined the uncertainty in the PYTHIA cal-
culation with a systematic study in which we varied simu-
lation parameters, extracted the new simulated vertex-
independent negative muon spectrum, normalized to the
measured spectrum, and extracted d�c �c=dyj

PHENIX
y�1:6 for the

modified parameter sets. We varied PDF libraries, the hard
scattering scale, the charm quark mass, the intrinsic kT
value, the D�=D0 ratio, charm production mechanism
selections, and open bottom and vector meson scaling
assumptions. The parameter sets used and the results of
this study are summarized in Table XI.

The PYTHIA charm cross section varies substantially
(��d�c �c=dy�j

PYTHIA
y�1:6 � � 4) for the chosen parameter sets.

However, the extracted experimental charm cross section is
relatively stable (��d�c �c=dy�jPHENIX

y�1:6 < 0:36). This is due
to the fact that the parameter set changes have relatively
minor effects on the shape of the predicted vertex-
independent muon pT spectrum, and we obtain the experi-
mental charm cross section by normalizing the PYTHIA
charm cross section by the ratio of the measured and
predicted muon pT spectra.

One way to visualize this is to plot (see Fig. 17) the
vertex-independent muon yield in our acceptance per event
in which a c �c pair is created for the different PYTHIA
parameter sets. Because of our procedure, parameter sets
which give similar vertex-independent muon yields per c �c
event in the low pT region (which dominates the fit) will
necessarily give similar values for d�c �c=dyjPHENIX

y�1:6 , what-
ever the PYTHIA charm cross section is.

The largest variation in the predicted muon yield at
pT � 1 GeV=c per c �c event is seen for simulations in
which the intrinsic kT is varied from its default value
(hkTi � 1:5 GeV=c) to the value expected from arguments
based on Fermi momentum (case 4c, hkTi � 0:3 GeV=c),
or to a value which best reproduces the measured spectrum
at higher pT (case 4d, hkTi � 3:0 GeV=c). These parame-
ter sets also result in the largest variation in
d�c �c=dyj

PHENIX
y�1:6 , as shown in Table X. We use the cross

section values obtained in this pair of simulations to define
the systematic uncertainty in our measurement due to the
uncertainty in our PYTHIA calculation. This gives us
our final answer: d�c �c=dyjy�1:6 � 0:243� 0:013�stat:� �
0:105�datasyst:��0:049

�0:087�PYTHIAsyst:� mb. As shown in the
lower-left panel of Fig. 17, the FONLL prediction of the
muon yield per c �c collision lies well within the extreme
cases defining the systematic error resulting from the nec-
essary model dependence of our charm extraction.

Therefore, using FONLL instead of PYTHIA for the charm
extraction would yield consistent results.

Figure 18 shows the PHENIX charm rapidity spectrum.
The result of this analysis (mirrored about y � 0 since this
is a symmetric collision system) is plotted along with the
result for d�c �c=dyjy�0 [13]. In order to compare with the
data at y � 0 the systematic uncertainty on the data from
this analysis is shown as the quadrature sum of the two
sources of systematic uncertainty described above (data
and PYTHIA). Theoretical curves from PYTHIA (case 1
and case 5a), FONLL [20,77], and a NLO calculation from
Vogt [83] are also displayed.

In the top panel of the figure PYTHIA with the default
parameter set (case 1) is fit to the two PHENIX points with
statistical and systematic errors added in quadrature. Other
theory curves are normalized so that they are equal at
y � 0 in order to allow shape comparisons. As shown in
Table XI, different PYTHIA parameter sets differ in the
predicted ratio d�c �c=dyj

PYTHIA
y�1:6 =d�c �c=dyj

PYTHIA
y�0 by

>30%. Unfortunately, current systematic error bars pre-
clude any conclusions about the charm production rapidity
shape.

In the bottom panel of the figure the theory curves are
without normalization to allow an absolute comparison.
The quoted theoretical uncertainty bands for the FONLL
and NLO calculations are also shown. We note that,
although our data are above the FONLL prediction, the
error bars touch. This is in contrast to the situation for the
vertex-independent muon cross section, shown in Fig. 16,
where the data are significantly above the prediction. The
larger disagreement in the vertex-independent muon cross
section is presumably due to different treatment of the
fragmentation process in PYTHIA and FONLL [20,77,83].

V. CONCLUSION AND OUTLOOK

We have measured muon production at forward rapidity
(1:5 � j�j � 1:8), in the range 1< pT < 3 GeV=c, in���
s
p
� 200 GeV p� p collisions at RHIC. We determined

and subtracted the contribution from light hadron sources
(�, K, p) to obtain the vertex-independent muon yield
which, for the pT range measured in this analysis, and in
the absence of new physics, arises dominantly from the
decay of D mesons. We normalized the PYTHIA muon
spectrum resulting from the production of charm quarks to
obtain the differential cross section for charm production at
forward rapidity: d�c �c=dyjy�1:6 � 0:243� 0:013�stat:� �
0:105�datasyst:��0:049

�0:087�PYTHIAsyst:� mb. This is compat-
ible with PHENIX charm measurement at y � 0, although
even further above predictions from PYTHIA and FONLL.
Large systematic uncertainties in the current measurement
preclude statements about the rapidity dependence of the
charm cross section.

The systematic uncertainty in the data is dominated by
uncertainty on the determination of the fractional contri-
bution of decay muons. This will be improved with higher
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statistics data sets (already collected) which will allow
better measurements of the zvtx dependence of particle
production. Final results for identified particle pT distribu-
tions in p� p collisions by BRAHMS will also be invalu-
able for improving the input to our hadron generator. The
systematic uncertainty in PYTHIA is dominated by differ-
ences observed when the intrinsic hkTi is varied. In order to
reduce this uncertainty we need to reduce the allowed
parameter space by improving the measurement of the
high pT portion of the vertex-independent muon spectrum,
where the error is dominated by the uncertainty in the yield
of punchthrough hadrons. Data sets (already collected)
with higher statistics, and with hadrons stopping in MuID
gap 2, will allow a completely data-driven approach to the
calculation of the punchthrough yield. This will eliminate
the reliance on hadronic interaction simulation packages,
differences in which are the largest source of systematic
error at high pT . Analogous measurements are also being
carried out for d� Au, Cu� Cu, and Au� Au [84] colli-
sions at

��������
sNN
p

� 200 GeV. These will allow determination
of the magnitude of nuclear modification effects on charm
production at forward rapidity.
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Commissariat à l’Énergie Atomique, Institut National de
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[19] T. Sjöstrand et al., Comput. Phys. Commun. 135, 238

(2001).
[20] M. Cacciari, P. Nason, and R. Vogt, Phys. Rev. Lett. 95,

122001 (2005).
[21] M. L. Mangano, Nucl. Phys. B405, 507 (1993).
[22] R. Vogt, arXiv:hep-ph/0203151.
[23] R. Vogt, Int. J. Mod. Phys. E 12, 211 (2003).
[24] W. Cassing, E. Bratkovskaya, and A. Sibirtsev, Nucl.

Phys. A691, 753 (2001).
[25] E. L. Bratkovskaya, W. Cassing, and H. Stöcker, Phys.
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Cross sections for midrapidity production of direct photons in p� p collisions at the Relativistic Heavy
Ion Collider (RHIC) are reported for transverse momenta of 3< pT < 16 GeV=c. Next-to-leading order
perturbative QCD (pQCD) describes the data well for pT > 5 GeV=c, where the uncertainties of the
measurement and theory are comparable. We also report on the effect of requiring the photons to be
isolated from parton jet energy. The observed fraction of isolated photons is well described by pQCD for
pT > 7 GeV=c.
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The production of direct photons, i.e., photons not from
hadronic decays, in hadron-hadron collisions has been
recognized as providing direct access to the gluon distri-
butions in the hadron, both unpolarized and polarized [1,2].
The process of direct-photon production is described, at
high energy and high momentum transfer, by perturbative
quantum chromodynamics (pQCD). Three parton-parton
subprocesses dominate at lowest order: Compton scatter-
ing g� q! �� q, annihilation q� �q! �� g, and
parton-parton hard scattering with the scattered quark or
gluon fragmenting to a photon, where g (q) represent gluon
(quark) states. At next-to-leading order (NLO), brems-
strahlung emission of photons from the quarks undergoing
hard scattering also contributes to the direct-photon signal.
The annihilation process is suppressed for p� p colli-
sions, due to the lower probability density of �q vs g in
the proton. In general, the fragmentation and bremsstrah-
lung processes will produce photons in the vicinity of
parton jets. Therefore, a requirement that the photon be
isolated from parton jet activity can emphasize the
Compton graph. Here, only the gluon distribution is un-
known, particularly for the polarized case, and direct-
photon production therefore provides direct access to this
(polarized) gluon distribution.

Comparisons of data to theory test our understanding of
direct-photon production in hadron-hadron collisions.
Previous experiments have shown significant disagreement
between data and theory at fixed target energy,

���
s
p

<
40 GeV, and good agreement at collider energy,

���
s
p

>
60 GeV [3,4]. Results from the Relativistic Heavy Ion
Collider (RHIC) for p� p collisions cover intermediate
energy and momentum transfer, overlapping CERN
Intersecting Storage Rings, and Super anti-Proton Proton
Synchrotron collider kinematics, and address the robust-
ness of the pQCD prediction for direct-photon production.
In addition, the comparison of the direct-photon rate using
no isolation requirement, to the rate of observed photons
that are isolated from parton jets, tests our understanding of
the processes of parton fragmentation to photons and of the
bremsstrahlung emission of photons from quarks in hard
scattering.

Furthermore, direct-photon production in p� p colli-
sions provides a valuable baseline for the interpretation of
direct-photon data from heavy ion (A� A) collisions. Jet-
quenching models attribute the strong suppression of
high-pT hadrons in central A� A collisions to energy
loss of scattered quarks and gluons in the hot and dense
medium created in these collisions [5]. Since photons
interact with the medium only electromagnetically, they
provide a monitor of the initial parton flux and therefore
test a crucial assumption of these models.

In this Letter, we present cross sections for direct-photon
production in p� p collisions at

���
s
p
� 200 GeV, from the

2003 run of RHIC, at midrapidity for 3<pT < 16 GeV=c.
An earlier measurement [6] from the 2002 run of RHIC
covered a much smaller region of pT . Unpolarized cross
sections are reported, obtained by averaging over the spin
states of the beams, with <1% residual polarization.

The data were collected by the PHENIX detector [7].
The primary detector for this measurement is an electro-
magnetic calorimeter (EMCal), consisting of two subsys-
tems, a six sector lead-scintillator (PbSc), and a two sector
lead glass (PbGl) detector, each located 5 m radially from
the beam line. Each sector covers a range of j�j< 0:35 in
pseudorapidity and 22.5� in azimuth. The EMCal has fine
granularity. Each calorimeter tower covers ��� ���
0:01� 0:01, and a tower contains �80% of the photon
energy hitting the center of the tower. Two photons from
�0 ! �� decays are clearly resolved up to a �0 pT of
12 GeV=c, and a shower profile analysis extends the �=�0

discrimination to beyond 20 GeV=c. The energy calibra-
tion of each tower is obtained from minimum-ionizing
tracks and from the reconstructed�0 mass. The uncertainty
on the energy scale is less than 1.5%.

Beam-beam counters (BBC) positioned at pseudorapid-
ities 3:1< j�j< 3:9 provide a minimum bias (MB) trig-
ger. Events with high pT photons are selected by a level-1
trigger that requires a minimum energy deposit of 1.4 GeV
in an overlapping tile of 4� 4 towers of the EMCal in
coincidence with the MB trigger. The MB trigger cross
section is �BBC � �23:0� 2:2� mb, about 50% of �ppinel.
The efficiency bias due to the MB trigger in the 2003 run,
�bias � 0:79� 0:02, is determined from the ratio of the
yield of high pT�0 with and without the MB trigger. An
integrated luminosity (L) of 240 nb	1 after a vertex cut of
�30 cm is used in this analysis.

The first step in the analysis is to cluster the hit towers. If
there are two tower energy maxima and at least one lower-
energy tower between them, the cluster is split into two,
with the energy of each tower divided between the two
clusters according to electromagnetic shower profiles as-
sociated with the clusters. Photons are identified by a
shower profile cut that was calibrated using test beam
data, identified electrons, and decay photons from identi-
fied �0. The cut rejects �50% of hadrons depositing E>
3 GeV in the EMCal and accepts �98% of real photons.
The charged particle veto of the photon sample is based on
tracks in drift chambers 2 m from the beam line, and hits in
the pad chamber (PC3) immediately in front of the EMCal.
Loss of photons from conversions in material before the
EMCal is estimated using a GEANT [8] simulation and
confirmed by the observed fraction of identified �0 pho-
tons vetoed. The conversion correction is 3% for the drift
chamber veto and �8% for the PC3 veto. Remaining
nonphoton background, including converting neutral had-
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rons and albedo from the magnet yokes, is also estimated
from the GEANT simulation at �1%.

The experimental challenge in direct-photon measure-
ments is the large photon background from decays of
hadrons, primarily from �0 ! �� (� 80% of the decays)
and �! �� (�15%). We use two techniques described
below to subtract the decay background: a �0-tagging
method and a cocktail subtraction method.

In the �0-tagging method, a candidate photon is tagged
as a �0 decay photon if it forms a pair with another photon
in the mass range 105<M�� < 165 MeV (M�0 � 3�),
with E� > 150 MeV. A fiducial region for direct-photon
candidates excludes 10 towers (0.1 rad) from the edges of
the EMCal, while partner photons are accepted over the
entire detector, to improve the probability of observing
both decay photons from the �0.

This method overestimates the yield of photons from �0

decays, ��0 , due to combinatorial background. A pT de-
pendent correction (�10%) is estimated from a fit to the �0

sidebands, with �3% uncertainty. The yield of direct
photons, �dir, is obtained from the inclusive photon yield,
�incl, using the equation

 �dir � �incl 	 �1� �
�
h=�0��1� Rmiss

�0 ���0 ; (1)

where Rmiss
�0 is the correction for missing photon partners to

�0; �1� Rmiss
�0 ���0 represents the total contribution of

photons from �0 decays in each p�T bin, and ��
h=�0 is the

fraction of photons from hadrons other than �0.
To estimate Rmiss

�0 , a Monte Carlo simulation is used that
includes the acceptance, energy resolution, and our mea-
sured �0 spectrum [9] as input. Figure 1 shows Rmiss

�0 from
the simulation. The largest uncertainty is from the calibra-
tion of the EMCal at low energy. ��

h=�0 is estimated by a

simulation of hadron decays based on the �=�0 [10] and
!=�0 [11] ratios from our measurements: ��

h=�0 
 0:24,

with ��
�=�0 � 0:19 and ��

!=�0 � 0:05. The contribution

from other hadrons is less than 0.01. A small pT depen-
dence is assumed to follow mT scaling [12]. The inset of
Fig. 1 shows the fraction of photons from h, �0, and �dir to
�incl. The direct-photon fraction ranges from 10% at low
p�T to 50% for p�T > 10 GeV.

In the cocktail method [6,13], the spectrum of decay
photons is simulated utilizing our measured �0 spectrum
and applying mT scaling in order to account for other
hadronic contributions. The effect of shower merging is
also taken into account in the simulation. A double ratio
R� � ��=�0�data=��=�0�sim is calculated for each pT bin.
R� > 1 indicates a direct-photon signal. The direct-photon
yield is extracted as �dir � �1	 R

	1
� ��incl. Using the �=�0

ratio has the advantage that some systematic uncertainties
cancel.

A summary of the systematic uncertainties is presented
in Table I. Uncertainties of similar contributions are
grouped together: global quantities (a), the inclusive pho-
ton yield (b), and the direct-photon background (c)–(e).
The categories (a)–(d) apply to both analysis methods.
Category (a) includes the uncertainties of the energy scale,
luminosity, and geometrical acceptance. The main contri-
bution to category (b) is the uncertainty of the nonphoton
background estimation. The uncertainty of the charged
particle veto is based on a study of the cluster vs track
matching in the EMCal and the tracking detectors. The
uncertainty in the neutral hadron contamination is esti-
mated from identified charged hadrons. We assign the
estimate of the albedo contribution as its uncertainty.
Category (c) includes uncertainties of the correction for
combinatorial background as estimated by different pa-
rametrizations of the background shape and the uncertain-
ties of the �0 reconstruction efficiency. Category (d) refers
to the uncertainty of contributions from hadronic decays
other than �0’s, derived from our measurement of the
hadron production ratios. Finally, category (e) combines
all remaining uncertainties separately for the two analysis
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FIG. 1 (color online). Correction for missing photon partners
to the �0 (Rmiss

�0 ) vs p�T . Dashed lines show the systematic
uncertainty. Inset: Different contributions to the inclusive photon
spectrum. Solid (dashed) lines represent all hadronic (�0) decay
contributions. The data points show the remaining photon con-
tributions.

TABLE I. Relative systematic uncertainties of the direct-
photon spectra.

pT [GeV=c] 4.5–5 7.5–8 10–12

Signal fraction 9% 27% 49%
(a) Global 16.8% 14.9% 14.9%
(b) Inclusive photons 12.3% 4.7% 3.1%
(c) Photons from �0 30.1% 10.7% 6.5%
(d) Other hadrons 21.4% 6.7% 3.8%
(e) Nonlinearity (� remaining)

(e1) �0 tagging 42.7% 6.8% 5.4%
(e2) cocktail 69.5% 20.4% 13.4%

Total 71.6% 25.2% 19.8%
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methods. Nonlinearity effects in the energy calibration
affect the minimum energy cut in the �0-tagging method
(e1) and distort the �0 spectra in the cocktail method (e2).
After the individual calibration, a difference in the �=�0

ratio of PbGl and PbSc remains (5%–7%). This is used to
assign a systematic uncertainty of the nonlinear part of the
energy scale. Because of the small signal fraction at low
pT , this translates into the large relative uncertainty in the
direct-photon spectra in Table I. In addition, the uncer-
tainty of the shower profile analysis of the �=�0 discrimi-
nation at high pT is included in this category. The two
uncertainties (e1, e2) are combined by averaging the
squared uncertainties, and then all uncertainties were
added in quadrature.

The results from the �0-tagging and cocktail method,
obtained from independent analyses, agree within system-
atic uncertainties. We report an average of the results and
uncertainties of the two methods giving equal weight to the
two analysis methods.

The invariant cross section of direct-photon production
is calculated by the following formula:

 E
d3�

dp3 �
1

L

1

2�pT

�dir

�pT�y
1

�
1

�bias
; (2)

where � includes geometrical acceptance and the smearing
effect from the energy resolution. The data points are
plotted at the bin centers, with a correction to take into
account the effect of finite bin sizes. The uncertainty of this
correction is small compared to other systematic
uncertainties.

Figure 2(a) shows the measured invariant cross section
for midrapidity direct-photon production at

���
s
p
�

200 GeV. In addition, a NLO pQCD prediction [14–19],
using CTEQ 6M parton distribution functions (PDF) [20]
and the BFGII parton to photon fragmentation function
(FF) [21], is shown with three theory scales (�) as indi-
cated. Figure 2(b) shows the fractional difference between
the data and this calculation. The results are well described
by pQCD.

The direct-photon sample includes photons from the
Compton and annihilation subprocesses, which are ex-
pected to be isolated from parton jet activity. To measure
the fraction of isolated photons, we apply an isolation
requirement in the �0-tagging method. Isolated photons
are selected with less than 10% additional energy within a

cone of radius �r �
���������������������������������
����2 � ����2

p
� 0:5 around the

candidate photon direction. The cone energy is the sum of
track momenta in the drift chamber and EMCal energy. In
most cases the cone is larger than the PHENIX acceptance,
and this is corrected for with a 0.08 increase in the photon
isolation fraction in the theory predictions below [22].

Figure 3 presents the results of the isolation cut for
photons from the �0-tagging method. Solid circles show
the fraction of isolated direct photons to all direct photons.

The curves are predictions from NLO pQCD, for the parton
distribution and fragmentation functions as in Fig. 2, and
for an additional parton to photon fragmentation function.
The observed ratio is �90% for p�T > 7 GeV=c, and it is
well described by pQCD. An additional loss of �15%
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(p�T � 3 GeV=c) to less than 5% (for p�T > 10 GeV=c)
due to the underlying event is estimated by a PYTHIA
[23] simulation. Finally, for comparison, the open circles
show the ratio of isolated photons from �0 decays to all
photons from �0 decays. This indicates significantly less
isolation than in the direct-photon sample.

In summary, invariant cross sections for direct-photon
production at midrapidity have been measured up to pT �
16 GeV=c in

���
s
p
� 200 GeV p� p collisions. The data

are well described by NLO pQCD predictions for pT >
5 GeV=c where the uncertainties of the measurement and
theory are comparable. When these data are combined with
fixed target and Tevatron collider data, these measurements
demonstrate the robustness of the pQCD description of
direct-photon production [24]. In addition, the ratio of
isolated photons to all nonhadronic decay photons is well
described by pQCD for pT > 7 GeV=c.

Based on the comparison of high pT direct-photon data
from Au� Au collisions at RHIC with a p� p reference
from NLO pQCD, the origin of the observed suppression
of high-pT hadrons in central Au� Au collisions can be
attributed to properties of the hot and dense matter created
in the Au� Au collision [13]. The measurements pre-
sented here confirm this conclusion and put it on a firm
experimental basis. Furthermore, the successful descrip-
tion of direct-photon production at RHIC is a necessary test
for the extraction of the gluon polarization from direct-
photon production in collisions of longitudinally polarized
protons.
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The momentum distribution of electrons from decays of heavy flavor (charm and bottom) for
midrapidity jyj< 0:35 in p� p collisions at

���
s
p
� 200 GeV has been measured by the PHENIX

experiment at the BNL Relativistic Heavy Ion Collider over the transverse momentum range 0:3< pT <
9 GeV=c. Two independent methods have been used to determine the heavy-flavor yields, and the results
are in good agreement with each other. A fixed-order-plus-next-to-leading-log perturbative QCD calcu-
lation agrees with the data within the theoretical and experimental uncertainties, with the data/theory ratio
of 1:71� 0:02stat � 0:18sys for 0:3< pT < 9 GeV=c. The total charm production cross section at this
energy has also been deduced to be �c �c � 567� 57stat � 193sys �b.

DOI: 10.1103/PhysRevLett.97.252002 PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 25.75.Dw

Heavy-flavor (charm and bottom) production serves as a
testing ground of QCD. Because of the large quark mass, it
is expected that next-to-leading order perturbative QCD
(NLO pQCD) can describe the production cross section of
charm and bottom at high energy, particularly at high pT .
At the Tevatron, bottom production is well described by
NLO pQCD [1]. Charm production cross sections at high
pT are found to be higher than the theory by�50%, but are
compatible within the theoretical uncertainties [2]. Since
heavy-flavor production at Relativistic Heavy Ion Collider
(RHIC) energies is dominated by gluon-gluon fusion, its
production in polarized p� p collisions probes the gluon
distributionG�x� and the gluon polarization �G�x�. A good
understanding of the reaction mechanism for heavy-flavor
production is crucial for reliably extracting these distribu-
tions. Furthermore, in Au� Au collisions at RHIC strong
suppression of single electrons from heavy-flavor decays
has been observed [3]. Measurements of heavy-flavor pro-
duction in p� p collisions provide a baseline for studying
hot and dense matter effects in heavy ion reactions. Earlier
measurements at RHIC [4,5] have a limited pT range with
substantial experimental uncertainties, so an improved
measurement is crucial.

We report the production cross section of electrons,
�e� � e��=2, at midrapidity in p� p collisions at

���
s
p
�

200 GeV for 0:3< pT < 9 GeV=c measured by the
PHENIX experiment. Contributions from semileptonic de-
cays of heavy flavor are determined using two independent
methods. This measurement has over 2 orders of magni-
tude larger statistics with much reduced systematic uncer-
tainties compared to our previous measurement [4].

The data were collected by the PHENIX detector [6]
during the 2005 RHIC run using the two central arm
spectrometers. Each spectrometer covers j�j< 0:35 in
pseudorapidity and �� � �=2 in azimuth. It includes a
drift chamber (DC) and pad chambers (PC1) for charged
particle tracking, a ring imaging Čerenkov detector
(RICH) for electron identification, and an electromagnetic
calorimeter (EMCal) for electron identification and trigger.
Beam-beam counters (BBCs), positioned at pseudorapid-
ities 3:1< j�j< 3:9, measure the position of the collision
vertex along the beam (zvtx) and provide the interaction
trigger. In this run, helium bags, one for each arm, were

placed in the space between the beam pipe and DC to
reduce multiple scattering and photon conversion.

Two data sets are used for the analysis: (1) the minimum
bias (MB) data set recorded by the BBC trigger, and (2) a
‘‘photon’’ trigger (PH) data set triggered at level-1 requir-
ing a minimum energy deposit of 1.4 GeV in an over-
lapping tile of 4� 4 EMCal towers in coincidence with
the BBC trigger. The PH trigger has ’ 100% efficiency for
high pT electrons above 2 GeV=c in the active trigger tiles.
The BBC trigger cross section is 23:0� 2:2 mb. Since
only ’ 50% of inelastic p� p collisions satisfy the BBC
trigger condition, only a fraction of the inclusive electron
production events is triggered. This pT and process inde-
pendent fraction is determined to be �bias � 0:79� 0:02
from the yield ratio of high pT �0’s with and without the
BBC trigger. After selection of good runs and a vertex cut
of jzvtxj< 20 cm, an integrated luminosity (L) of 45 nb�1

in the MB data set and 1:57 pb�1 in the PH data set are
used for the analysis.

Charged particle tracks are reconstructed using DC
and PC1 and confirmed by a hit in the EMCal within 4�
in position. The momentum resolution is �p=p ’ 0:7% 	
0:9%p (GeV=c), and the momentum scale is calibrated
within 1% using the reconstructed mass of J= ! e�e�.

Electron identification (eID) requires at least two asso-
ciated hits in the RICH, a shower shape cut in the EMCal,
and a cut in the ratio E=p where E is energy measured in
the EMCal. We require 0:7<E=p< 1:3 for 0:8< pT <
5 GeV=c. For lower pT , the minimum value of E=p de-
creases with decreasing pT to 0.55 at pT � 0:3 GeV=c.
The E=p cut removes background electrons from photon
conversions and semileptonic decay of kaons (K !
e���Ke3�) that occur far from the vertex, and most of the
remaining hadron background. The hadron contamination
after the E=p cut is 3% at pT � 0:3 GeV=c and less than
1% for 0:8<pT < 5 GeV=c with eID efficiency of ap-
proximately 90%.

For pT > 5 GeV=c, where pions also emit Čerenkov
photons in the RICH, tighter electron identification cuts
are applied. We require at least 5 associated hits in the
RICH, a tighter shower shape cut in the EMCal, and 0:8<
E=p< 1:3. With these cuts, the electron measurement is
extended to 9 GeV=c in pT . The eID efficiency of the
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tighter cuts is pT independent, and is determined to be 57%
of that for pT < 5 GeV=c by applying the same tighter cuts
for pT < 5 GeV=c. With the tighter cuts, hadron contami-
nation is negligible for pT < 7 GeV=c. For 7< pT <
8�8< pT < 9� GeV=c, a 20% (40%) hadron contamina-
tion is determined and subtracted using a Gaussian plus
exponential fit to E=p distribution.

The invariant cross section for electron production is
calculated using the following formula,

 E
d3�

dp3 �
1

L

1

2�pT

Ne
�pT�y

1

�rec

1

�bias
; (1)

where Ne is the measured electron yield; �rec, calculated
using a full GEANT [7] simulation, includes the geometrical
acceptance, track reconstruction and eID efficiency, and
the smearing effect due to finite momentum resolution. For
the PH data set, �rec also includes the PH trigger efficiency.
The cross sections from the MB and the PH data sets are
consistent with each other for the overlapped pT region.

The inclusive electron yield consists of three compo-
nents: (1) electrons from heavy-flavor decay, (2) ‘‘pho-
tonic’’ background electrons from Dalitz decays of light
mesons and photon conversions primarily in the beam pipe,
and (3) ‘‘nonphotonic’’ background electrons from the
remaining Ke3 decays and dielectron decays of vector
mesons. The photonic background is much larger than
the nonphotonic background. We determined the spectrum
of electrons from heavy-flavor decay by subtracting the
background components from the inclusive spectrum using
the following two independent methods.

In the ‘‘cocktail subtraction’’ method [3,4,8] a cocktail
of electron spectra from various background sources is
calculated using a Monte Carlo event generator of hadron
decays. The most important background is the �0 Dalitz
decay, so we use our measured �0 and �� spectra as input
to the generator. The spectral shapes of other light hadrons
h are obtained from the pion spectra by mT scaling (pT !���������������������������������
p2
T �M

2
h �M

2
�

q
). Within this approach the ratios h=�0

are constant at high pT . For the relative normalization, we
use the following ratios: �=�0 � 0:48� 0:03 [9],
�0=�0 � 1:0� 0:3, !=�0 � 0:90� 0:06 [10], �0=�0 �
0:40� 0:12, �=�0 � 0:25� 0:08. For pT > 2 GeV=c,
contributions from � and all other hadrons combined are
approximately 20% and 10% of �0, respectively. Another
major background electron source is conversions of pho-
tons in the beam pipe [0.29% of a radiation length (X0)] as
well as in the air and the helium bags (0.1% X0). The
conversion electron spectrum is very similar to that of
Dalitz decays. Using a detailed GEANT simulation of the
PHENIX detector, the ratio of electrons from conversions
to Dalitz decays, RCD, is determined to be 0:40� 0:04 for
�0, essentially pT independent. RCD is approximately half
of that in [4] since the helium bags eliminated most of the
conversions outside of the beam pipe. The conversion
spectra are calculated by scaling the Dalitz decay spectra

by RCD, with small corrections to account for the species
dependence of the relative branching ratio of Dalitz decay
to photon decay [�h! ee	�=�h! 		�]. The internal and
external conversions of direct photons are also included in
the cocktail, using our measured direct photon spectrum
[11] as input. The direct photon contribution is comparable
to or greater than that from the � for pT > 5 GeV=c.
Nonphotonic backgrounds are also included in the cock-
tail. Since the Ke3 background depends on the analysis
cuts, it is evaluated by a full GEANT simulation.

In the ‘‘converter subtraction’’ method [12], we intro-
duce an additional photon converter (a thin brass sheet of
1.67% X0) around the beam pipe for part of the run. The
converter multiplies the photonic electron background by a
fixed factor, R	 ’ 2:3, which is determined precisely via
GEANT simulation. R	 is larger than in [12] since we have
less conversion material in the 2005 run. The photonic
background N	

e is determined as N	
e � 
NC

e � �1�
��NNC

e �=�R	 � 1� ��, where NC
e and NNC

e are electron
yield with and without the converter, respectively, and �
(2.1%) represents a small loss of electrons due to the
converter. The nonphotonic component is then determined
as Nnon-	

e � NNC
e � N

	
e . Small remaining nonphotonic

backgrounds, such as Ke3 and hadron contamination, are
subtracted.

These two methods are complementary to each other.
The converter method is more accurate, and it allows us to
extract a heavy-flavor signal down to pT � 0:3 GeV=c
where the signal is only � 10% of inclusive electrons. In
addition, the measured photonic background N	

e is used to
confirm and to calibrate the normalization of the calculated
cocktail yields. A drawback of the method is statistical
precision: the converter run contains only a small fraction
(’7% in the 2005 run) of the data. The cocktail method can
use the full statistics at high pT , where the photonic back-
ground becomes a small fraction of inclusive electrons.

Systematic uncertainties are categorized into (a) inclu-
sive electron spectra, (b) cocktail subtraction, and (c) con-
verter subtraction. Category (a) is common to both analy-
ses, and includes the uncertainties in luminosity (9.6%),
geometrical acceptance (4%), eID efficiency (3%), and the
PH trigger efficiency (3% at the plateau). Uncertainties in
cocktail subtraction [category (b)] include the normaliza-
tion (8%) and pT dependent shape uncertainty (2% at pT ’
2 GeV=c, increasing to 6% at 9 GeV=c). In the converter
analysis [category (c)] the dominant uncertainties are in R	
(2.7%) and in the relative acceptance in the converter and
the normal runs (1.0%). These uncertainties are propagated
into the uncertainties in the heavy-flavor electron yields
and added in quadrature.

Figure 1 shows the ratio of the measured N	
e to the

cocktail calculation as a function of pT . The ratio is con-
sistent with unity within the uncertainties of the cocktail.
At high pT (>1:8 GeV=c), the ratio is 0:94� 0:02stat on
average. Since this is within the uncertainty of the cocktail
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normalization, we rescale the cocktail yields by this factor.
This removes the 8% normalization uncertainty in the
cocktail.

In Fig. 2, filled circles (squares) show the ratio of non-
photonic electrons relative to photonic background deter-
mined by the converter (cocktail) method. The nonpho-
tonic electrons are dominantly heavy-flavor decay signals.
The remaining nonphotonic background contributions
have been calculated and are shown in Fig. 2. The two
methods are consistent with each other. The ratio mono-
tonically increases with increasing pT , becoming greater
than unity for pT > 2:4 GeV=c, and saturates at ’3 for
pT > 5 GeV=c. The large signal-to-background ratio is
due to the small amount of conversion material in the
spectrometer acceptance.

Figure 3(a) shows the invariant differential cross section
of electrons from heavy-flavor decays. All background has
been subtracted, including the nonphotonic components
shown in Fig. 2. The data from the two analysis methods

are combined: at low pT (pT < 1:6 GeV=c) the converter
subtraction method on the MB data set is used; at inter-
mediate pT (1:6<pT < 2:6 GeV=c) the converter method
on the PH data set is used; and at high pT (pT >
2:6 GeV=c) the cocktail method on the PH data set is used.

The data are compared with a fixed-order-plus-next-to-
leading-log (FONLL) pQCD calculation [13,14]. The top
curve in Fig. 3 shows the central values of the FONLL
calculation. The contributions of charm and bottom are
also shown. For pT > 4 GeV=c, the bottom contribution
becomes dominant. In Fig. 3(b), the ratio of the data to the
FONLL calculation is shown. The ratio is nearly pT inde-
pendent over the entire pT range. Fitting to a constant for
0:3< pT < 9:0 GeV=c yields a ratio of 1:71� 0:02stat �
0:18sys. Similar ratios are observed in charm production at
high pT at the Tevatron [2]. The upper limit of the FONLL
calculation is compatible with the data. Recently STAR
also reported nonphotonic electron production in p� p at���
s
p
� 200 GeV [15].

The total charm cross section is derived by integrat-
ing the heavy-flavor electron cross section for pT >
0:4 GeV=c: d�e�pT > 0:4�=dy � 5:95� 0:59stat �
2:0sys �b. The systematic error is obtained by integrating
the upper and lower systematic error limits of the differ-
ential cross sections, since the systematic errors are essen-
tially coherent. The cross section is then extrapolated to
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pT � 0 using the spectrum shape predicted by FONLL:
d�e�pT > 0�=dy � 10:9� 1:1stat � 3:1sys �b. We have
assigned 10% to the systematic uncertainty of the extrapo-
lation, and have subtracted contribution from bottom and
bottom cascade decays (0:1 �b). We determine the charm
production cross section, d�c �c=dy � 123� 12stat �
37sys �b, by using a c! e total branching ratio of 9:5�
1:0%, calculated using the following charmed hadron ra-
tios: D�=D0 � 0:45� 0:1, Ds=D

0 � 0:25� 0:1, and
�c=D

0 � 0:1� 0:05. The rapidity distribution of elec-
trons is broader than that of D mesons due to decay
kinematics. A correction to this effect (7%) has been
applied. Using the rapidity distribution from HVQMNR
[16] with CTEQ5M [17] PDF, the total charm cross section
is determined to be �c �c � 567� 57stat � 193sys �b. We
have assigned 15% systematic error to the extrapolation.
This result is compatible with our previous measurement
[4] (920� 150stat � 540sys �b) and the value derived from
Au� Au collisions [12] (622� 57stat � 160sys �b per
NN collision). The FONLL cross section (256�400

�146 �b) is
compatible with the data within its uncertainty. STAR has
reported a somewhat larger value in d� Au [5] (1:3�
0:2stat � 0:4sys mb per NN collisions). Although the data
extend to high pT where the bottom contribution is ex-
pected to be dominant, the present analysis does not sepa-
rate charm and bottom contributions. The bottom cross
section predicted by FONLL is 1:87�0:99

�0:67 �b, and the upper
FONLL curve is consistent with the data.

In conclusion, we have measured single electrons from
heavy-flavor decays in p� p collisions at

���
s
p
� 200 GeV.

The new data reported here provide a crucial baseline for
the study of heavy quark production in hot and dense
matter created in Au� Au collisions. The agreement be-
tween the data and the FONLL pQCD calculation within
the theoretical and the experimental uncertainties suggests
that a reliable extraction of gluon polarization from heavy-
flavor production in polarized p� p collisions is
attainable.
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5Charles University, Ovocný trh 5, Praha 1, 116 36, Prague, Czech Republic
6China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China

7Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan
8University of Colorado, Boulder, Colorado 80309, USA

9Columbia University, New York, New York 10027, USA, and Nevis Laboratories, Irvington, New York 10533, USA
10Czech Technical University, Zikova 4, 166 36 Prague 6, Czech Republic

11Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France
12Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
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Differential measurements of elliptic flow (v2) for Au� Au and Cu� Cu collisions at
��������
sNN
p

�
200 GeV are used to test and validate predictions from perfect fluid hydrodynamics for scaling of v2

with eccentricity, system size, and transverse kinetic energy (KET). For KET � mT �m up to �1 GeV
the scaling is compatible with hydrodynamic expansion of a thermalized fluid. For large values of KET
mesons and baryons scale separately. Quark number scaling reveals a universal scaling of v2 for both
mesons and baryons over the full KET range for Au� Au. For Au� Au and Cu� Cu the scaling is more
pronounced in terms of KET , rather than transverse momentum.

DOI: 10.1103/PhysRevLett.98.162301 PACS numbers: 25.75.Dw

Quantum chromodynamics calculations performed on
the lattice indicate a transition from a low-temperature
phase of nuclear matter, dominated by hadrons, into a
high-temperature plasma phase of quarks and gluons
(QGP) [1]. For matter with zero net baryon density, this
phase transition has been predicted to occur at an energy
density of �1 GeV=fm3 or for a critical temperature Tc �
170 MeV [2]. Recent estimates from transverse energy
(ET) measurements at the relativistic heavy ion collider
(RHIC) have indicated energy densities of at least
5:4 GeV=fm3 in central Au� Au collisions [3]. Thus, an
important prerequisite for QGP production is readily ful-
filled at RHIC. Indeed, there is much evidence that ther-
malized nuclear matter has been created at unprecedented
energy densities in collisions at RHIC [3–10].

Hydrodynamics provides a link between the fundamen-
tal properties of this matter (its equation of state (EOS) and
transport coefficients) and the flow patterns evidenced in
the measured hadron spectra and azimuthal anisotropy
[11–15]. Experimentally, such a momentum anisotropy is
commonly characterized at midrapidity, by the even or-
der Fourier coefficients [16,17], vn � hein��p��RP�i, n �
2; 4; . . . , where �p is the azimuthal emission angle of a
particle, �RP is the azimuth of the reaction plane, and the
brackets denote statistical averaging over particles and
events.

At low transverse momentum (pT & 2:0 GeV=c) the
magnitude and trends of elliptic flow, measured by the
second Fourier coefficient v2, is found to be underpre-
dicted by a hadronic cascade model [18]. By contrast, a
broad selection of the data showed good quantitative agree-
ment with perfect fluid (very low ratio of viscosity to
entropy) hydrodynamics [9,10,12,15] and a transport
model calculation which incorporates extremely large
opacities [19]. For higher pT , quark coalescence from a
thermalized state of flowing partonic matter [20–22] has
been found to be consistent with the data [23,24]. These

results provide evidence for the production of a strongly
interacting QGP whose subsequent evolution is similar to
that of a ‘‘perfect’’ fluid [7–10].

Systematic theoretical and experimental studies of the
influence of model parameters are now required to gain
more quantitative insight on the transport coefficients and
the EOS for this strongly interacting matter. The range of
validity of perfect fluid hydrodynamics is affected by the
degree of thermalization [25] and the onset of dissipative
effects [25–27]. These questions can be addressed by
investigating several scaling predictions of perfect fluid
hydrodynamics [15,25,28–30].

In the hydrodynamic model, elliptic flow can result from
pressure gradients due to the initial spatial asymmetry or
eccentricity � � �hy2 � x2i�=�hy2 � x2i�, of the high en-
ergy density matter in the collision zone. The initial en-
tropy density S�x; y�, can be used to average over the x and
y coordinates in the plane perpendicular to the collision
axis, where x points along the impact vector and y is

orthogonal. For a system of transverse size �R (1= �R ����������������������������������
1=hx2i � 1=hy2i

p
), this flow develops over a time scale

� �R=hcsi, where cs is the speed of sound. Thus, the initial
energy density controls how much flow develops globally,
while the detailed development of the flow patterns are
largely controlled by � and cs.

An important prediction of perfect fluid hydrodynamics
is that the relatively ‘‘complicated’’ dependence of azimu-
thal anisotropy on centrality, transverse momentum, rapid-
ity, particle type, higher harmonics, etc., can be scaled to a
single function [15,31]. Immediate consequences of this
[15,25,28,31] are that: (i) v2 scaling should hold for a
broad range of impact parameters for which the eccentric-
ity varies, i.e., v2�pT�=� should be independent of central-
ity; (ii) v2�pT� should be independent of colliding system
size for a given eccentricity; and (iii) for different particle
species, v2�KET� at midrapidity should scale with the
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transverse kinetic energy KET � mT �m [15], where mT
is the transverse mass.

We use high statistics v2 data to test these scaling
predictions and explore constraints for the range of validity
of perfect fluid hydrodynamics. The measurements were
made at

��������
sNN
p

� 200 GeV with the PHENIX detector [32]
at RHIC. Approximately 6:5� 108 Au� Au and 8:0�
107 Cu� Cu minimum-bias collisions were analyzed from
the 2004 and 2005 running periods, respectively. The
collision vertex z, along the beam direction was con-
strained to be within jzj< 30 cm. The event centrality
for Au� Au collisions was determined via cuts in the
space of beam-beam counter (BBC) versus zero degree
calorimeter analog response [33]. For Cu� Cu only the
amplitude of the BBC analog response was used. Charged
hadrons were detected in the two central arms (j�j 	
0:35). Track reconstruction used the drift chambers and
two layers of multiwire proportional chambers with pad
readout (PC1 and PC3) located at radii of 2m, 2.5, and 5 m,
respectively [32].

The time-of-flight (TOF) detector positioned at a ra-
dial distance of 5.06 m, was used to identify pions (�
),
kaons (K
), and (anti)protons � �p�p. The BBCs and
TOF scintillators provided the global start and stop signals.
These measurements were used in conjunction with the
measured momentum and flight-path length to generate a
mass-squared distribution [34]. A momentum dependent

2� cut about each peak in this distribution was used to
identify �
, K
 and � �p�p in the range 0:2< pT <
2:5 GeV=c, 0:2<pT < 2:5 GeV=c, and 0:5< pT <
4:5 GeV=c, respectively. A track confirmation hit within
a 2:5� matching window in PC3/TOF served to eliminate
most albedo, conversions, and resonance decays.

The differential elliptic flow measurements for charged
hadrons and identified particles were obtained with the
reaction plane method. This technique correlates the azi-
muthal angles of charged tracks with the azimuth of the
event plane �2, determined via hits in the two BBCs
positioned symmetrically along the beam line, covering
the pseudorapidity range 3< j�j< 3:9 [23]. A large � gap
between the central arms and the particles used for reaction
plane determination reduces the influence of possible non-
flow contributions, especially those from dijets [35].
Values of v2 were calculated via the expression v2 �
hcos�2��p ��2��i=hcos�2��2 ��RP��i, where the de-
nominator is a resolution factor that corrects for the differ-
ence between the estimated �2 and the true azimuth �RP

of the reaction plane [23,36]. The estimated resolution
factor of the combined reaction plane from both BBCs
[23] has an average of 0.33 (0.16) over centrality with a
maximum of about 0.42 (0.19) for Au� Au (Cu� Cu).
The estimated correction factor for the v2 measurements
(i.e., the inverse of the resolution factor) ranges from 2.4
(5.5) to 5.0 (13), for which relative systematic errors are
estimated to be �5% and �10% for Au� Au and Cu�
Cu, respectively.

Figure 1 shows the differential v2�pT� for charged had-
rons obtained in Au� Au and Cu� Cu collisions. The
v2�pT� results exhibit the familiar increase as collisions
become more peripheral and the pT increase [3–5]. We test
these data for eccentricity scaling by dividing the differ-
ential values shown in Fig. 1 by the v2 integrated over the
pT range 0:3–2:5 GeV=c for each of the indicated central-
ity selections. The hydrodynamic model predicts that this
ratio is constant with centrality and independent of collid-
ing system because � is proportional to the pT-integrated
v2 values (i.e., � � k� v2). The latter proportionality has
been observed for Au� Au collisions [37,38]. A Glauber
model estimate of � [38] gives k � 3:1
 0:2 for the cuts
employed in this analysis. This method of scaling leads to a
scale invariant variable and cancels the systematic errors
associated with estimates of the reaction plane resolution
and the eccentricity. It contrasts the methodologies of
Refs. [39,40] which calculate � directly for different model
assumptions.
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The resulting scaled v2�pT� values for Cu� Cu and
Au� Au collisions, are shown in Fig. 1(c). To facilitate
later comparisons with the model calculations of Ref. [25],
they are divided by k � 3:1. These scaled values are
clearly independent of the colliding system size and
show essentially perfect scaling for the full range of cen-
tralities (or �) and pT selections presented [41]. The scaled
v2 are also in accord with the scale invariance of perfect
fluid hydrodynamics [25,29], which suggests that rapid
local thermalization [9,10] is achieved. It is noteworthy
that similarly robust scaling for the pT-integrated v2 is not
observed [39,40]. This is probably due to methodological
differences in the evaluation of �.

The magnitude of v2=� depends on cs [25]. As a rea-
sonable first approximation we compare our measured
v2=� at an integrated hpTi � 0:45 GeV=c and the results
of Fig. 2 of [25] to obtain cs � 0:35
 0:05. Note that this
hpTi value accounts for pT threshold differences and the
calculations are done at fixed b � 8 fm and constant cs.
Thus, since we expect the speed of sound to vary as a
function of time, one might view this cs value as the
approximate average value over the time period 2 �R=cs,
the time over which the flow develops. This value suggests
an effective EOS, which is softer than that for the high-
temperature QGP [42], but does not reflect a very strong
first order phase transition in which matter-flow is signifi-
cantly slowed or stalled.

Figures 2 and 3 show that the distinctive features of the
v2 for identified particles provide another detailed set of
scaling tests. Figure 2(a) shows a comparison of the mea-
sured differential anisotropy v2�pT�, for several particle
species obtained in minimum-bias Au� Au collisions at��������
sNN
p

� 200 GeV. The results are in good agreement (bet-
ter than 3%) with those of our previous measurements [23].
The values for neutral kaons (K0

s ), lambdas (�), and the
cascades (�) show results from the STAR Collaboration

[24,43]. The STAR v2 values were multiplied by the factor
1.1 to account for a small difference between the average
centralities for minimum-bias events from the two experi-
ments. PHENIX and STAR v2�pT� results [for �
, p� �p�
and K] for 10% centrality bins are essentially identical.

The comparison in Fig. 2(a) shows the well-known
particle identification (PID) ordering of v2�pT� at both
low and high pT values. At low pT (pT & 2 GeV=c), one
can see rather clear evidence for mass ordering. If this
aspect of v2 is driven by a hydrodynamic pressure gradient,
the prediction is that the differential v2 values observed for
each particle species should scale with KET . The pressure
gradient that drives elliptic flow is directly linked to the
collective kinetic energy of the emitted particles. For
higher values of pT (pT � 2–4 GeV=c), Fig. 2(a) indicates
that mass ordering is broken and v2 is more strongly
dependent on the quark composition of the particles than
on their mass, which has been attributed to the dominance
of the quark coalescence mechanism for pT � 2�
4 GeV=c [22–24].

Figure 2(b) shows the same v2 data presented in
Fig. 2(a) plotted as a function of KET . Note that KET is a
robust scaling variable because it takes into account rela-
tivistic effects, which are especially important for the light-
est particles. In contrast to the PID ordering observed in
Fig. 2(a), all particle species scale to a common set of
elliptic flow values for KET & 1 GeV, confirming the
strong influence of hydrodynamic pressure gradients. For
KET * 1 GeV, this particle mass scaling (observed for all
particle species) gives way to a clear splitting into a meson
branch (lower v2) and a baryon branch (higher v2). Since
both of these branches show rather good scaling separately,
we interpret this as an initial hint for the degrees of free-
dom in the flowing matter at an early stage.

Figure 3 shows the results obtained after quark number
scaling of the v2 values shown in Fig. 2. That is, v2, pT , and
KET are divided by the number of constituent quarks nq for
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mesons (nq � 2) and baryons (nq � 3). Figure 3(a) indi-
cates rather poor scaling for pT=nq & 1 GeV=c and much
better scaling for pT=nq * 1:3 GeV=c, albeit with large
error bars. The relatively large scaling violation observed
for pions indicate that this particle species does not fit the
simple quark coalescence picture of Refs. [22–24]. In
contrast, Fig. 3(b) shows excellent scaling over the full
range of KET=nq values. We interpret this as an indication
of the inherent quarklike degrees of freedom in the flowing
matter. These degrees of freedom are gradually revealed as
KET increases above �1 GeV [cf. Fig. 2(b)] and are
apparently hidden by the strong hydrodynamic mass scal-
ing, which predominates at low KET . The fact that v2=nq
shows such good scaling over the entire range of KET=nq
and does not for pT=nq, serves to highlight the fact that
hydrodynamic mass scaling is preserved over the domain
of the linear increase in KET . Figure 3(b) should serve to
distinguish between different quark coalescence models.

In summary, we have presented the results from detailed
tests of hydrodynamic scaling of azimuthal anisotropy in
Au� Au and Cu� Cu collisions at

��������
sNN
p

� 200 GeV.
For a broad range of centralities, eccentricity scaling is
observed for charged hadrons for both the Cu� Cu and
Au� Au systems. For a given eccentricity, v2 is also found
to be independent of colliding system size. The observed
scaling for identified particles in Au� Au collisions,
coupled with � scaling, gives strong evidence for hydro-
dynamic scaling of v2 over a broad selection of the elliptic
flow data. For KET � 1–4 GeV universal hydrodynamic
scaling is violated, but baryons and mesons are found to
scale separately. Quark number scaling (v2=nq vs KET=nq)
in this domain leads to comprehensive overall scaling of
the data, with substantially better scaling behavior than that
found for v2=nq vs pT=nq. The scaling with valence quark
number may indicate a requirement of a minimum number
of objects in a localized space that contain the prerequisite
quantum numbers of the hadron to be formed. Whether the
scaling further indicates these degrees of freedom are
present at the earliest time is in need of more detailed
theoretical investigation.
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A. Lebedev4, H. Löhner16, L. Luquin9, D.P. Mahapatra13, V. Manko4, M. Martin3, G. Mart́ınez9, A. Maximov5,
Y. Miake14, G.C. Mishra13, B. Mohanty13, M.-J. Mora9, D. Morrison20, T. Mukhanova4, D.S. Mukhopadhyay2,
H. Naef3, B.K. Nandi13, S.K. Nayak9, T.K. Nayak2, A. Nianine4, V. Nikitine5, S. Nikolaev4, P. Nilsson11,
S. Nishimura14, P. Nomokonov5, J. Nystrand11, A. Oskarsson11, I. Otterlund11, S. Pavliouk5, T. Peitzmann15,
D. Peressounko4, V. Petracek18, S.C. Phatak13, W. Pinganaud9, F. Plasil6, M.L. Purschke17, J. Rak18,
R. Raniwala10, S. Raniwala10, N.K. Rao7, F. Retiere9, K. Reygers8, G. Roland12, L. Rosselet3, I. Roufanov5,
C. Roy9, J.M. Rubio3, S.S. Sambyal7, R. Santo8, S. Sato14, H. Schlagheck8, H.-R. Schmidt17, Y. Schutz9,
G. Shabratova5, T.H. Shah7, I. Sibiriak4, T. Siemiarczuk19, D. Silvermyr11, B.C. Sinha2, N. Slavine5,
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Abstract. The effect of the final state Coulomb interaction on particles produced in Pb+Pb collisions at
158AGeV/c has been investigated in the WA98 experiment through the study of the π−/π+ and K−/K+

ratios measured as a function of mT−m0. While the ratio for kaons shows no significant mT dependence,
the π−/π+ ratio is enhanced at small mT−m0 values with an enhancement that increases with central-
ity. A silicon pad detector located near the target is used to estimate the contribution of hyperon decays to
the π−/π+ ratio. The comparison of results with predictions of the RQMD model in which the Coulomb
interaction has been incorporated allows to place constraints on the time of the pion freeze-out.

1 Introduction

The distributions of negatively and positively charged pi-
ons produced in heavy ion collisions exhibit significant
differences at low transverse kinetic energy (or trans-
verse mass), mT−mπ =

√
p2T+m

2
π−mπ. These differ-

ences are evident in the behaviour of the ratio of their
yields Rπ = π

−/π+. The study of charged particle produc-
tion in Au+Au collisions at SIS (1AGeV) [1] and AGS
(10.8AGeV) [2–4] shows that for central collisionsRπ rises
at low mT at both collision energies. At the same time,
for peripheral collisions at the AGS, Rπ does not depend
on mT. At 1AGeV Rπ is about 2.9 for mT−mπ near zero
and its integrated value is Rπ = 1.9±0.1. The large inte-
grated value at 1AGeV can be explained by isobar decays
and reflects the N/Z asymmetry of the colliding system.
The very sharp rise at low mT on the other hand points
toward significant Coulomb interactions between charged
pions and the remaining nuclear charge distribution (ac-
celeration of π+ and deceleration of π−). At 10.8AGeV
and higher energy the isobar contribution to Rπ becomes
insignificant and it is expected that mainly the Coulomb
interaction distorts the Rπ ratio. The NA44 experiment
has published data on Rπ measured in central Pb+Pb
collisions at 158AGeV [5]. A prominent enhancement of
Rπ at small mT was observed. NA44 has also measured
Rπ in S+S and S+Pb collisions at 200AGeV/c, where
the ratio remains constant at mT−mπ < 0.5 GeV/c2 [5].
At high energies (AGS and SPS) the contribution from
strange particle decay can significantly affect the measured
pion distribution. The hyperon contribution is influenced
by the detector acceptance and the pion vertex reconstruc-
tion properties. The excess of hyperon over anti-hyperon
yield in heavy ion collisions also leads to an enhancement
of Rπ at low transverse kinetic energy.
Several dedicated models [6–11] describe the pion ratio

detected by the NA44 collaboration in Pb+Pb collisions
through the electromagnetic interaction induced by the
large amount of charge of the participating protons. The
authors of the dynamical model of [6] argue that theRπ en-
hancement at small momenta depends mainly on the time
of freeze-out and extract a freeze-out time of about 7 fm/c.
They also predict the corresponding ratio for kaons, RK =
K−/K+, to be smaller by a factor of mK/mπ. However,
this overestimates the NA44 kaon measurement. This dis-
crepancy is explained as due to the much larger absorp-
tion of K− on nucleons (K−+N → Λ+π) than for K+.
For a detector located at mid-rapidity this model predicts
a small reduction of the Rπ enhancement with respect

a awes@mail.phy.ornl.gov

to the NA44 result measured near rapidity yCMS = 1 in
the center of mass system. On the other hand, in another
model [11] the enhancement of the ratio strongly increases
towards mid-rapidity, reaching the value of 2.5. In [9] it is
concluded that the influence of the Coulomb force should
be computed within an event simulator which takes into
account a more accurate description of the space-time evo-
lution of the collision.
Initial results from the SPS experiment WA98 on the

measurement of the π−/π+ ratio in central Pb+Pb col-
lisions were reported in [12]. The enhancement of Rπ at
mT−mπ < 50MeV/c2measured with the two independent
tracking arms ofWA98 located nearer to mid-rapidity than
the NA44 spectrometer was reported to be significantly
smaller than that measured by NA44 [5].
In this paper we present the π−/π+ ratio as a func-

tion of centrality for 158AGeV/c Pb+Pb collisions. The
background pion contribution from hyperon decays is de-
termined and removed by use of vertex information from
a silicon detector located near to the target to obtain the
ratio of pions that originate in the target. The yields of
electrons and positrons are analysed at low momentum
where they can be clearly identified through time-of-flight.
Their yields provide a check of the normalization of the
opposite sign yields at the lowest transverse momenta.
They also confirm the validity of estimates of the elec-
tron and positron contaminations to the measured pion
distributions at higher momenta. The K−/K+ratio is also
presented for central collisions. The results are compared
with predictions of the RQMD 2.4 model [13] in which fi-
nal state Coulomb interactions have been added. Within
the uncertainties of the hyperon decay contribution the re-
sults are found to be compatible with predictions of the
RQMD model in which the average pion freeze-out time
is 15 fm/c for central collisions. Possible modifications of
the final state predicted by RQMD, necessary to improve
agreement with the measured π−/π+ ratios, are investi-
gated and discussed.

2 Experimental setup and data analysis

The CERN SPS experiment WA98 [14] combined photon
and hadron spectrometers with other large acceptance de-
tectors that measured a number of global variables on an
event-by-event basis. Figure 1 shows the experimental lay-
out during the 158AGeV 208Pb beam run period in 1996
with a 0.239 g/cm2 Pb target.
The Mid-Rapidity Calorimeter, MIRAC [15], measured

the collision transverse energy (ET) in the pseudorapidity
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Fig. 1. The WA98 experi-
mental setup

interval 3.5< η < 5.5. The minimum bias trigger required
ET >∼ 5 GeV and a valid signal from the beam counters. The
measured dσ/dET distribution is used for the calculation
of the collision centrality. The minimum bias cross section
for the run period used in this analysis is σmb = 6451mb
with an overall systematic error of less than 10%.
Two thin circular silicon wafer detectors were posi-

tioned at small distance downstream from the target,
where charged particle trajectories were not affected by
the magnetic field. A silicon pad multiplicity detector,
SPMD [16], was located at a downstream distance of
32.85 cm. It was segmented into 184 azimuthal sectors
and 22 pseudorapidity rings in the range 2.35< η < 3.75,
and maintained pad occupancy below 20%. The SPMD
measured the energy deposited in each pad. A silicon drift
detector, SDD [17], was located at a distances of 12.5 cm
from the target. Its position resolution was 25 and 35 µm
in the azimuthal and radial coordinates, respectively. The
acceptance of the two detectors overlapped in the pseu-
dorapidity interval 2.35< η < 3.4. The two detectors were
used for precise reconstruction of the vertex position of the
Pb+Pb primary collision. For that purpose straight lines
going through each pair of hits in the SDD and SPMD
were projected onto the target plane. The one dimensional
spatial resolution was found to be better than 0.3mm per-
pendicular to the beam line.
The WA98 experiment comprised two charged particle

spectrometer arms located on the right (first arm) and the
left (second arm, not used in the present analysis) fac-
ing downstream from the target, beyond a dipole magnet
(Goliath) with 1.6 Tm bending power in the horizontal
plane. The first tracking arm consisted of six Multistep
Avalanche Chambers, MSAC, read out by CCD cameras
equipped with two image intensifiers [18–20]. Each pixel
of a CCD viewed a 3.1× 3.1mm2 area of a chamber. In
addition, a 4×1.9m2 time-of-flight wall positioned behind

the chambers at a distance of 16.5m from the target al-
lowed for particle identification with a time resolution bet-
ter than 120 ps. The TOF detector consisted of 480 scintil-
lator counters with area 3.3×48.5 cm2 and thickness 2 cm
arranged in four rows [21]. Each counter was equipped with
two PMTs, one at each end. The position of a hit along
a scintillator bar was evaluated using two methods: the
first used the time difference of signals obtained from the
two ends of the scintillator bar, and the second used the
ratio of their amplitudes. Both methods provide a spatial
resolution of the order of 2.5 cm.
Tracks were selected which traverse all sixMSAC cham-

bers, have detected hits in at least four of them, and were
associated with a TOF hit within a 6×6 cm2 window. An
additional momentum dependent time of flight cut was
used to exclude misidentified pion, kaon, and proton tracks
at a level better than 1%. The (mT−mπ)-rapidity accept-
ance for pions generated by Monte Carlo is shown in Fig. 2.

Fig. 2. Acceptance of the first tracking arm in the (mT−
mπ, y) plane for pions



346 WA98 Collaboration: Pion freeze-out time in Pb+Pb collisions

The center of mass system rapidity is 2.9. The momen-
tum resolution of the spectrometer was ∆p/p= 0.005 at
p= 1.5GeV/c.
Positive and negative particles were detected in two

sets of runs with opposite direction of the magnetic field.
Data samples consisting of 0.58×106 π− and 0.22×106 π+

tracks satisfying all quality requirements were used for the
ratio measurement.
Efficiency matrices were measured for a grid of 8×8

cells across each MSAC chamber and for several run
periods. The overall tracking arm efficiency measured for
negative particles was 2% less than that for positive par-
ticles due to chamber instabilities, however, there was no
significant difference in the mT dependence of the efficien-
cies. The detailed analysis of the π− andK− measurement
in the first tracking arm has been presented in a separate
paper [22].

3 Method of simulation

Simulations have been used in this analysis to estimate the
different contributions to the measured Rπ and RK ratios,
and to compare with the measured results. A detailed de-
scription of the primary collisions, of the Coulomb final
state interactions, and of the particle propagation through
the experimental setup has been simulated.
The primary Pb+Pb collisions were simulated with the

RQMD 2.4 model [13] event generator which reproduces
well the light strange baryon yield measured by the WA97
experiment [23], but does not include Coulomb interac-
tions. In RQMD the particles are treated semiclassically
over the complete evolution of the system. This allows the
calculation of the Coulomb forces between each particle
pair as an ”afterburner” applied to the RQMD output.
The electromagnetic interaction of a particle i with an-
other charged particle j was calculated as described in [24]
by

mi
duµi
dτ
=
∑
j �=i

ei

c
Fµνij u

ν
i , (1)

where j runs over all charged particles of the system.
Here particle i has mass mi, charge ei and 4-velocity ui =
(1,v)/

√
1−v2. The tensor Fµνij is given by

Fµνij =
ej

c

Xµuνj −X
νuµj(

1

c2
(
uλj X

λ
)2
−XλXλ

)3/2 , (2)

where Xλ is the relative 4-distance between particles i
and j. The forces are calculated at each time step of
the system evolution and the positions and momenta of
the particles are updated with the effect of the Coulomb
forces only for those particles which have undergone their
last collision. RQMD events with Coulomb interactions
added were used as input to the detector simulation. Delta
electrons produced by Pb ions in the target material be-
fore the collision were also simulated through the detector
response.

The GEANT 3.21 program [25] was used for the de-
tector simulation. The target, beam line, Goliath magnet,
SDD and SPMD detectors, and tracking arm have been
described in detail. For the track reconstruction the same
procedure as used in the treatment of real data was em-
ployed. For every hit in the tracking arm all information on
the particle and all its predecessors was stored for further
analysis so that the history of every track could be traced
back to the moment of the primary collision.

4 Experimental results

4.1 Centrality selection

TheRπ ratio was studied for six centrality intervals defined
by the transverse energy ET measured with the MIRAC.
The value of b may be estimated from the measured ET
according to the equation

πb2 =

∞∫
ET

(dσ/dET)dET , (3)

where dσ/dET is the experimentally measured distribu-
tion. Systematic comparisons of dσ/dET with predictions
of VENUS 4.12 [26] and extraction of the number of par-
ticipating nucleons or number of binary collisions are given
in [27]. Table 1 lists the centrality intervals used in this
analysis.

4.2 Particle ratios

The two tracking arms of WA98 provide two independent
measurements of the pion ratio and have been shown to
be consistent [12]. This study focuses on an analysis of the
data obtained by the first tracking arm, whose acceptance
for pions is shifted by about 0.5 of a unit of rapidity closer
to the target fragmentation region relative to the accept-
ance of the second arm. This provides more favourable con-
ditions for π/K separation in the region of large transverse
mass where the normalization of the ratios is performed. At

Table 1. Centrality intervals defined according to the amount
of ET measured in MIRAC. The number of participants was
calculated with VENUS 4.12

Centrality ET σ/σmb Impact Number
interval (GeV) (%) parameter of parti-
number (fm) cipants

1 34.5–130 36.8–70.2 8.6–12.0 34–136
2 130–180 28.0–36.8 7.5–8.6 136–179
3 180–240 19.6–28.0 6.3–7.5 179–231
4 240–325 10.1–19.6 4.5–6.3 231–306
5 325–400 3.58–10.1 2.7–4.5 306–364
6 > 400 < 3.58 < 2.7 > 364
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low pT it allows better rejection of electrons through time-
of-flight and a significantly larger number of tracks pass
through the active area of the SPMD than is the case for
the second arm. Figure 3 shows the Rπ ratio normalized at
transverse kinetic energy between 0.3 and 0.76GeV/c2 for
the six centrality selections of Table 1. It should be noted
that the Coulomb interaction effect on the ratio is strongly
reduced and the contribution from hyperon decays is ab-
sent in the normalization region.
The e−/e+ ratio can be used as a check of the abso-

lute normalization of the Rπ ratio. For 0.8< p < 1.2GeV/c
electron and positron tracks are well identified through
time-of-flight. As imposed by the tracking arm acceptance
these tracks have transverse momenta below 50MeV/c.
Since both electrons and positrons originate mainly from
photon conversions in the target material their yields
should be identical, except for a small additional electron
contribution from the production of delta electrons. These
purely electromagnetic processes are well understood, so
that the ratio e−/e+ is expected to be reproduced in simu-
lation with an accuracy of order 1%. The e−/e+ ratio is
presented in Fig. 4 as a function of centrality and com-

Fig. 3. The ratio Rπ vs.mT−mπ for several Pb+Pb collision
centrality intervals defined by ET measured in the MIRAC.
Data (filled circles) compared with predictions from RQMD
including the Coulomb interaction (open circles). The ratios
are arbitrarily normalized to 1.0 in the region 0.3 < mT−
mπ < 0.76 GeV/c

2. The statistical errors are shown by the error
bars on the points. The dotted lines indicate the statistical error
on the normalization of the data. The RQMD normalization
errors are about half as large

Fig. 4. MIRAC ET dependence of the e
−/e+ ratio. The nor-

malization is the same as for the π−/π+ ratio. Data are shown
by filled circles. The hatched band indicates the statistical un-
certainty (Mean±RMS) of the RQMD prediction

pared to predictions. For each centrality the e−/e+ ratio is
normalized with the same normalization used for the cor-
responding π−/π+ ratio in Fig. 3. Any difference between
data and simulation is a measure of the systematic error
in the normalization of the measured Rπ distributions of
Fig. 3. Summed over all centrality bins the difference be-
tween data and simulation of the e−/e+ ratio is −0.8±
1.2%, consistent with the expected accuracy of the compar-
ison. This result indicates that the systematic error on the
absolute normalization of Rπ introduced by normalization
of the ratio in the region 0.3<mT−mπ < 0.76GeV/c2 is
small, and that the normalization error is dominated by
the statistical error of the data used for the normalization
(shown by the dotted lines in Fig. 3).
The ratio for kaons RK measured under the same ex-

perimental conditions is presented in Fig. 5 for the 10%
most central collisions. The kaon ratio shows no signifi-

Fig. 5. The kaon ratio for the 10% most central Pb+Pb colli-
sions. Data (filled circles) are compared with predictions from
the RQMD model with Coulomb interactions included (open
circles). The ratios are arbitrarily normalized to 1.0 in the re-
gion 0.3 <mT−mK < 0.6 GeV/c

2. Errors are as described for
Fig. 3
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cant dependence on transverse kinetic energy. The lack
of enhancement at low transverse mass is consistent with
RQMD simulations with Coulomb final state interac-
tions. The acceptance for the lowest transverse mass is
located near kaon rapidity y = 1.8 in the laboratory sys-
tem. For mT−mK > 0.2 GeV/c2 the average rapidity is
about y = 2.15.

4.3 Hyperon contribution

Pions from hyperon decays have a much steeper transverse
momentum spectrum than directly produced pions. Since
strange hyperons are more abundantly produced than anti-
strange hyperons, the π−/π+ ratio will be enhanced at low
mT due to this difference. In order to study the Coulomb
effect on the directly produced pions, it is necessary to es-
timate and remove the hyperon contributions.
The silicon pad multiplicity detector has been used to

estimate the yield of identified tracks that do not track
back to the target vertex, and thus may be attributed to
products of strange or anti-strange hadron decays. All pads
of the SPMD that overlap with a 4×4mm2 window, cen-
tered at the point where the extrapolation of the track to-
wards the target intersects the SPMD plane, were selected.
The summed energy loss in the pad window is denoted as
S, and given in units of the energy loss of a minimum ion-
izing particle in the silicon wafer of the SPMD. S therefore
gives an estimate of the number of minimum ionizing par-
ticles traversing the SPMD within the pad window. Simu-
lation indicates that the mean value over a large set of
tracks for pion tracks originating in the target is 〈S〉=0.89,
while for tracks from hyperon and K0S decays 〈S〉 = 0.17
and 0.20, respectively. This is because tracks that originate
from hyperon or K0S decays either traverse the SPMD far
from the pad indicated by the extrapolation, or do not tra-
verse it at all (produced downstream of the SPMD). Thus,
tracks from hyperon decays will be suppressed by roughly
a factor of 0.89/0.17≈ 5 with the SPMD hit requirement.
In the case of high pad occupancy the energy loss S1

measured in the SPMD window associated with the track
contains a significant contribution S2 from spurious tracks.
The value of S2 is estimated by the measured energy loss in
a window of the same size centered at a location far from
the extrapolated track location (in particular, at a location
rotated by 12◦ in azimuth). The RQMD simulation indi-
cates that 〈S′〉= 〈S1−S2〉 provides a good estimate of 〈S〉
for each kind of track.
According to RQMD predictions, in the region of trans-

verse kinetic energy above 0.3GeV/c2 the contribution of
hyperon decays to the pion yield is expected to be be-
low 1%, due to the hyperon decay kinematics. In this re-
gion, most of the tracks originate from the target, with
less than 8% contribution from KS decays. Therefore, we
may consider these tracks a relatively clean selection of di-
rectly produced pions and use them to estimate the quality
of the description of the SPMD response in the simula-
tion. As shown in Fig. 6, the extracted number of particles
traversing the SPMD 〈S1−S2〉 coincides with simulation
within errors while the SPMD occupancy varies by more

Fig. 6. The corrected average number of minimum ionizing
particles,

〈
S′
〉
= 〈S1−S2〉, as a function of centrality, in the

associated SPMD region for negative and positive pions with
mT−mπ > 0.3 GeV/c

2. The results are compared to simula-
tions shown by the hatched regions

than a factor of 5 between the most peripheral and most
central bins. Mean values of 〈S1−S2〉 = 86.7±1.4% and
〈S1−S2〉 = 85.4± 0.9% are extracted for positiviely and
negatively charged pions, respectively.
For tracks whose extrapolation traverses the SPMD the

quantitiesRg = π
−/π+ andRSPMD = S

′−/S′+ are defined,
where S′− and S′+ are sums of S1−S2 values for nega-
tive and positive pion tracks identified by the tracking arm.
In the case of equal hyperon fractions of the pion yield for
both charges one expects RSPMD ≈ Rg. The behaviour of
Rg and RSPMD as a function of transverse kinetic energy
for the 10% most central collisions is shown in Fig. 7. Both
distributions have the same normalization chosen to give
Rg = 1 atmT−mπ > 0.3GeV/c2.
Since the contribution to S from hyperon decay tracks

is smaller than for tracks originating in the target, a devia-
tion ofRSPMD fromRg is an indication of different hyperon
fractions in the two charge samples. The observed lower

Fig. 7. RSPMD (triangles) and Rg (circles) for the 10% most
central events. See text for definitions of RSPMD and Rg.
Both distributions are normalized to 1.0 for Rg at mT−mπ >
0.3 GeV/c2
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value ofRSPMD in comparison toRg for smallmT indicates
a larger fraction of tracks from hyperon decays in the meas-
ured π− distribution relative to the π+ distribution. To
quantify this difference the quantity (Rg−RSPMD)/Rg is
extracted and compared with RQMD simulation as a func-
tion of mT−mπ in Fig. 8 and as a function of collision
centrality in Fig. 9 for mT−mπ < 140MeV/c2, where the
excess becomes significant. Within errors it is seen that the
RQMD simulation provides a good description of the con-
tribution of strange baryon decays to the pion ratio.
The yield distributions of light strange and anti-strange

baryons have been reported by the WA97 collabora-
tion [24] and also shown to be successfully reproduced by
RQMD calculations. Based on this fact, and on the com-
parisons of Figs. 8 and 9, the RQMD simulation results
have been used to correct the measured pion ratios Rπ
shown in Fig. 3 for the hyperon decay contributions to ob-
tain the corrected ratios R′π of pions originating in the
target. For this purpose, for each of the π− and π+ yields,

Fig. 8. (RSPMD−Rg)/Rg for the 10% most central events.
Data are shown by filled circles. See text for definitions of
RSPMD and Rg. The hatched band indicates the statistical un-
certainty (Mean±RMS) of the RQMD prediction

Fig. 9. Centrality dependence of (RSPMD−Rg)/Rg for mT−
mπ < 140 MeV/c

2. Data are shown by filled circles. The
hatched band indicates the statistical uncertainty (Mean±
RMS) of the RQMD prediction

the fraction of the pion yield from strange hadron decays
has been estimated from RQMD simulation and removed
from the total yield. Figure Fig. 10 shows the corrected
pion ratios R′π = π

−/π+.
At low momenta the e− and e+ tracks have been sep-

arated from pions through time-of-flight and their abun-
dances are found to be in agreement with simulation. At
high momenta e− and e+ tracks cannot be separated from
pions and their relative yields have been estimated from
simulation. The ratio R′π of pions originating from the tar-
get has also been corrected for e− and e+ misidentified
as pions at high momenta. According to simulation this
e− and e+ contamination weakens the enhancement of the
pion ratio by about 2% for the lowest mT. The corrected
ratios R′π shown in Fig. 10 can be used for comparison of
the π−/π+ ratio with predictions from models including
the decay of the η and other short lived resonances.
In Fig. 11 the dependence of the corrected pion ratio

R′π on the collision centrality is shown for two intervals
of pion transverse kinetic energy: below 40MeV/c2 and
between 40 and 140MeV/c2. The error due to normaliza-
tion is included in the error bars. Predictions from RQMD
calculations with Coulomb interactions included are also
shown. Both the measured results and the RQMD predic-

Fig. 10. The corrected charged pion ratio R′π = π
−/π+ for

pions originating from the target, after removal of the hy-
peron decay and electron contamination contributions. Data
(filled circles) are compared with predictions from RQMD in-
cluding the Coulomb interaction (open circles). The ratios are
arbitrarily normalized to 1.0 in the region 0.3 <mT−mπ <
0.76 GeV/c2. Errors are as described for Fig. 3
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Fig. 11. Centrality dependence of the corrected charged pion
ratio for pions originating from the target for mT−mπ <
40MeV/c2 and 40 <mT−mπ < 140 MeV/c

2. Data (filled cir-
cles) are compared with predictions from RQMD calculations
(open circles)

tions show a smooth increase of the pion ratio with in-
creasing centrality. As expected, the ratio tends to a value
of unity for peripheral collisions. However, RQMD is seen
to overpredict the measured pion ratio with a discrepancy
that grows with decreasing transverse mass.

5 Modified Coulomb calculations

Several parameters of the collision, such as the total par-
ticipant charge at central rapidity, its transverse expan-
sion velocity, and the freeze-out time, affect the π−/π+

ratio [6]. In order to investigate the sensitivity of the pion
ratio to the collision parameters, the Coulomb calculations
were repeated under alternative scenarios following minor
modifications of the RQMD output. For this study RQMD
events from central Pb+Pb collisions with impact param-
eter b < 4.5 fm were used.
In the first modification, the RQMD baryon rapidity

density was adjusted. Since the value of dN/dy for pro-
tons around mid-rapidity for central Pb+Pb collisions as
measured by the NA44 [28] and NA49 [29] experiments
is lower than the RQMD prediction by about 30%, the
RQMD Coulomb interaction from baryons should be re-
duced accordingly. The corresponding reduction of the

baryon Coulomb source was implemented in the calcula-
tion by weighting the Coulomb charge of all baryons during
all stages of the collision by the ratio of measured to pre-
dicted proton dN/dy distributions. This baryon rapidity
density correction (BRDC) reduces the ratio at the low-
est mT−mπ bin by 3% (Fig. 12). Since this correction is
based on a discrepancy between RQMD and experimen-
tal measurements, further calculations use this modified
baryon Coulomb charge rapidity density.
To estimate the sensitivity of the pion ratio to the

freeze-out time the application of the Coulomb interac-
tion was simply delayed. The mean time of pion freeze-
out at |yCMS|< 1 in the central Pb+Pb RQMD events is
15 fm/c. For demonstration, a 2 fm/c delay was added dur-
ing which time the particles move freely after freeze-out
on their final RQMD trajectories. After propagating freely
for 2 fm/c the pions are then subjected to the Coulomb
interactions. At mT−mπ < 40MeV/c2 the resulting ratio
shown in Fig. 12 by triangles is reduced with respect to the
unmodified RQMD result by 5%. This total reduction of
the ratio is similar in magnitude to the difference between
the data and the unmodified RQMD simulation results of
Fig. 11. Alternatively, increased collective flow in RQMD
would result in a larger freeze-out volume and a reduced
Coulomb interaction, with a similarly improved agreement
with the measurements.
In Fig. 13 the pion ratio measured in this experiment

for the 10% most central Pb+Pb collisions is compared
with that reported by the NA44 collaboration [5]. Nei-
ther RQMD calculations, nor the previously mentioned
models [6, 11], predict the observed difference in the two
measurements. This could indicate an earlier pion freeze-
out in the center of mass rapidity region near y = 1 (NA44)
relative to that near y = 0 (WA98).
The measured K−/K+ ratio (Fig. 5) does not show

any significantmT dependence. This is consistent with the
data of the NA44 collaboration and with RQMD predic-
tions. The kaon ratio enhancement induced through the

Fig. 12. The pion yield ratio π−/π+ at mid-rapidity (1 <
|yCMS|). Predictions from RQMD with final state Coulomb
interaction unmodified (crosses), with BRDC (circles), and
with BRDC and pion freeze-out delayed an additional 2 fm/c
(triangles)
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Fig. 13. Comparison of NA44 data (open circles) and WA98
data (filled circles) for the 10% most central collisions. The
ratio for pions originating in the target is also shown (triangles)

Coulomb interaction is expected to be less than that for pi-
ons by a factor equal to their mass ratiomπ/mK [7]. How-
ever, according to RQMD predictions without Coulomb
correction, the kaon ratio has a ∼ 6% drop at low trans-
verse kinetic energy as a result of the greater amount of
absorption of K− than K+. This large absorption effect
must be taken into account when investigating Coulomb
effects in the analysis of the kaon ratio data.

6 Discussion and conclusions

The π−/π+ ratio has been measured as a function of
transverse mass and centrality in Pb+Pb collisions at
158AGeV/c. The hyperon decay contribution has been de-
duced and shown to result in an increase of the pion ratio
at lowmT that is responsible for about half of the enhance-
ment of π− relative to π+ in central collisions, and an even
larger fraction of the enhancement in peripheral collisions.
The RQMD model was shown to agree with the measured
hyperon decay contributions. The hyperon decay contri-
butions have been removed from the measured ratios to
extract the ratios for directly emitted pions.
The lowmT enhancement of the π

−/π+ ratio, after re-
moval of the hyperon decay contribution, increases with
collision centrality and tends to zero for the most periph-
eral events (see Fig. 10). This observation is consistent
with the hypothesis that the enhancement is due to the
Coulomb interaction induced by the net positive charge of
the participant protons. The same behaviour is observed in
the framework of RQMDmodel simulations that include fi-
nal state Coulomb interactions. However, the RQMD simu-
lation overpredicts the observed enhancement in the ratio
by a factor of about 1.5.
Investigations of the RQMD model predictions suggest

that rather small modifications of the properties of the
participant fireball are necessary to obtain good agree-
ment with the data. For example, good agreement can
be achieved after reduction of the baryon rapidity charge
density predicted by RQMD according to the NA44 and

NA49 protonmeasurements, together with a small increase
of the mean pion freeze-out time (such as an increase from
an average of 15 fm/c to 17 fm/c). According to RQMD
predictions, the transverse flow velocities of heavy particles
are less than those of pions [30]. A slight increase of the
baryon transverse flow velocity would have a similar effect
as the delay of the freeze-out time. In both cases, the sys-
tem disperses over a larger volume before freeze-out, which
reduces the Coulomb field and, therefore, the π−/π+ ratio.
Based on comparisons with the RQMDmodel calculations,
the results suggest a relatively large value of the mean
freeze-out time for pions (∼ 15 fm/c) in central Pb+Pb
collisions.
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Emission source functions are extracted from correlation functions constructed from charged pions
produced at midrapidity in Au� Au collisions at

��������
sNN
p

� 200 GeV. The source parameters extracted
from these functions at low kT give first indications of a long tail for the pion emission source. The source
extension cannot be explained solely by simple kinematic considerations. The possible role of a halo of
secondary pions from resonance emissions is explored.
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Collisions between ultrarelativistic heavy ions can lead
to extremely high energy-density nuclear matter [1]. The
decay dynamics of this matter is strongly influenced by the
nuclear equation of state (EOS) and possibly by a decon-
fined phase [2]. An emitting system which undergoes a
strong first order phase transition is expected to show a
much larger space-time extent than would be expected if
the system remained in the hadronic phase throughout the
collision process [3]. Indeed, several hydrodynamical cal-
culations show such an increase for particle emission
sources [3,4], provided hadronization does not occur via
a supercooled state [5]. It has also been suggested that the
shape of the emission source function can provide signals
for a second order phase transition and whether or not
particle emission occurs near to the critical end point in
the QCD phase diagram [6].

Interferometry studies provide important information on
the emission source function for particles produced in
nuclear reactions ranging from elementary collisions
[e�e� and � �p�pp] to those involving very heavy ions [7–
9]. Recent studies span the beam energies

��������
sNN
p

�

2–200 GeV [10–13]. A common theme for these papers
is the extraction of the widths of emission source functions
which are assumed to be Gaussian. Also, Coulomb effects
on the correlation function are usually assumed to be
separable [14]. Such an approach was followed earlier in
an analysis which used the Bowler-Sinyukov 3D Hanbury
Brown and Twiss (HBT) method to probe for a possible
long-lived source [15]. The rms widths so obtained for
each dimension of the source Rlong, Rside, and Rout gave
no evidence for such emissions, suggesting that the sound
speed is not zero during an extended hadronization period.

In this Letter we exploit the model-independent imaging
technique of Brown and Danielewicz [16,17] to make a
more detailed study of both the shape and the space-time
characteristics of the pion emission source function. The
method uses a numerical calculation of the two particle
wave function, which includes final-state interactions
(FSI), to produce an inversion matrix that operates on the
correlation function to produce the corresponding source
function. The technique has been used to address only a
few data sets [18,19] at relativistic beam energies.

Measurements were made with the PHENIX detector
[20] at the Relativistic Heavy Ion Collider (RHIC).
Charged pions were detected in the two central arms
(j�j � 0:35). Track reconstruction was accomplished via
pattern recognition using the drift chamber (DC) followed
by two layers of multiwire proportional chambers with pad
readout located at radii of 2, 2.5, and 5 m [20]. Particle
momenta were measured with the resolution �p=p �
0:7% � 1:0%p (GeV=c). Very good pion identification
(PID) was achieved with a 2� cut about the pion peak in
the squared-mass distribution for pT & 2:0 GeV=c and
pT & 1 GeV=c in the time of flight (TOF) and the electro-
magnetic calorimeter (EMC), respectively. The event cen-

trality was determined using the PHENIX beam-beam
counter and the zero degree calorimeter [21].
Approximately 22	 106 Au� Au events were analyzed
to study several centrality and pT selections.

Two-pion interferometry correlations were obtained via
the correlation function C�q� � Ncor�q�=Nmix�q�, where
the numerator is the relative momentum distribution of
particle pairs from the same event (foreground pairs) and
the denominator is the relative momentum distribution of
particle pairs obtained from mixed events (background

pairs). Here, q � 1
2

���������������������������
��p1 � p2�

2
p

is half of the relative
momentum between the two particles in the pair c.m.
frame (PCMS). p1 and p2 are the momentum 4-vectors
of each particle in the pair and C�q� 
 1 for large q values
where final-state interactions are negligible. Track-pair
cuts similar to those of Ref. [12] were applied to fore-
ground and background pairs, respectively. That is, pairs
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FIG. 1 (color online). [(upper, (a)] (�) Correlation function,
C�q�, for ���� and ���� pairs; (�) restored correlation from
imaging technique; (dotted line) direct correlation fitting; (4)
1D angle-averaged correlation of 3D correlation function.
(lower) 1D source function (b) S�r� and (c) 4�r2S�r�: (�)
imaging; (�) spheroid fit to correlation function; (4) angle-
averaging of 3D-Gaussian source function. Systematic errors are
less than size of data points.
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within 5 cm in the beam direction (�ZDC) and 0.02 radians
in azimuthal angle (��DC) in the DC were eliminated from
the pair sample to remove ghost tracks, and pairs within
0:0<��DC < 0:1 radians for �ZDC > 5 cm were re-
moved to avoid an inefficient region. The latter set of
cuts were supplemented with the removal of pairs having
a separation �R � 14 cm and � 16 cm in the TOF and
EMC, respectively. Systematic variations of all of these
cuts were explored to determine systematic error estimates;
very little influence on the extracted correlation functions
was found. Careful studies of the influence of momentum
resolution on the correlation function were also made, as in
[22]. The maximum effect was found to be �0:4% change
in the correlation function at low q values, so it was
neglected.

The filled circles in Fig. 1(a) show the one-dimensional
(1D) correlation functionC�q�, for a centrality of 0%–20%
and for 0:20< kT �

1
2 �pT;1 � pT;2�< 0:36 GeV=c. The

characteristic enhancement for q & 25 MeV=c reflects a
combination of Bose-Einstein statistics and the FSI be-
tween pion pairs. The correlation function is not
Coulomb corrected because the FSI (including Coulomb
but no strong interaction) is included in the imaging and
fitting procedure as described below.

The 1D correlation function and source function S�r�
(the probability of emitting a pair of particles at a separa-
tion r in the PCMS frame) are related via the 1D Koonin-
Pratt equation [23]:

 C�q� � 1 � 4�
Z
drr2K0�q; r�S�r�: (1)

The angle-averaged kernel K0�q; r� encodes the FSI and is
given in terms of the final-state wave function �q�r�, as
K0�q; r� �

1
2

R
d�cos��q;r���j�q�r�j2 � 1�, where �q;r is

the angle between q and r [17]. The procedure for the
inversion of Eq. (1) to obtain S�r� is also given in Ref. [17].

The open squares in Fig. 1(b) show the source function
obtained from the correlation function presented in
Fig. 1(a). As a cross-check of the imaging procedure, a
restored correlation function was generated via Eq. (1)
with the extracted source function as input. The open
squares and filled circles in Fig. 1(a) indicate excellent
consistency between the measured and restored correlation
functions. The 1D source function, cf. Fig. 1(b), points to a
Gaussian-like pattern at small r and a previously unre-
solved ‘‘tail’’ at large r. The robustness of this tail was
established via an extensive array of tests including its
dependence on pair and PID cuts, and on momentum
resolution; no variation outside of the stated error bars
was found.

This new observation of a tail is made more transparent
via a comparison with the source function constructed
from the parameters (Rlong, Rside, Rout, and �), obtained
in an earlier 3D HBT analysis [15]. The procedures out-
lined in Ref. [17] were employed to construct this source

function (see Fig. 1). The measured and 3D angle-averaged
correlation functions differ for q & 15 MeV=c as do the
respective source functions for r * 17 fm. The imaged
source function exhibits a more prominent tail than the
angle-averaged 3D HBT source function. This difference
could stem from the Gaussian shape assumption employed
in the 3D HBT analysis. The 3D Gaussian fitting procedure
by construction is sensitive only to the main component of
S�r�, and thus would not be capable of resolving fine
structure at small-q/large-r. Given the fact that the volume
element increases quadratically with pair separation, this
difference is considerable as shown in Fig. 1(c), where the
radial probabilities [4�r2S�r�] are compared. The open
triangles in Fig. 1(a) clearly indicate that the differences
in the source functions reflect an important disparity in the
corresponding correlation functions for q & 10–15 MeV.

Parameters of the source function for different assumed
shapes were extracted via direct fits to the correlation
function. Filled circles in Figs. 1(b) and 1(c) show the
source function obtained from such a fit for a spheroidal
shape [17],

 S�r� �
�Reff 	 e��r

2=4R2
T �erfi � r

2Reff
�

�8�R2
TR0r�

; for R0 >RT; (2)

where Reff � 1=
��������������������������������
�1=R2

T � 1=R2
0�

q
, RT is the radius of the

spheroid in two perpendicular spatial dimensions and R0 �
a	 RT is the radius in the third spatial dimension; a is a
scale factor. The long axis of the spheroid is assumed to be
oriented in the out direction of the Bertsch-Pratt coordinate
system. The fraction of pion pairs which contribute to the
source � is given by the integral of the normalized source
function over the full range of r.

The procedure for making a direct fit to the correlation
function involves the determination of a set of values for
the spheroid parameters of Eq. (2), which reproduce the
observed correlation function when the resulting source
function is inserted into Eq. (1). The minimization package
MINUIT was used to minimize the �2 between the observed
and calculated correlation function. The �2=ndf value so
obtained was �1. The dotted curve in Fig. 1(a) shows the
fit to the data. The resulting source function shown in
Figs. 1(b) and 1(c) indicates very good agreement with
that obtained via the imaging technique. This shape pa-
rametrization is not unique; an essentially indistinguish-
able source was also obtained for a fit performed with a
Gaussian plus modified exponential [24] shape. The sim-
pler spheroid parametrization was chosen for the discus-
sion below.

The spheroidal source function [Eq. (2)] can be approxi-
mated by a short-range Gaussian source Ssr�r�;

 Ssr�r� � �e
�r2��1=6R2

T ���1=12R2
0��=�8�

����
�
p

R2
TR0�; (3)

for small r, and a long-range source Slr�r� for
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r 2RTR0=
������������������
R2

0 � R
2
T

q
given by

 Slr�r� � �R0e
�r2=4R2

0=�4�
����
�
p
�R2

0 � R
2
T�r

2�: (4)

Thus, the emission source shown in Figs. 1(b) and 1(c) can
be interpreted to reflect a short-range Gaussian source of

radius Rsr �
����������������������������������������
3R2

TR
2
0=�2R

2
0 � R

2
T�

q
� RT

������������������������������
3a2=�2a2 � 1�

p
and a long-range tail of extended space-time extent Rlr �
R0. The fraction of pairs associated with these sources
�sr � �a2�3=�2a2 � 1��3=2 and �lr � ��� �sr� are ob-
tained from Eq. (3) and the conservation of pairs,
respectively.

Source functions were extracted via imaging and spher-
oid fits for several kT and centrality selections, in order to
map the regions in kT and centrality where the long-range
tail is prominent. Representative results are shown in Fig. 2
for the indicated cuts. The experimental and restored cor-
relation functions, compared in Figs. 2(a) and 2(b), indi-
cate good agreement within the statistics, as do the
corresponding source functions shown in Figs. 2(c) and
2(d).

Figure 3 gives a more complete summary of the ex-
tracted source parameters. Systematic errors obtained via
variations of pair cuts in the analysis are 0.12 fm, 1.0 fm,
0.35, and 0.03 for Rsr, Rlr, a, and �, respectively. The
centrality and kT dependence of the rms radius of the
short-range source Rsr is similar (within 10%) to that
obtained for Rlong and Rside in an earlier analysis [15],

cf. Figs. 3(a) and 3(d). The long-range source shows an
effective radius Rlr � a	 RT , which is �2–3:5 times Rsr.
The ratio Rlr=Rsr is also maximal for low kT and the most
central collisions. The fraction of pairs exhibiting these
characteristics is given by the � values shown in Figs. 3(c)
and 3(f); for central collisions, maximum prominence is
shown for low kT pairs.

A central question is the origin of the long-range con-
tribution to the emitting source. Instantaneous freeze-out
of a source with Rout=Rside � 1 in the longitudinal comov-
ing system (LCMS) would give a maximum kinematic
boost so that Rlr � Rout � 		 RT in the PCMS. Thus,
the values for a and 	, shown in Fig. 3(b), can be directly
compared. At low kT , 	 is seen to be significantly less than
a. Thus, a simple kinematic transformation from the
LCMS to PCMS cannot account for the observed source
parameters at this kT .

Could a composite particle emission source comprised
of a central core and a halo of long-lived resonances
account for the observations? For such emissions, the
pairing between pions from the core and secondary pions
from the halo is expected to dominate the long-range
emissions [25]. If it is assumed that this halo includes
only ! decay (c
� 24 fm), one may compare the !
yield with a simple estimate of the fraction of pion pairs
associated with the short- and long-range sources. Using
the a and 	 values in Fig. 3(b), �sr � 0:22–0:32,
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symbols) peripheral collisions. (right) Centrality dependence of
same parameters for (�) low kT (0:2–0:4 GeV=c); (�) high kT
(0:5–1:0 GeV=c).

PRL 98, 132301 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
30 MARCH 2007

132301-5



�lr � 0:23–0:13, and �lr=�sr � 0:4–1:0 for the lowest kT .
The preliminary values for !=�� � 0:1 from Ref. [26]
give an estimate for �lr=�sr � 2	 0:1=

������
�sr

p
� 0:35–0:43

which lies at the lower end of the estimates obtained from
the source parameters. (A significant change in the value
for !=�� would alter this conclusion.) Therefore, it is
plausible that a maximal kinematic boost combined with
a halo of !s could account for �lr=�sr. However, the steep
centrality dependence of the radius of the long-range
source inferred from Figs. 3(d) and 3(e) is not compatible
with an essentially flat dependence expected for significant
! resonance contribution.

In summary, we have made the first extraction of the full
1D emission source function for pions in Au� Au colli-
sions at RHIC (

��������
sNN
p

� 200 GeV). This source function
points to separate but prominent contributions from short-
range emissions and a long-range tail of larger space-time
extent than has been previously observed. This tail cannot
be explained solely by simple kinematic considerations
associated with a frame transformation from the LCMS
to the PCMS. Further studies are required to determine the
origin of this tail and whether or not it is related to a phase
transition.
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The properties of jets produced in p� p collisions at
���
s
p
� 200 GeV are measured using the method of

two-particle correlations. The trigger particle is a leading particle from a large transverse momentum jet
while the associated particle comes from either the same jet or the away-side jet. Analysis of the angular
width of the near-side peak in the correlation function determines the jet-fragmentation transverse
momentum jT. The extracted value,

��������
hj2

Ti
q

� 585� 6�stat� � 15�sys� MeV=c, is constant with respect
to the trigger particle transverse momentum, and comparable to the previous lower

���
s
p

measurements. The
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width of the away-side peak is shown to be a convolution of jT with the fragmentation variable, z, and the
partonic transverse momentum, kT. The hzi is determined through a combined analysis of the measured �0

inclusive and associated spectra using jet-fragmentation functions measured in e�e� collisions. The final
extracted values of kT are then determined to also be independent of the trigger particle transverse
momentum, over the range measured, with value of

���������
hk2

Ti
q

� 2:68� 0:07�stat� � 0:34�sys� GeV=c.

DOI: 10.1103/PhysRevD.74.072002 PACS numbers: 13.85.�t, 25.75.Dw

I. INTRODUCTION

The goal of this paper is to explore the systematics of jet
production and fragmentation in p� p collisions at

���
s
p
�

200 GeV by the method of two-particle azimuthal corre-
lations. Knowledge of the jet-fragmentation process is
useful not only as a reference measurement for a similar
analysis in Au� Au collisions, but can be used as a
stringent test of perturbative QCD (pQCD) calculations
beyond leading order.

The two-particle azimuthal correlations method worked
well at ISR energies (

���
s
p
� 63 GeV) and below [1–3],

where it is difficult to directly reconstruct jets, but has
not been attempted at higher values of

���
s
p

. This method
is also suitable for jet-analysis in heavy-ion data where the
large particle multiplicity severely interferes with direct jet
reconstruction.

With the beginning of RHIC operation, heavy-ion phys-
ics entered a new regime, where pQCD phenomena can be
fully explored. High-energy partons materializing into
hadronic jets can be used as sensitive probes of the early
stage of heavy-ion collisions. Measurements carried out
during the first three years of RHIC operation at

��������
sNN
p

�

130 and 200 GeV exhibit many new and interesting fea-
tures. The high-pT particle yield was found to be strongly
suppressed in Au� Au central collisions [4–6].
Furthermore, the nonsuppression of the high-pT particle
yield in d� Au induced collisions [7–10] confirmed that
the suppression can be fully attributed to the final state
interaction of high-energy partons with an extremely
opaque nuclear medium formed in Au� Au collisions at
RHIC.

Other striking features found in RHIC data are the large
asymmetry of particle azimuthal distributions which is
attributed to sizable elliptic flow [11,12] and the observa-
tion of the apparent disappearance of the back-to-back jet
correlation in central Au� Au collisions [13].

Many of the above mentioned observations can be ex-
plained by a large opacity of the medium produced in
central Au� Au collisions which causes the scattered
partons to lose energy via coherent (Landau-
Pomeranchuk-Migdal [14]) gluon bremsstrahlung [15–
18]. It is expected that the medium effect will cause the
apparent modification of fundamental properties of hard-
scattering like broadening of intrinsic parton transverse
momentum kT [19,20] and modification of jet fragmenta-
tion [21]. Thus the measurement of jet fragmentation
properties and intrinsic parton transverse momentum kT

for p� p collisions presented here provides a baseline for
comparison to the results in heavy-ion collisions, helping
to disentangle the complex processes of propagation and
possible fragmentation of partons within the excited nu-
clear medium.

This paper is organized as follows: Sec. II discusses the
method of two-particle correlations and the relations be-
tween jet properties and the angular correlation between
parton fragments. The details of the PHENIX experiment
relevant to this analysis are outlined in Section III.
Section IV deals with the analysis of the correlation func-
tions extracted from the p� p data and an evaluation of
the hjTi and hkTi quantities. The combined analysis of the
inclusive and associated pT-distributions is discussed in
Sec. Vand the sensitivity of the associated pT-distributions
to the fragmentation function is discussed in Sec. VI.
Section VII presents the resulting values of the partonic
transverse momenta kT corrected for the mean momentum
fraction hzti. Section VIII summarizes the results from this
paper.

II. JET ANGULAR CORRELATIONS

Jets are produced in the hard scattering of two partons
[22–25]. The overall p� p hard-scattering cross section
in ‘‘leading logarithm’’ pQCD is the sum over parton
reactions a� b! c� d (e.g. g� q! g� q) at parton-
parton center-of-mass (c.m.) energy

���̂
s
p

,

 

d3�
dx1dx2d cos��

�
1

s

X
ab

fa�x1�fb�x2�
��2

s�Q
2�

2x1x2
�ab�cos���;

(1)

where fa�x1�, fb�x2�, are parton distribution functions, the
differential probabilities for partons a and b to carry mo-
mentum fractions x1 and x2 of their respective protons (e.g.
u�x2�), and where �� is the scattering angle in the parton-
parton c.m. system. The parton-parton c.m. energy squared
is ŝ � x1x2s, where

���
s
p

is the c.m. energy of the p� p
collision. The parton-parton c.m. system moves with ra-
pidity y � �1=2� ln�x1=x2� in the p� p c.m. system.

Equation (1) gives the pT spectrum of outgoing parton c
(emitted at ��), which then fragments into hadrons, e.g. a
�0. The fragmentation function D�0

c �z;�2� is the probabil-
ity for a �0 to carry a fraction z � p�

0
=pc of the momen-

tum of outgoing parton c. Equation (1) must be summed
over all subprocesses leading to a �0 in the final state. The
parameter �2 is an unphysical ‘‘factorization’’ scale intro-
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duced to account for collinear singularities in the structure
and fragmentation functions [26,27], which will be ignored
for the purposes of this paper.

In this formulation, fa�x1�, fb�x2�, and D�0

c �z� represent
the ‘‘long-distance phenomena’’ to be determined by ex-
periment; while the characteristic subprocess angular dis-
tributions, �ab�cos���, and the coupling constant,
�s�Q2� � 12�

25 ln�Q2=�2�
, are fundamental predictions of

QCD [28–30] for the short-distance, large-Q2, phe-
nomena. The momentum scale Q2 � p2

T for the scattering
subprocess, while Q2 � ŝ for a Compton or annihilation
subprocess, but the exact meaning ofQ2 tends to be treated
as a parameter rather than a dynamical quantity.

Figure 1 shows a schematic view of a hard-scattering
event. The transverse momentum of the outgoing scattered
parton is

 pT � p�T �

���̂
s
p

2
sin��: (2)

The two scattered partons propagate nearly back-to-back in
azimuth from the collision point and fragment into the
jetlike spray of final state particles [see Fig. 1(a) where
only one fragment of each parton is shown).

It was originally thought that parton collisions were
collinear with the p� p collision axis so that the two
emerging partons would have the same magnitude of
transverse momenta pointing opposite in azimuth.

However, it was found [3] that each of the partons carries
initial transverse momentum ~kT, originally described as
‘‘intrinsic’’ [31]. This results in a momentum imbalance
(the partons’ pT are not equal) and an acoplanarity (the
transverse momentum of one jet does not lie in the plane
determined by the transverse momentum of the second jet
and the beam axes). The jets are noncollinear having a net
transverse momentum hp2

Tipair � 2 	 hk2
Ti.

It is important to emphasize that the hkTi denotes the
effective magnitude of the apparent transverse momentum
of each colliding parton. The net transverse momentum of
the outgoing parton-pair is

���
2
p
	 hkTi. The naive expecta-

tion for the pure intrinsic parton transverse momentum
based on nucleon constituent quark mass is about 

300 MeV=c [31,32]. However, the measurement of net
transverse momenta of diphotons, dileptons, or dijets
over a wide range of center-of-mass energies gives hkTi
as large as 5 GeV=c [33]. It is common to think of the net
transverse momentum of a dilepton or dijet pair as com-
posed of 3 components:

 

hp2
Tipair

2
� hk2

Ti � hk
2
Tiintrinsic � hk

2
Tisoft � hk

2
TiNLO; (3)

where the intrinsic part refers to the possible ‘‘fermi mo-
tion’’ of the confined quarks or gluons inside a proton, the
NLO part refers to the power law tail at large values of
pTpair

due to the radiation of an initial state or final state
hard gluon, which is divergent as the momentum of the
radiated gluon goes to zero, and the soft part refers to the
actual Gaussian-like distribution observed as pTpair

! 0,
which is explained by resummation [34].

In the discussion below we will assume that the two
components of the vector ~kT, kTx and kTy are Gaussian
distributed with equal standard deviations �1parton;1D, in
which case k2

T � k2
Tx � k

2
Ty is distributed according to a

2-dimensional (2D) Gaussian [33]. For the net transverse
momentum of the jet pair, hp2

Tipair � �2
2partons;2d �

2�2
1parton;2d. Note that the principal difference between the

1 and 2 dimensional Gaussians is that hkTxi � hkTyi � 0,

while hkTi � 0 since ~kT is a 2D radius vector.
The two components of kT result in different experimen-

tally measurable effects. kTy leads to the acoplanarity of
the dijet pair while kTx makes the momenta of the jets
unequal which results in the smearing of the steeply falling
pT spectrum. This causes the measured inclusive jet or
single particle cross section to be larger than the pQCD
value given by Eq. (1). This was observed in the original
discovery of high pT particle production at the CERN ISR
in 1972 [35] and led to much confusion until the existence
and effects of kT were understood.

Before the advent of QCD, the invariant cross section for
the hard-scattering of the electrically charged partons of
deeply inelastic scattering was predicted for p� p colli-
sions to follow a general scaling form [22,36]:

FIG. 1 (color online). (a) Schematic view of a hard-scattering
event in the plane perpendicular to the beam. Two scattered
partons with transverse momenta p̂T in the partons’ center-of-
mass frame are seen in the laboratory frame to have a momenta
p̂Tt and p̂Ta. The net pair transverse momentum p̂T;pair pair
corresponds to the sum of the ~kT-vectors of the two colliding
partons. The trigger and associated jet fragments producing
high-pT particles are labeled as pTt and pTa. The projection of
~kT perpendicular to p̂Tt is labeled as kTy. The transverse mo-
mentum component of the away-side particle ~pTa perpendicular
to trigger particle ~pTt is labeled as pout. (b) The same schematics
as in (a), but the jet-fragmentation transverse momentum com-
ponent jTy of the trigger jet is also shown.
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 E
d3�

d3p
�

1

pnT
F�xT� �

1���
s
p n G�xT�; (4)

where xT � 2pT=
���
s
p

. The cross section has two factors, a
function F�xT� (G�xT�) which ‘‘scales,’’ i.e. depends only
on the ratio of momenta, and a dimensioned factor, 1=pnT
(1=

���
s
p n), where n equals 4 for QED, and for LO-QCD

[Eq. (4)], analogous to the 1=q4 form of Rutherford scat-
tering. The structure and fragmentation functions are all in
the F�xT� (G�xT�) term. The original high pT measure-
ments at CERN [35] and Fermilab [37], showed beautiful
xT scaling, but with a value of n � 8 instead of n � 4, for
values of 3 � pT � 7 GeV=c. Later measurements at
larger pT showed the correct scaling in agreement with
pQCD and it was realized that the value n � 8 at lower
values of pT and

���
s
p

was produced by the kTx smearing
[23,24]. More recently, the deviation of �0 and direct
photon inclusive cross sections measurements from
pQCD predictions has been used to derive the values of
kT required to bring the measured and smeared pQCD
predictions into agreement [33].

A more direct method to determine kTy is to measure the
acoplanarity of the dijet pair. Such measurements were
originally performed at the CERN-ISR using two-particle
correlations [1–3,31]. The same method will be used in the
present work.

Hard-scattering in p� p collisions at
���
s
p
� 200 GeV is

detected by triggering on a �0 with transverse momentum
pTt
� 3 GeV=c; and the properties of jets are measured

using the method of two-particle correlations. The trigger
�0 is a leading particle from a large transverse momentum
jet while the associated particle comes from either the
same jet or the away-side jet. We will analyze an outgoing
dijet pair, with trigger jet transverse momentum magnitude
p̂Tt which fragments to a trigger particle with transverse
momentum ~pTt, and an away-side jet transverse momen-
tum magnitude of p̂Ta which fragments to a particle with
transverse momentum ~pTa. The average transverse mo-
mentum component of the away-side particle ~pTa perpen-
dicular to trigger particle ~pTt in the azimuthal plane is
labeled as pout. If the magnitude of the jet transverse
fragmentation momentum jT [Fig. 1(a)] is neglected, the
magnitude of

���
2
p
kTy can be related to pout:

���
2
p
kTy �

poutp̂Ta=pTa  pout=za. Thus the measurement of pout

and the knowledge of the fragmentation variable (za) de-
termines the magnitude of the parton’s transverse momen-
tum kT.

The smearing of the steeply falling parton p̂T spectrum
by the kTx distribution tends to make the trigger jet trans-
verse momentum p̂Tt larger than the away-jet transverse
momentum p̂Ta. The component of the net transverse
momentum of the parton pair along the trigger direction
is smeared by

���
2
p
kTx such that

 h�p̂Tt � p̂Tax�
2i � 2hk2

Txi � hk
2
Ti: (5)

For a flat p̂T spectrum, the smearing would average to zero
so that there would be no net shift in the transverse mo-
mentum spectrum:

 hp̂Tt � p̂Ti � hp̂T � p̂Taxi � 0: (6)

However, due to the steeply falling p̂T spectrum, the kTx

smearing results in a net imbalance of the jet-pair towards
the trigger direction. In the limit when kT is collinear with
the trigger jet and with the requirement of the Lorentz
invariance of ŝ (p̂2

T � p̂Ttp̂Ta) it is easy to see that

 hp̂Tt � p̂Ti �

�
p̂Tt

p̂T
�p̂T � p̂Ta�

�
’

1

2
hp̂Tt � p̂Tai> 0:

(7)

We denote the imbalance of p̂Ta and p̂Tt by the quantity

 x̂ h � hp̂Tai=hp̂Tti: (8)

Jet fragments have a momentum ~jT perpendicular to the
partonic transverse momentum [Fig. 1(b)]. This vector is
again a two-dimensional vector with one component per-
pendicular to the jet transverse axis, ~̂pT, in the transverse
plane and the other component perpendicular to the jet
transverse axis in the longitudinal plane (defined by the
beam and jet axes). The component of ~jT projected onto the
azimuthal plane is labeled as jTy. The magnitude of hjTyi,
the mean value of jT projected into the plane perpendicular
to the jet thrust (see Appendix A), measured at lower
energies [1] has been found to be pT independent and 

400 MeV=c, consistent with measurements in e�e� colli-
sions [38,39].

This analysis uses two-particle azimuthal correlation
functions to measure the average relative angles between
a trigger �0 and an associated charged hadron. The angular
width of the near- and away-side peak in the correlation

function is used to extract the value of hj2
Ti and x̂�1

h hzti����������
hk2

Ti
q

. An analysis of the associated yields is used to
confirm the fragmentation function which provides the
hzti and hzai values used for hk2

Ti extraction. The details
on the PHENIX experiment relevant to this analysis follow.

III. EXPERIMENTAL DETAILS

The PHENIX experiment consists of four spectrometer
arms—two around mid-rapidity (the central arms) and two
at forward rapidity (the muon arms)—along with a set of
global detectors. The layout of the PHENIX experiment
during the 2003 RHIC run is shown in Fig. 2.

Each central arm covers the pseudorapidity range j�j<
0:35 and 90 degrees in azimuthal angle �. In each of the
central arms, charged particles are tracked by a drift cham-
ber (DC) positioned from 2.0 to 2.4 m radially outward
from the beam axis and 2 or 3 layers of pixel pad chambers
(PC1, PC2, PC3 located at 2.4 m, 4.2 m, 5 m in the radial
direction, respectively). Particle identification is provided
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by ring imaging Čerenkov counters (RICH), a time of flight
scintillator wall (TOF), and two types of electromagnetic
calorimeters (EMCal), lead scintillator (PbSc) and lead
glass (PbGl). The magnetic field for the central arm spec-
trometers is axially symmetric around the beam axis. Its
component parallel to the beam axis has an approximately
Gaussian dependence on the radial distance from the beam
axis, dropping from 0.48 T at the center to 0.096 T
(0.048 T) at the inner (outer) radius of the DC. A pair of
zero-degree calorimeters (ZDC) and a pair of beam-beam
counters (BBC) were used for global event characteriza-
tion. Further details about the design and performance of
PHENIX can be found in [40– 42].

A p� p data sample corresponding to an integrated
luminosity 0:35 pb�1 at

���
s
p
� 200 GeV has been used

for the present analysis. It contains a minimum bias
(MB) sample of 121 M events and a high-pT triggered
sample of 50 M events. The MB trigger is obtained from
the charge multiplicity in the two BBCs situated at large
pseudorapidity (� 
 ��3:0–3:9�). The BBCs were also
used to determine the collision vertex, which is limited to
a �30 cm range in this analysis. The high-pT trigger
requests an additional discrimination on sums of the analog
signals from nonoverlapping, 2� 2 groups of adjacent

EMCal towers situated at mid-rapidity (j�j< 0:35)
equivalent to an energy deposition of 750 MeV [43]. The
analysis has been performed separately on the two data sets
and no trigger selection bias was found within the quoted
errors.

Neutral pions, which are used as trigger particles, are
detected by the reconstruction of their �� decay channel.
Photons are detected in the EMCal, which has a timing
resolution of 
 100 ps (PbSc) and 
 300 ps (PbGl) and
energy resolution of �E=E � 1:9% � 8:2%=

����������������
E�GeV�

p
(PbSc) and �E=E � 0:8% � 8:4%=

����������������
E�GeV�

p
(PbGl). In

order to improve the signal/background ratio we require
the minimum hit energy>0:3 GeV, a shower profile cut as
described in [41], and no accompanying hit in the RICH
detector, which serves as a veto for conversion electrons. A
sample of the invariant mass distribution of photon pairs
detected in the EMCal is shown in Fig. 3.

Charged particles are reconstructed in each PHENIX
central arm using a drift chamber, followed by two layers
of multiwire proportional chambers with pad readout [40].
Particle momenta are measured with a resolution 	p=p �
0:7% � 1:1%p �GeV=c�. A confirmation hit is required in
PC3. We also require that no signal in the RICH detector is
associated with these tracks. These requirements eliminate
charged particles which do not originate from the event
vertex, such as beam albedo and weak decays, as well as
conversion electrons.

High momentum charged pions (above the RICH
Čerenkov threshold) are identified using the RICH and
EMCal detectors. Candidate tracks must be associated

]2  [GeV/cγγM
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  [
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γγ
d
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1500

2000

2500

3000
 <  5.0γ γT 4.0 < p

S/B=13.1

FIG. 3. The measured �� invariant mass distribution for pair
pT in 4< pT�� < 5 GeV=c. The peak is fitted with a Gaussian.
The signal/background ratio within 2� of the mean ranges from

 6 at pT of 3 GeV=c up to 
 15 at 8 GeV=c.

FIG. 2 (color online). The PHENIX experimental layout for
the 2003 Au� Au run. The top panel shows the PHENIX central
arm spectrometers viewed along the beam axis. The bottom
panel shows a side view of the PHENIX muon arm spectrom-
eters and the position of the global detectors (BBC and ZDC).
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with a hit in the RICH [44], which corresponds to a
minimum momentum of 18 MeV=c for electrons,
3:5 GeV=c for muons, and 4:9 GeV=c for charged pions.
In a previous PHENIX publication [45], we have shown
that charged particles with reconstructed pT above
4:9 GeV=c, which have an associated hit in the RICH,
are dominantly charged pions and background electrons
from photon conversions albedo. The efficiency for detect-
ing charged pions rises quickly past 4:9 GeV=c, reaching
an efficiency of >90% at pT > 6 GeV=c.

To reject the electron background in the charged pion
candidates, the shower information at the EMCal is used.
Since most of the background electrons are genuine low pT

particles that were misreconstructed as high pT particles,
simply requiring a large deposition of shower energy in the
EMCal is effective in suppressing the electron background.
In this analysis, a momentum- dependent energy cut on the
EMCal is applied

 E �GeV�> 0:3� 0:15pT: (9)

In addition to this energy cut, the shower shape information
[41] is used to further separate the broad hadronic showers
from the narrow electromagnetic showers and hence re-
duce the conversion backgrounds. The difference of the
EM shower and hadronic shower is typically characterized
by a 
2 variable [41],

 
2 �
X
i

�Emeas
i � Epred

i �
2

�2
i

; (10)

where Emeas
i is the energy measured at tower i and Epred

i is
the predicted energy for an electromagnetic particle of total
energy

P
iE

meas
i .

In this analysis we use the probability calculated from
this 
2 value for an EM shower, ranging from 0 to 1 with a
flat distribution expected for an EM shower, and a peak
around 0 for an hadronic shower.

Figure 4 shows the probability distribution for pion and
electron candidates, each normalized to one. The pion
candidates were required to pass the energy cut and the
electrons were selected using particle ID cuts similar to
that used in [46]. The electron distribution is relatively flat,
while the charged pion distribution peaks at 0. A cut of
shower shape probability <0:2 selects pions above the
energy cut with an efficiency of * 80%. Detailed knowl-
edge of the pion efficiency is not necessary, since we
present in this paper the per trigger pion conditional-yield
distributions, for which this efficiency cancels out.

Since the energy and shower shape cuts are independent
of each other, we can fix one cut and then vary the second
to check the remaining background level from conversions.
The energy cut in Eq. (9) is chosen such that the raw pion
yield is found to be insensitive to the variation in the
shower shape probability. Figure 5 shows the raw pion
spectra for EMCal-RICH triggered events as a function
of pT, with the above cuts applied. The pion turn on from

4:9–7 GeV=c is clearly visible. Below pT of 5 GeV=c, the
remaining background comes mainly from the random
association of charged particles with hits in the RICH
detector. The background level is less than 5% from
5–16 GeV=c, which is the pT range for the charged pion
data presented in this paper.

IV. CORRELATION FUNCTION

The analysis uses two-particle azimuthal correlation
functions between a neutral pion and an associated charged
hadron to measure the distribution of the azimuthal angle
difference �� � �t ��a (see Fig. 6). Whenever a �0

was found in an event, the real, dNuncorr=d��, and mixed,
dNmix=d��, distributions for given pTt (�0) and pTa

(charged hadron) were accumulated (upper panel of
Fig. 6). Mixed events were obtained by randomly selecting

prob
0 0.2 0.4 0.6 0.8 1

10
-2

10
-1

1 normalized probability distribution
± e

 candidates±π

FIG. 4 (color online). The probability distribution for charged
pion candidates and electrons derived from the EM shower shape
using identified electrons and pions. The integrals have been
normalized to one.
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FIG. 5 (color online). The raw charged pion transverse mo-
mentum spectrum, with the final cuts applied. The level of the
remaining background is estimated from an extrapolation from
low-pT and is shown as a black line.
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each member of a particle pair from different events having
similar vertex position. Then the mixed event distribution
was used to correct the correlation function for effects of
the limited PHENIX azimuthal acceptance and for the
detection efficiency, to the extent that it remains constant
over the data sample.

We fit the raw dNuncorr=d�� distribution with the prod-
uct

 

dNuncorr

d��
�

1

N

dNmix

d��
	 �C0 � C1 	 fnear���� � C2

	 faway�����; (11)

where the mixed event distribution is normalized to 2�
(N �

P
dNi

mix=d�� see dashed line on the upper panel

of Fig. 6), C0�2 are constant factors to be determined from
the fit, fnear���� and faway���� are the near- and away-
side peak fit functions, respectively. Traditionally, the
Gaussian functions, around �� � 0 and around �� �
�, are used for fnear���� and faway����. This leaves a
total of five free parameters to be determined - the areas
and widths of the above two Gaussians: YN, �N for the
near-angle component and YF, �A for the away-angle
component and the constant term describing an uncorre-
lated distribution of particle pairs which are not associated
with jets. However, the assumption of the Gaussian shape
of the angular correlation induced by jet fragmentation is
justified only in the high-pT region where the relative
angles are small. In order to access also a lower pT region
we used an alternative parameterization of fnear���� and
faway���� which will be discussed later in the text.

FIG. 6 (color online). An example of the correlation functions
for 3< pTt < 3:5 GeV=c and associated particles in 1:4<
pTa < 5 GeV=c. (upper) Unnormalized pair-yield distribution
plotted with the fit function which is two Gaussians modulated
by the pair detection efficiency derived from the mixed distri-
bution (dashed line). (lower) Per �0 trigger yield distribution
corrected for the pair detection efficiency. Dashed line represents
the constant term in the fit.
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FIG. 7. (upper) Inclusive charged hadron efficiency correction
function. (lower) � acceptance correction factor for loss of jet
pairs outside the limited �-acceptance of the PHENIX experi-
ment.
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The normalized correlation function was constructed as
a ratio of real and mixed distributions multiplied by
�-acceptance correction factor R��, divided by
pT-dependent efficiency correction ��pT� (see upper panel
of Fig. 7) and divided by the number of �0 triggers.

 

1

Ntrigg

dN
d��

�
R��

Ntrigg��pT�

dNuncorr����=d��
dNmix����=d��

	N :

(12)

The R�� correction factor which accounts for limited �
acceptance of the PHENIX experiment (see right panel of
Fig. 7) for the near-side yield, with an assumption that the
angular jet width is the same in �� and in ��, can be
written as

 R�� �
1

1���������
2��2

N

p
R

0:7
�0:7 exp�� ��

2�2
N
�acc����d��

; (13)

where acc���� represent the PHENIX pair acceptance
function in j��j. It can be obtained by convolving two

flat distributions in j��j< 0:35, so acc���� has a simple
triangular shape: acc���� � �0:7� j��j�=0:7. For the
away-side yield the corresponding R�� is

 R �� �
2�0:7�R

0:7
�0:7 acc����d��

� 2: (14)

R�� equals 2, because the pair efficiency has a triangular
shape in j��j< 0:7, which results in 50% average effi-
ciency when the real jet-pair distribution is flat in j��j<
0:7. Figure 8 and Table I show the normalized correlation
functions for various pTt and pTa.

For two particles with transverse momenta pTt, pTa from
the same jet, the width of the near-side correlation distri-
bution can be related to the RMS value of the jT vector
component, jTy, perpendicular to the parton momentum as

 �2
N � h��

2i �

��jTy

pTa

�
2
�

�jTy

pTt

�
2
�
; (15)

where we assume hj2
Tyi � p2

Tt and p2
Ta and thus the arc-

sine function can be approximated by its argument and we

FIG. 8. (left) Measured yield of charged hadrons with away-side transverse momentum 1:4< pTa < 5:0 GeV=c associated with a
trigger �0 of transverse momenta given in in Table I. (right) Measured yield of charged hadrons associated with a trigger �0 of fixed
transverse momentum 3:0< pTt < 10:0 GeV=c and the away-side transverse momenta given in Table I. The dashed lines corresponds
to the fit of two Gaussian functions representing the trigger (t) jet and away-side (a) jet correlation. The 
2 (d.o.f.) �N and

������������
hp2

outi
p

values extracted from these fits are tabulated in Table I.
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can solve for [47]

 

��������
hj2

Ti
q

�
�������������
2hj2

Tyi
q

’
���
2
p pTtpTa���������������������

p2
Tt � p

2
Ta

q �N: (16)

In order to extract hjkTyji, or hk2
Ti, we start with the

relation [1,31] between the magnitude of pout (see Fig. 1),

 pout � pTa sin��; (17)

which is the transverse momentum component of the
away-side particle ~pTa perpendicular to trigger particle
~pTt in the azimuthal plane (see Fig. 1), and kTy:

 hjpoutji
2 � x2

E�2hjkTyji
2 � hjjTyji

2� � hjjTyji
2; (18)

where

 xE � �
~pTt 	 ~pTa

p2
Tt

� �
pTa cos��

pTt
’
zap̂Ta

ztp̂Tt
(19)

represents the fragmentation variable of the away-side jet.
[2,3] We note however, that [31] explicitly neglected hzti �
hpTt=p̂Tti in the formula at ISR energies, where hzti ’ 0:85,
while it is not negligible at

���
s
p
� 200 GeV. Furthermore,

as mentioned earlier, the average values of trigger and
associated jet momenta are generally not the same. There
is a systematic momentum imbalance due to kT-smearing
of the steeply falling parton momentum distribution. The
event sample with a condition of pTt > pTa is dominated
by configurations where the kT-vector is parallel to the
trigger jet and antiparallel to the associated jet and hp̂Tt �
p̂Tai � 0. Here we introduce the hadronic variable xh in
analogy to the partonic variable x̂h

 xh 
pTa

pTt
; x̂h � x̂h�hk

2
Ti; xh� 

hp̂Tai

hp̂Tti
: (20)

The detailed discussion on the magnitude of this imbal-
ance is given later. In order to derive the relation between
the magnitude of pout and kT let us first consider the simple
case where we have neglected both trigger and associated
hjTi [see panel (a) on Fig. 1]. In this case one can see that

 hjpoutjijjTt�jTa�0  hjpoutji00 �
���
2
p
hjkTyji

pTa

hp̂Tai

�
���
2
p
hjkTyjihzti

xh

x̂h
:

Rewriting the formula for pout in terms of RMS we get

 

����������������
hp2

outi00

q
� hzti

���������
hk2

Ti
q xh

x̂h
;

where we have taken hk2
Ti � h2k

2
Tyi.

However, the jet fragments are produced with finite jet
transverse momentum jT. The situation when the trigger
particle is produced with jTty > 0 GeV=c and the associ-
ated particle with jTay � 0 GeV=c is shown in Fig. 1(b).
The pout vector picks up an additional component

 hp2
outijjTt>0;jTa�0 �

�
hp2

outi00 �
hj2

Ttyi

p2
Tt

�p2
Ta � hp

2
outi00�

�

�
p2

Tt � hj
2
Ttyi

p2
Tt

:

With an assumption of jTty � pTt we found that

TABLE I. The 
2 (d.o.f.) �N and
������������
hp2

outi
p

values extracted for the correlation function shown in Fig. 8. All units in rad and GeV=c.
Only the statistical errors are shown.

1:4< pTa < 5:0 GeV=c 3:0< pTt < 10:0 GeV=c
pTt 
2(d.o.f.=34) �N

������������
hp2

outi
p

pTa 
2(d.o.f.=34) �N

������������
hp2

outi
p

(a) 2:5–3:0 69.4 0:26� 4� 10�3 1:17� 0:07 (a) 1:0–2:0 188.4 0:29� 4� 10�3 0:87� 0:03
(b) 3:0–3:5 79.6 0:24� 4� 10�3 1:19� 0:05 (b) 2:0–3:0 63.2 0:21� 3� 10�3 1:16� 0:04
(c) 3:5–4:5 61.2 0:22� 3� 10�3 1:04� 0:04 (c) 3:0–4:0 50.3 0:16� 4� 10�3 1:36� 0:06
(d) 4:5–5:5 52.7 0:22� 6� 10�3 1:08� 0:06 (d) 4:0–5:0 63.2 0:14� 4� 10�3 1:69� 0:13
(e) 5:5–6:5 38.4 0:20� 8� 10�3 0:90� 0:06
(f) 6:5–8:0 31.6 0:16� 1� 10�2 0:64� 0:06
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FIG. 9 (color online). (top) The width of the near-side peak �N

with pTa for various values of pTt as indicated in legend.
(bottom) The width of the far-side peak �A with pTa for the
same pTt selection. The data values are given in Table II.
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 hp2
outijjTt>0;jTa�0 � x2

h

�
hzti

2hk2
Ti

1

x̂2
h

� hj2
Tty
i

�
:

We include jTa in the same approximation, jTay � pTa, i.e.
collinearity of jTa and pout with result

 hp2
outi � x2

h

�
hzti

2hk2
Ti

1

x̂2
h

� hj2
Ttyi

�
� hj2

Tayi (21)

and we solve for hzti
���������
hk2

Ti
q

=x̂h

 

hzti
���������
hk2

Ti
q
x̂h

�
1

xh

���������������������������������������������������
hp2

outi � hj
2
Tayi � x

2
hhj

2
Ttyi

q
:

If we assume no difference between jTt and jTa then we
have

 

hzt�kT; xh�i
���������
hk2

Ti
q

x̂h�kT; xh�
�

1

xh

���������������������������������������������
hp2

outi � hj
2
Tyi�1� x

2
h�

q
: (22)

All quantities on the right-hand side of Eq. (22) can be
directly extracted from the correlation function. The cor-
relation functions are measured in the variable �� in bins
of pTt and pTa (e.g. see Fig. 8), and the rms of the near and
away peaks �N and �A are extracted. We tabulated �N and
�A for many combinations of pTt and pTa (see Figs. 9 and
10 and Tables II and III).

Initially, we used the approximation
������������
hp2

outi
p

�
pTa sin�A in Eq. (22). However, we have noticed that

this approximation and other approximations for
������������
hp2

outi
p

proposed e.g. in Ref. [48] (see Appendix B) are inadequate
for �A > 0:4 radians, so we do not use �A to calculate kT.

We extract
������������
hp2

outi
p

directly for all values of pTt pTa (even
for wide bins in pTa using the hpTai of the bin) by fitting the
correlation function in the �=2< ��< 3�=2 region by

 

dNaway

d��
j3�=2
�=2 �

dN
dpout

dpout

d��

�
�pTa cos��������������������

2�hp2
outi

p
Erf�

��
2
p
pTa���������
hp2

outi
p �

exp
�
�
p2

Tasin2��

2hp2
outi

�
;

(23)

where we assumed a Gaussian distribution in pout. We still
use a Gaussian function in �� in the near-angle peak to

TABLE II. Measured widths of the near- and away-angle �0 � h� correlation peaks for various trigger particle momenta, as shown
in Fig. 9. Only the statistical errors are shown.

pTt � 3:39 GeV=c pTt � 4:40 GeV=c pTt � 5:41 GeV=c pTt � 6:40 GeV=c
pTa �N rad �A rad pTa �N rad �A rad pTa �N rad �A rad pTa �N rad �A rad

1.59 0:27� 0:01 0:58� 0:05 1.72 0:28� 0:02 0:50� 0:03 1.51 0:26� 0:01 0:49� 0:03 1.34 0:40� 0:03 0:68� 0:05
1.84 0:24� 0:01 0:52� 0:03 2.14 0:18� 0:01 0:47� 0:06 2.22 0:21� 0:02 0:39� 0:05 1.64 0:30� 0:02 0:58� 0:05
2.22 0:23� 0:01 0:52� 0:03 2.53 0:20� 0:01 0:47� 0:04 2.88 0:17� 0:01 0:37� 0:05 1.94 0:23� 0:02 0:52� 0:06
2.73 0:19� 0:01 0:46� 0:04 3.17 0:16� 0:01 0:38� 0:04 4.01 0:14� 0:02 0:34� 0:07 2.29 0:23� 0:02 0:40� 0:03
3.24 0:19� 0:01 0:47� 0:04 4.36 0:14� 0:01 0:39� 0:07 2.74 0:17� 0:01 0:41� 0:05
3.93 0:17� 0:01 0:41� 0:03 3.36 0:17� 0:02 0:36� 0:04
5.04 0:12� 0:01 0:38� 0:05

TABLE III. The �N and �A values shown in Fig. 10. All units
in rad and GeV=c. Only the statistical errors are shown.

pTt �N �A

2.23 0:247� 0:002 0:565� 0:013
2.72 0:227� 0:003 0:548� 0:014
3.22 0:235� 0:004 0:521� 0:016
3.89 0:215� 0:004 0:464� 0:014
4.90 0:210� 0:006 0:431� 0:020
5.91 0:197� 0:009 0:396� 0:025
7.23 0:185� 0:012 0:350� 0:028
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FIG. 10 (color online). The near-side (squares) and away-side
(circles) width as a function or trigger-�0pTt. The associated
charged particle momenta are in the 1:4< pTa < 5:0 GeV=c
region. The curves are from a PYTHIA calculation with the
values of kT indicated. The data values are given in Table III.
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extract
��������
hj2

Ti
q

. The
������������
hp2

outi
p

values extracted from the fit of
the functional form (23) are shown in Figs. 11 and 12 and
Table IV.

The per-trigger yields as a function of pTt for fixed
associated 1:4< pTa < 5:0 GeV=c bin are shown in

Fig. 13 and Table V. There is a distinct behavior of the
near-side yield which varies with trigger pTt much less
than the away-side yield. For the away-side, this reflects
the fact that the particle detected in the fixed associated bin
are produced from the lower z region of the fragmentation
function for events with higher trigger pTt. For the near-
side jet, this multiplicity increase is reduced due to the fact
that with increasing pTt the near-side jet energy increases;
however, at the same time the larger fraction of this energy
is taken away by the more energetic trigger particle. Thus
the relative change in z is smaller on the near side.

In order to extract hzti and x̂h knowledge of the frag-
mentation function is needed; a detailed discussion is given
in following sections.

TABLE IV. The
������������
hp2

outi
p

values shown in Fig. 11 and 12. All
units in GeV=c. Only the statistical errors are shown.

1:4< pTa < 5:0 3< pTt < 4 5< pTt < 10
pTt

������������
hp2

outi
p

pTa

������������
hp2

outi
p

pTa

������������
hp2

outi
p

2.23 1:315� 0:043 1.72 0:996� 0:056 1.85 0:960� 0:102
2.72 1:250� 0:046 2.22 1:244� 0:079 2.24 1:100� 0:103
3.22 1:182� 0:049 2.73 1:222� 0:095 2.73 1:088� 0:110
3.89 1:011� 0:038 3.23 1:496� 0:105 3.44 1:285� 0:136
4.90 0:953� 0:052 3.93 1:793� 0:115 4.65 1:268� 0:210
5.91 0:868� 0:064 5.04 1:675� 0:141
7.24 0:798� 0:068

    [GeV/c]
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FIG. 13. Measured yield of charged hadrons associated with
one trigger �0 with transverse momenta indicated in Table I and
associated charged hadron with 1:4< pT<5:0 GeV=c. Dashed
lines represent the linear fit. The data values are given in Table V.
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for 3:0< pTt < 4:0 and
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direct pout extraction method based on fitting the away-side
peak by Eq. (23).
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A.
���������
hj2

Ti
q

and x̂�1
h hzti

���������
hk2
Ti

q
results

The measurement is performed in two different kine-
matical regimes; first the transverse momentum of the
trigger particle, pTt, is fixed and the peak width is mea-
sured for different values of associated particle transverse
momenta pTa (Fig. 9). (Note that in the region of overlap,
the data are in excellent agreement with a previous mea-
surement [9].) In the second case, particle pairs with a fixed
associated bin 1:4< pTa < 5:0 GeV=c and various pTt are
selected (Fig. 10). It is evident that both near and away-side
correlation peaks in all cases reveal a decreasing trend with
pTa and pTt.

However, the asymptotic behavior of �N and �A is
different. Whereas the magnitude of �N, according to
Eq. (16), should vanish for large values of pTt and pTa,
the �A according to Eq. (22) should be approximately

constant around x̂�1
h hzti

���������
hk2

Ti
q

=pTt for large values of pTa.

The hzti and x̂h quantities are implicitly pTa dependent,
however, their ratio is roughly �1 so that the asymptotic
value of �AjpTa!1

� hk2
Ti=pTt.

Extracted values of hj2
Ti as a function of pTa and pTt

according to Eq. (16) are shown in Fig. 14 and 15 and
Table VI. All hj2

Ti values are constant in the explored
region (pTa > 1:5 GeV=c). It is expected that hj2

Ti can
not remain constant for arbitrarily small values of pTa

because of the phase space limitation. In the region where

TABLE VI. The
��������
hj2

Ti
q

values shown in Figs. 14 and 15. All
units in rad and GeV=c. Only the statistical errors are shown.

1:4< pTa < 5:0 3< pTt < 4
pTt

��������
hj2

Ti
q

pTa

��������
hj2

Ti
q

3.22 0:587� 0:009 1.72 0:562� 0:011
3.89 0:577� 0:009 2.22 0:597� 0:014
4.90 0:600� 0:017 2.73 0:572� 0:017
5.91 0:596� 0:026 3.23 0:590� 0:020
7.24 0:597� 0:038 3.93 0:603� 0:017
8.34 0:632� 0:085 5.04 0:506� 0:029

4< pTt < 5 5< pTt < 6
pTa

��������
hj2

Ti
q

pTa

��������
hj2

Ti
q

1.72 0:643� 0:036 1.52 0:529� 0:030
2.14 0:492� 0:032 2.22 0:581� 0:049
2.53 0:608� 0:035 2.88 0:590� 0:047
3.17 0:590� 0:032 4.01 0:603� 0:063
4.36 0:631� 0:052
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FIG. 15. Averaged values of
��������
hj2

Ti
q

in (1:5< pTa < 5 GeV=c)
as a function of the trigger transverse momentum pTt (solid
triangles). The CCOR values measured at

���
s
p
� 62:4 GeV

shown by open triangles. The data values are shown in Table VI.
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FIG. 14 (color online).
��������
hj2

Ti
q

values calculated according
Eq. (16). The dashed line represents a fit to a constant in the
1:5< pTa < 5 GeV=c region. The data values are shown in
Table VI.

TABLE V. The near and away-side conditional-yield per num-
ber of triggers for 1:4< pTa < 5:0 GeV=c shown in Fig. 13. All
units in rad and GeV=c. Only the statistical errors are shown.

pTt YN YA

2.23 1:911� 0:018 1:717� 0:044
2.72 1:863� 0:022 1:908� 0:055
3.22 2:032� 0:032 2:130� 0:071
3.89 1:966� 0:033 2:360� 0:074
4.90 2:120� 0:061 2:611� 0:123
5.91 2:153� 0:098 2:992� 0:196
7.24 2:174� 0:125 3:690� 0:242
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pTa �
��������
hj2
Ti

q
, the magnitude of the jT-vector is truncated,

similar to the ‘‘seagull effect’’ [49]. Since the
��������
hj2

Ti
q

values
are on the order of 600 MeV=c, we assume that the phase
space limitation can be safely neglected for pTa >

1:5 GeV=c and extract the value of
��������
hj2

Ti
q

averaged over
pTa and pTt:

 

��������
hj2

Ti
q

� 585� 6�stat� � 15�sys� MeV=c: (24)

The systematic error originates from the finite momen-
tum resolution and Eq. (16) where we assume that the arc-
sine function can be approximated by its argument. For the
angular width of the near-angle peak (see Fig. 9 and 10) it
corresponds to an uncertainty of order of 3%.

The independence of hj2
Ti on either pTt or

���
s
p

has been
observed by the CCOR experiment in the range

���
s
p
�

31–62:4 GeV [1]. The hj2
Ti values at

���
s
p
� 62:4 GeV

(open triangles on Fig. 15) are systematically larger then
values found in this analysis. The discrepancy should not
be taken as significant, as CCOR used a slightly different
technique than in this paper. CCOR extracted the hj2

Ti
values from measurements of hjpoutji for different values
of the xE variable Eq. (19). According to Eq. (18) the
hjpoutji

2 magnitude should depend linearly on x2
E; and the

hjjTyji value was extracted from the intercept of the
hp2

outi�xE� fit at xE � 0, rather than from a measurement
of �N.

Knowing the hj2
Ti and hp2

outi values, we used Eq. (22) to

determine x̂�1
h hzti

���������
hk2

Ti
q

(see Fig. 16 and Fig. 17). The
systematic error was estimated with Monte Carlo simula-
tions to be on the order of 5%. The main source of system-
atic error originates from the assumption [Eqs. (16) and
(21)] of the relative smallness of hj2

Ti, collinearity between
pout and jTay and from the limited momentum resolution
discussed in Sec. III.

The pTa dependence of the extracted x̂�1
h hzti

���������
hk2

Ti
q

(Fig. 16) reveals a strikingly decreasing trend. It was
originally expected that by fixing the value of pTt, the
kinematics of the hard scattering (i.e. p̂Tt ’ p̂Ta) would
be fixed, independently of the value of pTa. Various values
of pTa would then sample the p̂Ta fragmentation function,
and the value of x̂�1

h hztihk2
Ti was expected to be constant. It

is evident that this assumption is not quite correct.
A similar line of argument applies also for the rising

trend when pTa is fixed and pTt varies (Fig. 17). It is

interesting to note that the CCOR
���������
hk2

Ti
q

values measured
at

���
s
p
� 62:4 GeV (open triangles on Fig. 17) reveal a

similar rising trend. However, the rising trend of x̂�1
h hzti����������

hk2
Ti

q
with pTt and falling with pTa suggests that the

variation of
���������
hk2

Ti
q

with pTt seen by the CCOR
Collaboration [1] may be indicative of the hztix̂�1

h variation
which was there neglected [50]. In order to understand
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variation of hzti and x̂�1
h we have to explore the process of

dijet fragmentation.

V. FRAGMENTATION FUNCTIONS

We have shown in Eq. (22) that the width of the away-
side correlation peak is related to the product of x̂�1

h hzti����������
hk2

Ti
q

. In order to evaluate hzti, knowledge of the scattered
parton p̂T spectrum and fragmentation function is required.

Fragmentation functions from e�e� collisions,
weighted by the appropriate hard-scattering constituent
cross sections and Q2 evolution could in principle be
used. However, it was originally thought that the shape
of the fragmentation function could be deduced from
present measurements using the combined analysis of the
inclusive trigger pTt and associated particle pTa distribu-
tions. Although this idea turned out to be incorrect, we will
follow this line of reasoning for a while as it is instructive.

Generally, the invariant cross section for inclusive had-
ron production from jets can be parametrized in the follow-
ing way. First, we assume that the number of parton
fragments (consider only pions for simplicity) at a given
pT corresponds to the sum over all contributions from
parton momenta, p̂T from pT < p̂T <

���
s
p
=2. The joint

probability of detecting a pion with pT � zp̂T originating
from a parton with p̂T can be written as

 

d2��
p̂Tdp̂Tdz

�
d�q
p̂Tdp̂T

�Dq
��z� � fq�p̂T� �D

q
��z�: (25)

Here we use fq�p̂T� to represent the final state scattered-
parton invariant spectrum d�q=p̂Tdp̂T and Dq

��z� to rep-
resent the fragmentation function. The first term in Eq. (25)
can be viewed as a probability of finding a parton with
transverse momentum p̂T and the second term corresponds
to the probability that the parton fragments into a particle
of momentum pT � zp̂T. With a simple change of varia-
bles from p̂T to pT � zp̂T, we obtain the joint probability
of a pion with pT which is a fragment with momentum
fraction z from a parton with p̂T � pT=z:

 

d2��
pTdpTdz

� fq

�
pT

z

�
	Dq

��z�
1

z2 : (26)

The pT and z dependences do not factorize. However, the
pT spectrum may be found by integrating over all values of
p̂T � pT to p̂T max�

���
s
p
=2, which corresponds to values

of z from xT � 2pT=
���
s
p

to 1.

 

1

pT

d��
dpT

�
Z 1

xT
fq

�
pT

z

�
	Dq

��z�
dz

z2 : (27)

Alternatively, for any fixed value of pT one can evaluate
the hz�pT�i, integrated over the parton spectrum:

 hz�pT�i �

R
1
xT
zDq

��z�fq�pT=z�
dz
z2R

1
xT
Dq
��z�fq�pT=z�

dz
z2

: (28)

From the scaling properties of QCD and from the shape
of the �0 invariant cross section itself, which is a pure
power law for pT � 3 GeV=c [43], one can deduce that
fq�p̂T� should have a power law shape, fq�p̂T� � Ap̂�nT . In
this case the hadron spectrum also has a power law shape
because

 

1

pT

d��
dpT



Z 1

xT
ADq

��z� 	
�
pT

z

�
�n dz

z2



A
pnT

Z 1

xT
Dq
��z� 	 zn�2dz (29)

and the last integral depends only weakly on pT due to the
small value of xT . For small parton p̂T (below 3–4 GeV=c)
the power law shape is no longer valid, but the region pT <
3 GeV=c is outside the scope of this paper. The fq�p̂T�

should also diminish for very high p̂T !
���
s
p
=2 where the

phase space available for hard parton production dimin-
ishes, again not relevant for the present purposes.

We used the power law parameterization for the final
state scattered-parton invariant spectrum fq�p̂T� / p̂�nT

where n is a free parameter which can be determined
from the fit of Eq. (27) to the measured �0 cross section.
There is, however, one more missing piece of informa-
tion—the shape of the fragmentation function D�

q . In an
attempt to extract this information from the data, we have
analyzed associated xE-distributions, as shown in Table VII
and Figs. 18–22.

A. ‘‘Scaling’’ variable xE

It was expected [2] that the xE variable, defined by
Eq. (19), to first order, approximates the fragmentation
function in the limit of high values of pTt, where there is
sufficient collinearity between the trigger particle and the
fragmenting parton. In this case where jT � pTt and kT �
pTt one can assume that pTt � p̂Tt=zt and xEzt �
x̂hpTa cos��=p̂Ta ’ x̂hza, and thus the slopes of D�za�
and xE are related as

 hzai 
 hxEihztix̂�1
h : (30)

The xE distributions of particles associated with trigger
particles in the 3–8 GeV=c range of transverse momentum
are plotted in Fig. 18. The dashed lines represent exponen-
tial fits. The slopes of these exponentials range from
�5:8�3< pTt < 4 GeV=c� to �7:8 (open symbols on
Fig. 19). This is qualitatively and quantitatively different
from the similar measurement done by CCOR
Collaboration at

���
s
p
� 62:4 GeV where the slopes of ex-

ponential fits to the xE distributions were found to be 

�5:3 and independent of the trigger transverse momenta.
That observation also supported the hypothesis of the xE

distribution being a good approximation of the fragmenta-
tion function. We also note that the xE distributions are not
quite exponential and at large values of xE there is a tail
similar to the power law tail of the single inclusive pT

distribution.
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TABLE VII. Measured xE distributions associated with various transverse momenta of the trigger �0. Only the statistical errors are shown. See also Figs. 18–22.

pTt � 3:39 GeV=c pTt � 4:40 GeV=c pTt � 5:41 GeV=c pTt � 6:40 GeV=c pTt � 7:39 GeV=c
xE dn=dxE xE dn=dxE xE dn=dxE xE dn=dxE xE dn=dxE

0.32 2:7� 4:7� 10�2 0.23 2:2� 7:5� 10�2 0.22 2:3� 1:2� 10�1 0.18 2:7� 2:1� 10�1 0.17 1:8� 3:1� 10�1

0.37 1:9� 4:0� 10�2 0.27 2:3� 7:5� 10�2 0.27 1:4� 9:6� 10�2 0.22 1:5� 1:6� 10�1 0.24 9:0� 10�1 � 1:5� 10�1

0.42 1:4� 3:3� 10�2 0.32 1:6� 6:2� 10�2 0.32 9:4� 10�1 � 7:7� 10�2 0.27 1:0� 1:3� 10�1 0.33 4:4� 10�1 � 1:0� 10�1

0.47 9:6� 10�1 � 2:8� 10�2 0.37 9:5� 10�1 � 4:8� 10�2 0.37 5:7� 10�1 � 6:0� 10�2 0.35 5:5� 10�1 � 6:6� 10�2 0.45 2:8� 10�1 � 8:1� 10�2

0.52 7:3� 10�1 � 2:4� 10�2 0.42 7:2� 10�1 � 4:1� 10�2 0.43 4:1� 10�1 � 5:0� 10�2 0.44 2:7� 10�1 � 4:6� 10�2 0.55 6:9� 10�2 � 4:0� 10�2

0.57 5:2� 10�1 � 2:0� 10�2 0.47 4:9� 10�1 � 3:4� 10�2 0.47 2:8� 10�1 � 4:2� 10�2 0.54 1:3� 10�1 � 3:1� 10�2 0.64 4:5� 10�2 � 3:2� 10�2

0.62 3:8� 10�1 � 1:7� 10�2 0.52 2:7� 10�1 � 2:5� 10�2 0.52 2:3� 10�1 � 3:8� 10�2 0.64 8:1� 10�2 � 2:4� 10�2

0.67 3:0� 10�1 � 1:5� 10�2 0.57 2:9� 10�1 � 2:6� 10�2 0.57 1:9� 10�1 � 3:4� 10�2 0.81 3:1� 10�2 � 8:6� 10�3

0.75 2:1� 10�1 � 9:0� 10�3 0.62 1:9� 10�1 � 2:1� 10�2 0.63 1:1� 10�1 � 2:5� 10�2

0.85 1:1� 10�1 � 6:5� 10�3 0.68 1:6� 10�1 � 1:9� 10�2 0.67 1:1� 10�1 � 2:5� 10�2

0.95 8:2� 10�2 � 5:5� 10�3 0.75 1:1� 10�1 � 1:1� 10�2 0.76 5:6� 10�2 � 1:3� 10�2

1.04 5:4� 10�2 � 4:5� 10�3 0.85 6:5� 10�2 � 8:4� 10�3 0.85 2:9� 10�2 � 9:2� 10�3

1.15 3:6� 10�2 � 3:6� 10�3 0.94 5:2� 10�2 � 7:5� 10�3 0.97 2:3� 10�2 � 8:1� 10�3

1.25 2:8� 10�2 � 3:2� 10�3 1.04 2:3� 10�2 � 5:0� 10�3 1.07 8:3� 10�3 � 4:8� 10�3
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The reason why the xE distributions do not have the
same slope for different pTt and why there is a ‘‘power
law’’ tail at large xE is the same as that which causes

x̂�1
h hzti

���������
hk2

Ti
q

to decrease with the associated particle trans-
verse momentum. It turns out that by sampling different
regions of pTa for fixed pTt, the average momentum of the
parton fragmenting into a trigger particle, hzti, also
changes. This kind of trigger bias causes the hard-

scattering kinematics, the value of p̂T, to not be fixed for
the case where pTt is fixed but pTa varies.

Taking this into account, one can not treat the associated
xE distribution as a rescaled fragmentation function, but
rather as a folding of the two fragmentation processes of
trigger and associated jets. The same line of arguments
applies also for other two-particle variables, e.g. pTa=pTt,
[51] used for an approximation of the fragmentation vari-
able z (see Fig. 20). The negative slopes of an exponential
fit in the 0:2< pTa=pTt < 0:4 range (solid symbols on
Fig. 19) are, within the error bars, the same as for xE.

In conclusion: the slope parameters extracted from as-
sociated xE distributions reveal the rising trend with pTt

which reflects the fact, that the different pTa samples not
only different za but also different zt.

The description of an associated distribution detected
under the condition of the existence of a trigger particle
requires an extension of the formulae discussed in Sec. V
and is a subject of the next section.

VI. DIJET FRAGMENTATION

For the description of the detection of a single particle
which is the result of jet fragmentation, recall Eq. (25)

 

d2��
dp̂Tdzt

�
d�q
dp̂T
�Dq

��zt� � p̂Tfq�p̂T� �D
q
��zt�

 �q�p̂T� �D
q
��zt�; (31)

where we have now explicitly labeled the z of the trigger
particle as zt, and defined
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FIG. 19. The negative slope parameters extracted from the fit
of a plain exponential function into a xE (see Fig. 18) and
pTa=pTt (see Fig. 20) distributions.
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FIG. 18. The distribution of associated particles with xE vari-
able for various trigger particle pTt indicated in the legend.
Exponential fits indicated by dashed lines.
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variable for various trigger particle pTt indicated in the legend.
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0:4 by an exponential function (dashed lines).
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 �q�p̂T�  p̂Tfq�p̂T� �
d�q
dp̂T

: (32)

When kT smearing is introduced, configurations for which
the high pT parton pair is on the average moving towards
the trigger particle are favored due to the steeply falling p̂T

spectrum, such that

 hp̂Tt � p̂Ti ’
1
2hp̂Tt � p̂Tai  s�kT�

with small variance �2
s , and we explicitly introduced p̂Tt

and p̂Ta to represent the transverse momenta of the trigger
and away partons. The single inclusive pTt spectrum is now
given by

 

d2��
dp̂Ttdzt

� �0q�p̂Tt� �D
q
��zt� �

ztd2��
dpTt

dzt
; (33)

where the trigger parton p̂Tt spectrum after kT smearing is

 �0q�p̂Tt�  p̂Ttf0q�p̂Tt� �
d�q
dp̂Tt

: (34)

Then, the conditional probability for finding the away-side
parton with p̂Ta and za, given p̂Tt (and zt), is

 

dP�p̂Ta; za�

dp̂Tadza

��������p̂Tt

� C�p̂Ta; p̂Tt; kT�D
q
��za�;

where C�p̂Ta; p̂Tt; kT� represents the distribution of the
transverse momentum of the away parton p̂Ta, given p̂Tt

and kT, which can be written as

 C�p̂Ta; p̂Tt; kT� �
1������������

2��2
s

p
� exp

�
��p̂Ta � �p̂Tt � 2s�kT���

2

2�2
s

�
:

(35)

Then

 

d4��
dp̂Ttdztdp̂Tadza

�
d2��
dp̂Ttdzt

�
dP�p̂Ta; za�

dp̂Tadza

��������p̂Tt

:

In general, �s=s�kT� is small (see Sec. VI B) so that
C�p̂Ta; p̂Tt; kT� is well approximated by a 	 function and
we may take

 p̂Ta � p̂Tt � 2s�kT� � x̂hp̂Tt;

so that

 

d3��
dp̂Ttdztdza

� �0q�p̂Tt�D
q
��zt�D

q
��za�;

where

 za �
pTa

p̂Ta
�

pTa

x̂hp̂Tt
�
ztpTa

x̂hpTt
:

Changing variables from p̂Tt, zt to pTt, zt as above, and
similarly from za to pTa, we obtain

 

d3��
dpTtdztdpTa

�
1

x̂hpTt
�0q

�
pTt

zt

�
Dq
��zt�D

q
�

�
ztpTa

x̂hpTt

�
; (36)

where for integrating over zt or finding hzti for fixed pTt,
pTa, the minimum value of zt is zmin

t � 2pTt=
���
s
p
� xTt and

the maximum value is

 zmax
t � x̂h

pTt

pTa
�
x̂h

xh
;

where x̂h�pTt; pTa� is also a function of kT [Eq. (20)].
Thus, in order to evaluate x̂h�pTt; pTa� for use in Eq. (36),

kT must be known. We attack this problem by successive
approximations. First we solve for kT and Dq

��z� assuming
x̂h � 1 as done at the ISR where the smearing correction
was small. Then we solve for x̂h�pTt; pTa�with this value of
kT and iterate. On the first solution we solve only for
�0q�p̂Tt� while on the iteration we include the kT smearing
to solve for the unsmeared parton spectrum �q�p̂T�

�

p̂Tfq�p̂T� [Eq. (32)].

A. Sensitivity of the associated spectra to the
fragmentation function

As discussed in Sec. VA, the associated xE distribution
was thought to approximate the fragmentation function of
the away jet. Equation (36) can be transformed to the xE

distribution at fixed pTt with a change of variables from
pTa to xE followed by integration over zt:

 

d2�
dpTtdxE

�
dpTa

dxE
�

d2�
dpTtdpTa

’
1

x̂h

Z x̂h�pTt=pTa�

xTt

Dq
��zt�D

q
�

�
ztpTa

x̂hpTt

�
�0q

�
pTt

zt

�
dzt:

(37)

We at first attempted to solve for the fragmentation
function by simultaneous fits of the measured xE distribu-
tions to Eq. (37) constrained by a fit of the inclusive
invariant �0 cross section to Eq. (27). There were difficul-
ties with convergence.

The reason for the lack of convergence became apparent
when we calculated xE distributions according to Eq. (37)
(Fig. 21) for two different fragmentation functions corre-
sponding to quark and gluon jet fragmentation. A simple
exponential parameterization was used and the slopes were
obtained from the fit to the LEP data [52,53] (Fig. 22). For
quark and gluon jets, we found Dq�z� 
 exp��8:2 	 z� and
Dg�z� 
 exp��11:4 	 z� respectively. For the parton final
state spectrum, we used �0q / p̂

�8
T . It is evident that the xE

distributions calculated for the quite different quark and
gluon fragmentation functions do not differ significantly
(the difference between solid and dashed lines on Fig. 21).
Clearly, the xE distributions are rather insensitive to the
fragmentation functions of the away jet in contradiction to
the previous conventional wisdom. The evidence of this
explicit counter example led to attempts to perform the
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integrals of Eq. (33) and (36) analytically which straight-
forwardly confirmed the observation that the xE distribu-
tion is not sensitive to the fragmentation function.

If the smeared trigger parton spectrum is taken as a
power law,

 �0q

�
pTt

zt

�
� A

�
pTt

zt

�
��n�1�

and the fragmentation function as an exponential, D�z� �
B exp��bz�, then the integral of Eq. (36) over zt becomes
 

d��
dpTtdpTa

�
B2

x̂h

A
pnTt

Z x̂h�pTt=pTa�

xTt

dztzn�1
t

� exp
�
�bzt

�
1�

pTa

x̂hpTt

��
; (38)

which is an incomplete gamma function. Since x̂h � 1, we
make the assumption that it is constant. Similarly, the
integrals of Eqs. (29) and (33) are also incomplete gamma
functions:

 

d��
dpTt

�
AB

pn�1
Tt

Z 1

xTt

dztz
n�2
t exp��bzt�: (39)

A reasonable approximation for the inclusive single, and
two-particle cross sections is obtained by taking the lower
limit to zero and the upper limit to infinity, leading to the
replacement of the incomplete gamma functions by gamma
functions, with the result that

 

d2��
dpTtdpTa



��n�
bn

B2

x̂h

A
pnTt

1

�1� pTa

x̂hpTt
�n
; (40)

 

d��
dpTt



��n� 1�

bn�1

AB

pn�1
Tt

; (41)

where ��n� � �n� 1���n� 1�.
The conditional probability is just the ratio of the joint

probability Eq. (40) to the inclusive probability Eq. (41), or

 

dP�
dpTa

��������pTt



B�n� 1�

bpTt

1

x̂h

1

�1� pTa

x̂hpTt
�n
: (42)

In the collinear limit, where pTa � xEpTt:

 

dP�
dxE

��������pTt



B�n� 1�

b
1

x̂h

1

�1� xE

x̂h
�n
: (43)

The only dependence on the fragmentation function, in
this approximation, is in the normalization constant B=b
which equals hmi, the multiplicity in the away-jet from the
integral of the fragmentation function. The dominant term
in Eq. (43) is the Hagedorn function 1=�1� xE=x̂h�

n, so
that at fixed pTt the xE distribution is predominantly a
function only of xE and thus does exhibit ‘‘xE’’ scaling.
Also, the Hagedorn function explains the ‘‘power law’’ tail
at large xE noted in Sec. VA. The reason that the xE

distribution is not very sensitive to the fragmentation func-
tion is that the integral over zt for fixed pTt and pTa

[Eq. (38)] is actually an integral over the jet transverse
momentum p̂Tt

. However since both the trigger and away
jets are always roughly equal and opposite in transverse
momentum, integrating over p̂Tt

simultaneously integrates
over p̂Ta

, and thus also integrates over the away jet-
fragmentation function. This can be seen directly by the
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FIG. 22. Fragmentation function measured in e�e� collisions
at
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lines represent the exponential fit in the 0:2< z < 1 region.
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FIG. 21 (color online). The same xE distributions as on Fig. 18
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fragmentation function were obtained by fitting to LEP data
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JET PROPERTIES FROM DIHADRON CORRELATIONS . . . PHYSICAL REVIEW D 74, 072002 (2006)

072002-19



presence of zt in both the same and away fragmentation
functions in Eqs. (36) and (37), so that the integral over zt

integrates over both fragmentation functions
simultaneously.

B. kT smearing

In order to evaluate x̂h�pTt; pTa� and hzti, kT must be
known. We attack this problem by successive approxima-
tions: first we solve for kT assuming x̂h � 1 as done at the
ISR, where the smearing correction was small. Then we
iterate for finite kT. The Gaussian approximation for the
smearing function Eq. (35) does not work so well in the low
p̂T region. The product of the steeply falling parton distri-
bution function and the fragmentation function is peaked at
z 
 1 preferring ‘‘small’’ parton momenta. We have de-
veloped more accurate description of the conditional yields
taking into account the kT smearing.

Let us consider the configuration depicted on Fig. 23.
The two back-to-back partons in ŝ frame undergo the
Lorentz boost determined by net pair momentum

 ~p n  ~pTpair  ~̂pTt � ~̂pTa � ~kTt � ~kTa: (44)

If we denote an angle between the unsmeared parton
momentum and kT-vector (or ~pn) as� (see Fig. 23) then we
can write the conditional probability distribution of trigger
parton momenta, p̂Tt, as

 

d3�
dp̂Ttd�dp̂T

��������pTt;pTa

� p̂Tt 	�q�p̂T� 	 p̂n 	G�p̂n� ~rt��

	Dq
�

�
pTt

p̂Tt

�
pTt

p̂2
Tt

	Dq
�

�
pTa

p̂Ta�~rt�

�

�
pTa

p̂2
Ta�~rt�

; (45)

where G�p̂n� � exp��p̂2
n=2hk2

Ti� describes the Gaussian
probability distribution of the net pair momentum magni-
tude distribution, �q�p̂T� is the unsmeared parton momen-
tum distribution, Dq

� is the fragmentation function and
~rt � �p̂Tt; �; p̂T; kT� is the phase space vector. The p̂Tt is

chosen to be an integration variable and p̂Ta is fully deter-
mined by given values of p̂Tt, p̂T, angle � and by the
requirement of Lorentz invariance.

In order to evaluate hzt�kT�ijpTt ;pTa
and x̂h�kT�jpTt;pTa

we
have to evaluate first the parton distribution for events
where given pTt and pTa are detected. This conditional
cross section can be expressed as a definite integral over
the unobserved variables � and p̂T (see Fig. 23)
 

d�
dp̂Tt

��������pTt;pTa

� 2
Z ��

s
p
=2

0

Z �

0

d3�
dp̂Ttdp̂Td�

��������pTt ;pTa

d�dp̂T

� Dq
�

�
pTt

p̂Tt

�
2

p̂Tt

Z ��
s
p
=2

0
�q�p̂T�

�
Z �

0
p̂n� ~rt�G�p̂n� ~rt��

	Dq
�

�
pTa

p̂Ta�~rt�

�
1

p̂2
Ta�~rt�

d�dp̂T: (46)

The d�=dp̂TajpTt ;pTa
distribution can be derived from

Eq. (46) just by rotation p̂Tt ! p̂Ta and p̂Ta ! p̂Tt. The
hzt�kT�ijpTt;pTa

and x̂h�kT�jpTt;pTa
quantities can then be eval-

uated as

 hzt�kT�ijpTt;pTa
�

Z�1�

Z�0�
; (47)

where

 Z �n� �
Z 1

xTt

zn�1
t Dq

��zt�
Z ��

s
p
=2

0
�q�p̂T�

�
Z �

0
p̂nG�p̂n�~rzt�� 	D

q
�

�
pTa

p̂Ta� ~rzt�

�

�
1

p̂2
Ta� ~rzt�

d�dp̂Tdzt

and ~rzt � �pTt=zt; �; p̂T; kT�. The x̂h�kT�jpTt ;pTa
is evaluated

as

 x̂ h�kT�jpTt ;pTa
�
hp̂Tai

hp̂Tti

��������pTt;pTa

�
Xa�1�

Xa�0�

Xt�0�

Xt�1�
; (48)

where
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FIG. 23 (color online). Back-to-back partons in hard-
scattering rest frame (back-to-back dashed arrows) with four-
momenta (p̂T; 0; 0; p̂T) and (� p̂T; 0; 0; p̂T) in (�;�;�;�)
metrics moving along p̂n (p̂n � p̂Tpair) for an event where
detection of pTt and pTa is required (the jT contribution is
neglected). The pTt > pTa condition implies that the events
with p̂n pointing more in the direction of pTt are selected.
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We have tested the above formulae on PYTHIA simu-

lation. We have generated events with
���������
hk2

Ti
q

� 3 GeV=c
and evaluated the partons’ momenta unbalance variation
with pTt for fixed 3<pTa < 4 GeV=c bin. The results
from the PYTHIA simulation (solid points on Fig. 24)
are compared to calculation based on Eq. (48) (solid line
on Fig. 24). The magnitude of momentum unbalance satu-

rates at pTt 
 10 GeV=c around
�����������
hk2

Txi
q

and then starts to
decrease. The maximum value depends on the kT magni-
tude and on the asymmetry between pTt and pTa.
Eventually, the unbalance should vanish at high pTt as a
consequence of �q�p̂T� flattening.

The comparison of hzti and hzai found in PYTHIA
and derived according to Eq. (47) is shown in Fig. 25.
The overall agreement between the PYTHIA simu-
lations and the calculation is excellent. The small
deviations may be attributed to the fact that in the
PYTHIA simulation, 1 GeV=c-wide bins were used for
trigger and associated particle identification, whereas
the calculation was performed for fixed values of pTt and
pTa.

The last missing piece of information needed before
solving Eq. (22) is the fragmentation function Dq

�

and unsmeared �q�p̂T�. The description of how this knowl-
edge was extracted from the data is a subject of the next
section.

VII. CORRECTED hkTi RESULTS

The x̂�1
h hzti

���������
hk2

Ti
q

extracted according to Eq. (22) for
various pTt and pTa are shown in Fig. 16 and 17. In order

to extract
���������
hk2

Ti
q

values we have solved

 x�1
h

���������������������������������������������
hp2

outi � hj
2
Tyi�x

2
h � 1�

q
� x̂�1

h hzti
���������
hk2

Ti
q

� 0 (49)

for
���������
hk2

Ti
q

where the hzti and x̂h � hp̂Tai=hp̂Tti are evaluated
according Eq. (47) and (48) respectively. These two quan-

tities depend on
���������
hk2

Ti
q

so we solved Eq. (49) iteratively by

varying a
���������
hk2

Ti
q

value and in every step the hzti and x̂h were
recalculated. To do so we need to know the unsmeared final
state parton spectrum �q�p̂T� and the fragmentation func-
tion. For the latter we used the LEP data (see Fig. 22)
where the fragmentation functions of gluon and quark jets
were measured in e�e� collision at

���
s
p
� 180 GeV. We

have chosen

 Dq
� / z���1� z���1� z��� (50)

form used e.g. in [52] and extracted �,�, and � parameters
from the fit to distributions shown in Fig. 22 and
Table VIII.

For a given set of parameters �, �, and � the power of
the unsmeared final state parton spectra �q�p̂T� was eval-
uated from the fit formula Eq. (27) to the single inclusive
�0 invariant cross section [43]. Here we used the simplified
kT smearing
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FIG. 25. Average z of a trigger and associated particle as a
function of pTa from PYTHIA and according Eq. (47).
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FIG. 24. PYTHIA simulated average momentum unbalance
for the associated particles in 3:0< pTa < 4:0 GeV=c bin and
calculated according Eq. (48). The two vertical dashed line
indicates the range where pTt and pTa bins are equal and the
parton momenta unbalance vanishes (fixed correlations).

JET PROPERTIES FROM DIHADRON CORRELATIONS . . . PHYSICAL REVIEW D 74, 072002 (2006)

072002-21



 f0q�p̂Tt� �
1

p̂Tt
�0q�p̂Tt� �

1

p̂T
�q�p̂T� � exp

��p̂T � p̂Tt�
2

hk2
Txi

and for the fixed value of
���������
hk2

Ti
q

�
���
2
p �����������
hk2

Txi
q

� 2:5 GeV=c
the power n of �q�p̂T� distribution was determined.

The measurement of the fragmentation functions at LEP
was done separately for quark and gluon jets and the slopes
of these two D�z� distributions are different. Quark jets
produce a significantly harder spectrum than gluon jets
(see Fig. 22). Since the relative abundance of quark and
gluon jets at

���
s
p
� 200 GeV is not known, for the final

results we assumed that the numbers of quark and gluon
jets are equal; the final D�z� uses the averaged parameter
values between quark and gluon and the difference was
used as a measure of the systematic uncertainty.

Resulting
���������
hk2

Ti
q

values for 3<pTt < 4 GeV=c and 5<
pTt < 10 GeV=c as a function of pTa are shown in Fig. 26
and Table IX. The solid and dashed lines bracket the
systematic error due to the unknown ratio of quark and
gluon jets. These data points correspond to the uncorrected

x̂�1
h hzti

���������
hk2

Ti
q

values shown in Fig. 16. The
���������
hk2

Ti
q

values for
varying pTt corresponding to the data of Fig. 17 are shown
in Fig. 27 and Table X. The solid lines bracket the system-
atic error due to the unknown ratio of quark and gluon jets.

It is evident that unfolded
���������
hk2

Ti
q

values reveal, within the
error bars, no dependence neither on pTa nor on pTt.

We compared the
���������
hk2

Ti
q

data obtained in this analysis to���������
hk2

Ti
q

values found by the CCOR Collaboration at
���
s
p
�

62:4 GeV [1] (empty triangles on Fig. 27). Although the
trend with pTt seems to be similar the overall magnitude at���
s
p
� 200 GeV is significantly higher.

The hzti and x̂h values from the iterative solution of
Eq. (49) as a function of the �0 trigger momenta pTt and
associated momenta pTa are shown in Fig. 28 and 29 and
Tables XI and XII. There is an opposite trend; whereas the
hzti rises with pTt it is falling with pTa. It is an interesting
consequence of two effects: competition between steeply
falling final state parton spectra and rising fragmentation

function with parton momentum. Secondly, the detection
of trigger particle biases the ~kT vector in the direction of the
trigger jet as discussed in Sec. VI B.

The pTt averaged value of
���������
hk2

Ti
q

(Fig. 27) is compared to
the average parton-pair momentum, hp̂ni � hpTipair, pre-
sented in [33] (see Fig. 30). The value of hpTi pair is
determined as a sum of the two partons’ hkTi. In the present

TABLE VIII. Extracted values of D�z� parameters according
Eq. (50) from the fit to the LEP data (see Fig. 22) and power n of
the unsmeared final state parton spectra �q�p̂T� extracted from
the fit to the single inclusive �0 invariant cross section [43] for
corresponding fragmentation function and fixed value of���������
hk2

Ti
q

� 2:5 GeV=c.

Gluon Quark �gluon� quark�=2

� 0.16 0.49 0.32
� 0.88 0.57 0.72
� 13.29 8.00 10.65
n 7.53 7.28 7.40

TABLE IX. The x̂�1
h hzti

���������
hk2

Ti
q

and
���������
hk2

Ti
q

values as a function
of pTa for two different trigger �0 transverse momentum bins
shown in Fig. 16 and Fig. 26. All units in rad and GeV=c.

3< pTt < 4
pTa

hzti
������
hk2

Ti
p

x̂h

���������
hk2

Ti
q

1.7 1:76� 0:12 2:66� 0:19
2.2 1:74� 0:13 2:94� 0:22
2.7 1:37� 0:13 2:57� 0:23
3.2 1:45� 0:12 2:93� 0:23
3.9 1:44� 0:11 3:19� 0:23
5.0 1:04� 0:10 2:68� 0:25

5< pTt < 10
pTa

hzti
������
hk2

Ti
p

x̂h

���������
hk2

Ti
q

1.9 2:69� 0:37 3:09� 0:30
2.2 2:54� 0:31 3:19� 0:30
2.7 2:13� 0:26 3:04� 0:30
3.4 1:89� 0:27 3:04� 0:38
4.7 1:41� 0:30 2:64� 0:56

  (GeV/c)
Ta

p
0 2 4 6

)
  (

G
eV

/c
〉

T2 k〈
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FIG. 26.
���������
hk2

Ti
q

values corresponding to Fig. 16 as a solution to
Eq. (49) for trigger �0 in 3< pTt < 4 GeV=c (solid symbols)
and 5< pTt < 10 GeV=c (open symbols) range. The solid and
dashed lines bracket the systematic uncertainty due to the un-
known ratio of quark and gluon jets, for the solid and open
symbols, respectively.
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analysis the
���������
hk2

Ti
q

is determined and thus the value of hpTi

pair is evaluated as hpTipair�
���
2
p
�hkTi�

���������
�=2

p
�

���������
hk2

Ti
q

:
The present value of hpTi pair

 hpTipair � 3:36� 0:09�stat� � 0:43�sys� GeV=c

appears to be in a good agreement with the lower energy
dijet and dilepton measurements or the higher energy
measurement in diphoton production [54]. A UA2 mea-
surement of hpTi of Z0 production at

���
s
p
� 600 GeV gives

8:6� 1:5 GeV=c [55,56].

VIII. SUMMARY

We have made the first measurement of jet jT and kT for
p� p collisions at

���
s
p
� 200 GeV using the method of

two-particle correlations. Analysis of the angular widths of

the near-side peak in the correlation function has deter-
mined that the jet-fragmentation transverse momentum jT

is constant with trigger particle pTt and the extracted value��������
hj2

Ti
q

� 585� 6�stat� � 15�sys� MeV=c is comparable
with previous lower

���
s
p

measurements. The width of the

)c  (GeV/
Tt

p
0 2 4 6 8 10

)
c

  (
G

eV
/

〉
T2 k〈
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3

4

=63 GeVs
<5 GeV/c

Ta
=200 GeV 1.4<ps

FIG. 27.
���������
hk2

Ti
q

values corresponding to Fig. 17 as a solution to
Eq. (49) for associated particles in 1:4< pTa < 5 GeV=c region
(solid symbols). The solid lines bracket the systematic error due
to the unknown ratio of quark and gluon jets. The CCOR
measurement at

���
s
p
� 62:4 GeV [1] (empty triangles).

TABLE X. Values of x̂�1
h hzti

���������
hk2

Ti
q

and
���������
hk2

Ti
q

for various trig-
ger particle pTt and associated momenta in the 1:4< pTa <
5:0 GeV=c region shown in Fig. 17 and 27.

pTt x̂�1
h hzti

���������
hk2

Ti
q ���������

hk2
Ti

q
GeV=c GeV=c GeV=c

3.22 1:63� 0:08 2:79� 0:13� 0:35
3.89 1:66� 0:08 2:57� 0:11� 0:33
4.90 1:89� 0:13 2:66� 0:17� 0:35
5.91 2:06� 0:19 2:74� 0:20� 0:34
7.24 2:17� 0:25 2:83� 0:25� 0:32
8.34 2:53� 0:62 3:11� 0:60� 0:33
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FIG. 28. hzti and x̂h as a function of pTt for the 1:4< pTa <
5:0 GeV=c associated region. The data values are shown in
Table XI.
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<4.0 GeV/c
Tt

3.0<p

<10.0 GeV/c
Tt

5.0<p

FIG. 29. The values of x̂h(upper two curves) and hzti (lower
two curves) as a function of pTa are shown as solutions of
Eq. (48) for 3< pTt < 4 GeV=c and 5< pTt < 10 GeV=c.
Equation (20) defines hzti and x̂h. The data values are shown
in Table XII.
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away-side peak is shown to be a measure of the convolu-
tion of jT with the jet momentum fraction z and the
partonic transverse momentum kT. hzti is determined
through a combined analysis of the measured �0 inclusive
and associated spectra using the jet-fragmentation func-
tions from e�e� measurements. The average of hzti from
the gluon and quark fragmentation functions is used and
the difference is taken as the measure of the systematic
error. The final extracted values of kT are then determined
to be also independent of the transverse momentum of the

trigger �0, in the range measured, with values of
���������
hk2

Ti
q

�

2:68� 0:07�stat� � 0:34�sys� GeV=c.
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APPENDIX A: FIRST AND SECOND MOMENTS OF
NORMALLY DISTRIBUTED QUANTITIES

Let x be a 1D variable with normal (Gaussian) distribu-

tion and r �
����������������
x2 � y2

p
is a 2D variable with x and y of
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FIG. 30 (color online). Compilation of mean pair pT measure-
ments [33] and comparisons to the hpTi pair measured in this
analysis.

TABLE XII. The hzti and x̂h values with pTa for two trigger �0

momenta bins as shown on Fig. 29.

3< pTt < 4 GeV=c
pTa hzti x̂h

1.72 0:54� 8� 10�3 � 0:06 0:81� 0:01
2.22 0:52� 6� 10�3 � 0:06 0:88� 0:01
2.73 0:51� 1� 10�3 � 0:07 0:95� 0:01
3.23 0:49� 1� 10�3 � 0:06 0:99� 0:01
3.93 0:47� 5� 10�3 � 0:06 1:04� 0:01
5.04 0:41� 6� 10�3 � 0:06 1:06� 0:01

5< pTt < 10 GeV=c
pTa hzti x̂h

1.85 0:66� 4� 10�3 � 0:06 0:75� 0:04
2.24 0:64� 1� 10�3 � 0:06 0:80� 0:03
2.73 0:61� 2� 10�3 � 0:07 0:87� 0:02
3.44 0:57� 2� 10�3 � 0:07 0:92� 0:02
4.65 0:52� 5� 10�3 � 0:08 0:98� 0:01

TABLE XI. The hzti and x̂h values with pTt shown in Fig. 28.

pTt (GeV=c) hzti x̂h

3.22 0:51� 4� 10�3 � 0:06 0:88� 0:01
3.89 0:56� 2� 10�3 � 0:07 0:87� 0:01
4.90 0:61� 1� 10�3 � 0:07 0:85� 0:01
5.91 0:64� 1� 10�4 � 0:07 0:85� 0:02
7.24 0:66� 1� 10�3 � 0:07 0:86� 0:02
8.34 0:68� 5� 10�3 � 0:06 0:84� 0:05

S. S. ADLER et al. PHYSICAL REVIEW D 74, 072002 (2006)

072002-24



normal distribution then the following relations can be
easily derived.

hxi = 0 hri =
����
2

p
�1

hjxji =
���
2
�

q
�1 hjrji = hri

hxi2 = �2
1 hri2 = 2�2

1  �2
2

Both ~jT and ~kT are two-dimensional vectors. We assume
Gaussian distributed x and y components and thus the mean
value hkTxi and hkTyi is equal to zero. The nonzero moments
of 2D Gaussian distribution are e.g. the root mean squares��������
hj2

Ti
q

,
���������
hk2

Ti
q

or the mean absolute values of the ~jT, ~kT

projections into the perpendicular plane to the jet axes
hjjTyji and hjkTyji. Note that there are a trivial correspond-
ences

 

���������
hk2

Ti
q

�
2����
�
p hkTi �

����
�
p
hjkTyji: (51)

APPENDIX B: THE CORRECT WAY TO ANALYZE
THE AZIMUTHAL CORRELATION FUNCTION

Construction and fitting of the two-particle azimuthal
correlation function is discussed in Sec. IV. Traditionally
the correlation function is fitted by two Gaussian func-
tions—one for intrajet correlation (near peak) and one for
the interjet correlations (away-side peak). From the ex-
tracted variances of the Gaussian functions the jT and pout

magnitudes are extracted.
There is, however, a fundamental problem with this

approach. The pout-vector defined in Eq. (17) is equal to
pTa sin�� event by event. However, we measure the width

of the correlation peak and this corresponds to
��������������
h��2i

p
�

�A. The relation
������������
hp2

outi
p


 pTa sin�A is not a good ap-
proximation for �A > 0:4 rad (see Fig. 31). The assump-
tion that the away-side correlation has a Gaussian shape is
also good only for small values of �A (see Fig. 31).

One way of relating
������������
hp2

outi
p

and�A was proposed e.g. by
Peter Levai [48] and used in several other analyzes. Since������������
hp2

outi
p

� pTa

�������������������
hsin2��i

p
one possibility how to relate pout

and �A is to expand

 hsin2��i �
�

��2 �
1

3
��4 �

2

45
��6 . . .

�

� �2
A � �

4
A �

2

3
�6

A . . . ;

where we assumed a Gaussian distribution of ��. The
comparison of pTa 	 ��

2
A � �

4
A �

2
3�

6
A . . .� with the true

pout magnitude (simple monte carlo) for various �A values
is shown in Fig. 31. It is obvious that there is only a little

difference between
������������
hp2

outi
p

� pTa sin�A,
������������
hp2

outi
p

�
pTa�A and the Taylor series. In the region where �A >
0:4 rad, all approximations seems to be equally bad.

However, pout, the only quantity with a truly Gaussian
distribution (if we neglect the radiative corrections respon-
sible for non-Gaussian tails in the pout distribution which
are anyway not relevant for the kT analysis) can be directly
extracted from the correlation function. With the assump-
tion of Gaussian distribution in pout, we can write the
away-side ��-distribution (normalized to unity) as

 

dNaway

d��

��������
3�=2

�=2
�

dN
dpout

dpout

d��
�

�pTa cos��������������������
2�hp2

outi
p

Erf�
��
2
p
pTa���������
hp2

outi
p �

� exp
�
�
p2

Tasin2��

2hp2
outi

�
:

This is the correct way of extracting a dimensional quantity
from the azimuthal correlation function in the case of
narrow associated bin. Similar line of arguments can be
drawn also in the case of near peak. However, given the
narrowness of the near-angle peak, the simple Gaussian
approximation is good enough.
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FIG. 31 (color online). The relative error on pout determination
from the azimuthal correlation function based on the Taylor
expansion of hsin��2i (dashed line), with an assumption of������������
hp2

outi
p

� pTa sin�A (dotted line) and
������������
hp2

outi
p

� pTa�A

(dotted-dashed line). The solid red line corresponds to
������������
hp2

outi
p

from Eq. (23).
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Deuteron-gold (d� Au) collisions at the Relativistic Heavy Ion Collider provide ideal platforms for
testing QCD theories in dense nuclear matter at high energy. In particular, models suggesting strong
saturation effects for partons carrying small nucleon momentum fraction (x) predict modifications to jet
production at forward rapidity (deuteron-going direction) in d� Au collisions. We report on two-particle
azimuthal angle correlations between charged hadrons at forward/backward (deuteron/gold going direc-
tion) rapidity and charged hadrons at midrapidity in d� Au and p� p collisions at

��������
sNN
p

� 200 GeV.
Jet structures observed in the correlations are quantified in terms of the conditional yield and angular
222301-2
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width of away-side partners. The kinematic region studied here samples partons in the gold nucleus with
x� 0:1 to �0:01. Within this range, we find no x dependence of the jet structure in d� Au collisions.

DOI: 10.1103/PhysRevLett.96.222301 PACS numbers: 25.75.Dw, 25.75.Gz
Observations in d� Au collisions at
��������
sNN
p

� 200 GeV
at the Relativistic Heavy Ion Collider (RHIC) reveal a
significant suppression of hadron production at forward
rapidity (deuteron-going direction) relative to p� p colli-
sions scaled up by the equivalent number of nucleon-
nucleon collisions (Ncoll) [1–3]. This suppression is ob-
served for hadrons with momentum transverse to the beam
direction in the range pT � 1:5–4 GeV=c. In contrast,
measurements at midrapidity [4–7] and backward rapidity
[1–3] show a modest enhancement relative to Ncoll scaling
in the same pT range. Particle production at forward ra-
pidity is sensitive to partons in the gold nucleus which
carry a small nucleon momentum fraction (small Bjorken
x). The suppression has generated significant theoretical
interest including different calculational frameworks for
understanding the data [8–11].

One such framework, the color glass condensate (CGC),
attempts to describe the data in terms of gluon saturation
[8]. At small x the probability of emitting an extra gluon is
large and the number of gluons grows in a limited trans-
verse area. When the transverse density becomes large,
partons start to overlap and gluon-gluon fusion processes
start to dominate the parton evolution in the hadronic wave
functions. Thus the gluon density saturates. Since the non-
linear growth of the gluon density depends on the trans-
verse size of the system, gluon saturation effects are
expected to set in at higher x for heavy nuclei than for
free nucleons.

In the leading order pQCD framework, a quark or gluon
jet with large transverse momentum produced in a hard-
scattering process (high momentum transfer or large Q2)
must be momentum balanced by another quark or gluon jet
in the opposite direction but with almost the same pT . Thus
the azimuthal angle correlation between particles from the
pair of jets (referred to as dijets) is characterized by two
peak structures separated by 180�. In CGC calculations,
the momentum to balance a jet may come from a large
multiplicity of gluons in the saturation regime, and thus no
single partner jet may appear on the opposite side [12].
This effect is analogous to the nuclear Mössbauer effect,
and is often referred to as the appearance of monojets.
Alternative calculations, describing the suppression of
single hadrons at forward rapidity in d� Au reactions in
terms of leading twist pQCD effects, predict no such
monojet feature [13].

We want to probe this high gluon density regime in d�
Au collisions with relatively high pT particles at forward
rapidity. Such particles are likely to result from hard-
scattering collisions involving small x partons in the gold
nucleus. At small x the gluon density increases rapidly with
22230
Q2 and saturation effects may be relevant for x � 0:01 at
modest pT . CGC calculations [12] predict significant sup-
pression of the conditional yield and widening of away-
side jet azimuthal correlations between rapidity-separated
hadron pairs when one of those hadrons is at forward
rapidity.

In this Letter we report on measurements of two-particle
azimuthal angle correlations between unidentified charged
hadrons in p� p and d� Au collisions at

��������
sNN
p

�

200 GeV. In our analysis, the two particles are referred to
as the trigger and associated particles. The trigger particle
is at forward (1:4<�< 2:0) or backward (�2:0<�<
�1:4) rapidity and the associated particle is at midrapidity,
j�j< 0:35. The particles are separated by an average
pseudorapidity gap h��i � 1:5. The criteria for trigger
particles, associated particles, and event selection are de-
scribed elsewhere [3,14]. The two-particle azimuthal angle
correlation technique has been used extensively by RHIC
experiments and is described in detail elsewhere [14–18].
In this technique the azimuthal correlation function is
formed from the angular difference, �� � �assoc ��trig,
between each trigger and associated particle pair. Two jet
peaks are normally observed in such correlation functions:
the near-side peak (��� 0) in which the two particles
come from the same jet, and the away-side peak (��� �)
in which they come from back-to-back jets. In addition to
these peaks the correlation functions also have a ��
independent combinatoric background contribution due
to trigger-associated pairs from different jets or from non-
jet processes.

We can construct separate correlation functions that are
sensitive to partons in the gold nucleus with different x
ranges. By choosing trigger particles with 1:0< pT <
5:0 GeV=c at forward (backward) rapidity and associated
particles with 0:5< pT < 2:5 GeV=c at midrapidity, we
sample partons in gold nuclei with x� 0:01�0:1�. We do
not expect our data at x� 0:1 to be sensitive to saturation
effects, but they may at x� 0:01 [19]. The comparison in
d� Au reactions between these two cases, as well as with
the p� p case, may give insights into possible saturation
effects on jet production and other mechanisms for forward
rapidity single-particle suppression. It should be noted that
the prediction of monojets in [12] assumes one particle at
� � 3:8 and one at midrapidity, thus demonstrating sensi-
tivity at smaller x (�10�4) than presented in this analysis.

Data for this analysis were collected by PHENIX [20] in
2003. For d� Au collisions, we divide the data into two
centrality (impact parameter) classes based on the number
of hits in the backward-rapidity PHENIX beam-beam
counter (BBC, �3:9<�<�3:0). Central (peripheral)
1-3
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FIG. 1. Azimuthal angle correlation functions. Gaussian
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over �� 1<��<�� 1 are shown. Note that the y axis is
zero suppressed on the middle and bottom panels.
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collisions comprise 0%–40% (40%–88%) of the mini-
mum bias cross section. Using a Glauber model [3] and a
simulation of the BBC, we determine hNcolli �
13:0	 0:9�4:7	 0:4� for central (peripheral) collisions.

Trigger particles are unidentified charged hadrons mea-
sured in the PHENIX muon spectrometers [20]. We only
select particles from 1:4< j�j< 2:0 to obtain homoge-
nous acceptance from 1<pT < 5 GeV=c and to reduce
beam correlated backgrounds. We identify hadrons, as
opposed to muons, in the muon spectrometers by compar-
ing their momentum and penetration depth [3]. It is notable
that our trigger hadrons have a modified composition
(pion/kaon/proton ratio) relative to that at the collision
vertex due to species-dependent nuclear interaction cross
sections. Detailed simulations show that kaons make up
65%–90% of positively charged trigger particles and pions
make up 70%–90% of negatively charged trigger particles.
The sizes of the quoted ranges of particle composition are
due to uncertainties on the input particle compositions in
simulation and due to variations, correlated with polar
angle and therefore rapidity, in the length of absorber
material that particles traverse. The baryon contribution
to our trigger particle sample is negligible. We find the
two-particle azimuthal angle correlations for positively
and negatively charged trigger particles to be consistent
and therefore combined the results. Associated particles
are unidentified charged hadrons measured in the PHENIX
central spectrometers [20] which cover j�j< 0:35 and in
this analysis have 0:5< pT < 2:5 GeV=c. Standard track
selection criteria [14] are applied.

For comparison we have also included measurements
where trigger particles and associated particles are both
measured in the PHENIX central spectrometers at midra-
pidity. The d� Au points for this comparison are from
[14] and the p� p point is an extension in pT of the
analysis that was published in [16].

We define the azimuthal angle correlation function as
CF � dN����=d����

acc���� , where dN����=d���� is the mea-
sured two-particle distribution and acc���� is the two-
particle acceptance obtained by mixing trigger particles
and associated particles from different events within the
same centrality and collision vertex category. This correc-
tion is necessary because the PHENIX central arm detector
is not azimuthally symmetric and the pair acceptance
varies as a function of ��.

Figure 1 shows the correlation functions for trigger
particles with pT � 2–5 GeV=c and associated particles
with pT � 0:5–1:0 GeV=c. A clear peak is seen near
�� � � on all plots corresponding to the away-side jet.
It is notable that there is no peak near �� � 0, as ex-
pected, because the rapidity gap between the two particles
is larger than the width of the near-side jet. Although the
rapidity of away-side particles is not necessarily the same
as the rapidity of the away-side jet, PYTHIA [21] studies
show that the distribution of final state particles around the
22230
jet axis is symmetric in �� and �� and the jet cone width
is less than 1 unit of rapidity, which is smaller than the
rapidity gap.

After constructing the correlation functions in vari-
ous bins in passoc

T , ptrig
T , and �trig we used two meth-

ods to determine the unnormalized number of trigger-
associated particle pairs, Npair, above a constant
background. In the first method, we define
Npair �

P��1
�����1 CF���� �

P
�1
����1 CF����, where

the first term is the integral of the correlation function
(CF) in the area of the correlation peak (�� 1< ��<
�� 1) and the second term is the integral away from the
peak (�1<��< 1). In the second method we fit the
correlation function with a Gaussian distribution centered
at �� � � plus a constant background. The values ofNpair

obtained by both methods are found to be consistent and
the small differences are included in our systematic errors.
The solid lines in Fig. 1 show the resulting fits. Gaussian
width parameters (�) and the integrated signal to back-
ground ratios ( SB ) over the signal region (�� 1< ��<
�� 1) are quoted.

The conditional yield (CY) (per trigger particle) is de-

fined to be CY �
Npair="assoc

Ntrig
, where "assoc (�0:15	 0:015) is

the efficiency times acceptance for associated particles and
Ntrig is the number of trigger particles used to generate the
correlation function. "assoc is obtained for each colliding
system, centrality class, and pT bin by a GEANT based
simulation of the PHENIX detector [14].

It is interesting to plot the conditional yields as a func-
tion of �trig. Changing �trig from �2:0 to 2.0 effectively
changes the range of Bjorken x of sampled partons in gold
nuclei from 0:1�0:06

�0:04 to 0:01�0:02
�0:007. Figure 2 shows the
1-4
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results. The first observation is that there is no difference
beyond statistical fluctuations in the conditional yields for
p� p, d� Au peripheral, or d� Au central collisions at
any trigger particle pseudorapidity.

We further quantify any nuclear modification in the
conditional yield by defining a ratio IdAu �

CYjd�Au

CYjp�p
. The

technique of comparing conditional yields per trigger to
investigate the source of single-particle nuclear modifica-
tions in the trigger particle region of phase space is well
established at RHIC [14–16]. The fact that single-particle
yields are strongly modified in the trigger particle pT range
makes IdAu particularly interesting since it may shed light
on the nature of the single-particle suppression. For our
rapidity-separated pairs two different models [12,13],
which posit different mechanisms to be responsible for
the single-particle suppression, predict very different re-
sults for the evolution of the correlation function vs central-
ity and x.

Figure 3 shows the ratio IdAu vs passoc
T for different ptrig

T ,
�trig and d� Au centrality bins. Shaded bands on each
data point show point-to-point independent systematic er-
rors due to differences in Npair obtained from the two
methods described above. There is also a point-to-point
correlated �2% systematic uncertainty in the centrality
dependence of "assoc determined by embedding
Monte Carlo tracks into real events. The size of this
uncertainty is comparable to the width of the IdAu � 1 line.

For trigger particles at both forward rapidity (sampling
low-x partons in the gold nucleus) and backward rapidity
(sampling high-x partons in the gold nucleus), the mea-
sured IdAu is consistent with one. There may even be some
trigη
-2 -1 0 1 2

C
Y

0

0.05

0.1

0.15

0-40% d+Au
40-88% d+Au
p+p

<2.5 GeV/cassoc
T<4.0 GeV/c, 1.0<ptrig

T2.5<p

FIG. 2 (color online). Conditional yields are shown as a func-
tion of trigger particle pseudorapidity. Data points at midrapidity
for d� Au collisions are from [14]. To increase visibility, we
artificially shift data points belonging to the same �trig bin. The
errors on each point are statistical. The black bar around 0.1 on
the y axis indicates a 10% common systematic error for all the
data points due to uncertainties in "assoc. There is an additional
�0:037 systematic error on the midrapidity p� p point from jet
yield extraction, which is shown as the gray bar on that point
(similar analysis as [16]).
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evidence of slight enhancement for the case with trigger
particles at forward rapidity in central d� Au collisions.
We note that if monojets were a major contributor to the
trigger particle sample in our x range, we would have
expected a decrease in the conditional yield for d� Au
central collisions with the trigger particle at forward
rapidity.

Our measurement is inconsistent with any large nuclear
suppression (i.e., monojets) of the jet structure in this
kinematic range, but it is in agreement with leading twist
pQCD calculations that predict suppression of single-
particle yields at forward rapidity, with little modification
of the conditional yield [13]. However, we note that in
these modest pT ranges, there may be contributions from
both ‘‘hard’’ (large Q2) processes and ‘‘soft’’ coherent
(small Q2) processes. In d� Au collisions soft particle
production is shifted backwards in rapidity [22]. Thus,
the fraction of hadrons at forward rapidity from hard
processes may be increased in central d� Au reactions.
This may offer an explanation for the modest enhancement
seen in the conditional yield for this case and could also
mask a small monojet signal.

We have also compared the Gaussian widths of the
correlation peaks in d� Au collisions vs p� p collisions.
Ratios of the d� Au to p� p widths are plotted in Fig. 4
vs passoc

T . There may be a hint of a slight passoc
T dependence

in the ratio, but overall there is no significant difference in
the width in d� Au collisions for different �trig.

In conclusion, we measured two-particle azimuthal cor-
relations with trigger particles at forward, backward, and
midrapidity and correlated them with associated particles
at midrapidity in d� Au and p� p collisions. Associated
particle conditional yields in central d� Au collisions are
consistent with those in p� p collisions and are consistent
over the range j�trigj< 2:0. We have also compared the
widths of the away-side jet peaks in d� Au and in p� p
collisions, and find no evidence for �trig-dependent modi-
fication within our statistical errors. Overall the results
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presented here do not support models that predict strong
modifications on jet production in the kinematic range
covered by this analysis. However, we also note that the
backwards rapidity shift of soft particle production may
reduce the amplitude of such modifications.
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47University of Tennessee, Knoxville, Tennessee 37996, USA
48Department of Physics, Tokyo Institute of Technology, Oh-okayama, Meguro, Tokyo 152-8551, Japan

49Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
50Vanderbilt University, Nashville, Tennessee 37235, USA

51Waseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan
52Weizmann Institute, Rehovot 76100, Israel

53Yonsei University, IPAP, Seoul 120-749, Korea
(Received 8 March 2006; published 16 August 2006)

PHENIX has measured the centrality dependence of midrapidity pion, kaon, and proton transverse momentum
distributions in d + Au and p + p collisions at

√
s

NN
= 200 GeV. The p + p data provide a reference for

nuclear effects in d + Au and previously measured Au + Au collisions. Hadron production is enhanced in
d + Au, relative to independent nucleon-nucleon scattering, as was observed in lower energy collisions. The
nuclear modification factor for (anti)protons is larger than that for pions. The difference increases with centrality
but is not sufficient to account for the abundance of baryon production observed in central Au + Au collisions at
the BNL Relativistic Heavy Ion Collider (RHIC). The centrality dependence in d + Au shows that the nuclear
modification factor increases gradually with the number of collisions encountered by each participant nucleon.
We also present comparisons with lower energy data as well as with parton recombination and other theoretical
models of nuclear effects on particle production.
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I. INTRODUCTION

Since the early 1970s, it has been well established [1–3]
that energetic particle production in proton-nucleus (p + A)
collisions increases faster than the number of binary nucleon-
nucleon collisions. This effect, called the “Cronin effect,”
is a manifestation of the fact that particle production and
propagation is influenced by the nucleus. If the A dependence
of the invariant cross section I of particle i in p + A collisions
is parametrized as

Ii(pT ,A) = Ii(pT , 1)Aαi (pT ), (1)

then it has been observed that αi is greater than unity above
some transverse momentum value, typically 1–1.5 GeV/c,
denoting significant enhancement of particle production in p +
A collisions. The enhancement depends on the momentum and
the type of particle produced, with protons and antiprotons
exhibiting a much larger enhancement than pions and kaons
at pT >2–3 GeV/c. At

√
s

NN
= 27.4 GeV, the enhancement

peaks at around pT = 4.5 GeV/c, with αK+ � απ+ = 1.109 ±
0.007, while, at the same momentum, the protons can be
described by an α factor of αp − απ+ = 0.231 ± 0.013 [2].

Although the observables in Eq. (1) have been clearly
related to the nuclear medium, the cause of the Cronin en-
hancement and its species dependence are not yet completely
understood, and further experimental study is warranted in
its own right. Furthermore, in the search for the quark
gluon plasma at the BNL Relativistic Heavy Ion Collider
(RHIC), the Cronin effect is extremely important, as novel
effects observed in central Au + Au collisions require good
control of the initial state conditions. At RHIC energies,
it was discovered that hadron production at high transverse
momentum (pT � 2 GeV/c) is suppressed in central Au + Au
collisions [4] compared to nucleon-nucleon collisions. Such
suppression may be interpreted as a consequence of the energy
loss suffered by the hard-scattered partons as they propagate
through the hot, dense medium. However, since the Cronin
effect acts in the opposite direction, enhancing the hadron
yields, it has to be taken into account when the parton energy
loss is determined from the data.

Another unexpected discovery at RHIC energies is that the
yields of p and p̄ at intermediate pT (1.5<pT <5 GeV/c) in
central Au + Au collisions [5–7] are comparable to the yield of
pions, in striking contrast to the proton to pion (p/π ) ratios of
∼0.1–0.3 measured in p + p collisions [8]. Novel mechanisms
of particle production in the environment of dense matter,
such as recombination of boosted quarks [9] or contributions
from baryon junctions [10], which can become dominant in
the presence of pion suppression, were proposed to explain
the data. Since it has been observed that at lower energies
Cronin enhancement is stronger for protons than for pions [2],
this effect has to be considered at RHIC energies before new
physics is invoked.
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The effects from the initial state are best studied by perform-
ing a control experiment in which no hot and dense matter
is produced. Deuteron + gold collisions at

√
s

NN
= 200 GeV

serve this purpose. Since there is no hot and dense final
state medium, the initial state conditions become accessible
to the experiment. In addition to Cronin enhancement, known
initial state effects also include nuclear shadowing and gluon
saturation [11]. The Cronin enhancement is usually attributed
to momentum broadening due to multiple initial state soft [12]
or semihard [13–16] scattering. Such models typically do
not predict the particle species dependence observed in the
data. Recently, Hwa and collaborators provided an alternative
explanation due to final state interactions. The particle species
dependent enhancement is attributed to recombination of
shower quarks with those from the medium, where no
distinction is made if hot or cold nuclear matter is produced
[17]. Identified hadron production measured as a function
of centrality brings important experimental data relevant to
the long-outstanding problem of the baryon Cronin effect.
The dependence of the enhancement upon the thickness
of the medium, or the number of collisions suffered by
each participating nucleon, can help differentiate among the
different scattering models, and the species dependence helps
to separate initial from final state effects in d + Au.

The paper is arranged as follows. Section II describes
the experiment, data analysis, and systematic uncertainties.
Section III presents hadron spectra, yields, and the resulting
nuclear modification factors. Discussion of the centrality,
energy, and species dependence of the nuclear modification
factors and implications for understanding of the Cronin effect
are in Sec. IV. Section V presents conclusions.

II. EXPERIMENT AND DATA ANALYSIS

A. Data sets and trigger

Data presented here include collisions at
√

s
NN

= 200 GeV
of Au + Au taken in the 2002 run of RHIC and of d + Au
and p + p collisions collected in 2003. In the following, we
discuss our analysis of the p + p and d + Au data; details
of the Au + Au analysis and the Au + Au results are found
in [7]. Events with vertex position along the beam axis
within |z| < 30 cm were triggered by the beam-beam counters
(BBCs) located at |η| = 3.0–3.9 [18]. The minimum bias
trigger accepts 88.5(±4)% of all d + Au collisions that satisfy
the vertex condition, and 51.6(±9.8)% of p + p collisions. A
total of 42 and 25 million minimum bias events were analyzed
for d + Au and p + p collisions, respectively.

In p + p collisions, PHENIX determines the differential
invariant cross section via

E
d3σ

dp3
= σBBC

N total
BBC

1

2π

1

pT

C
geo
eff (pT ) CBBC

bias
d2N

dpT dy
. (2)

The BBC cross section σBBC was determined via the
van der Meer scan technique [19]. In this p + p data set,
σBBC = 23.0 ± 2.2(9.6%) mb. N total

BBC is the total number of
BBC triggers analyzed. The factor C

geo
eff (pT ) denotes the

efficiency and geometrical acceptance correction, calculated
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TABLE I. Mean number of binary collisions, participating nucleons from the Au nucleus, number of
collisions per participating deuteron nucleon, and trigger bias corrections for the d + Au centrality bins.

00%–20% 20%–40% 40%–60% 60%–88%

〈Ncoll〉 15.4 ± 1.0 10.6 ± 0.7 7.0 ± 0.6 3.1 ± 0.3
〈Npart〉 15.6 ± 0.9 11.1 ± 0.6 7.7 ± 0.4 4.2 ± 0.3
〈ν = Ncoll/N

d
part〉 7.5 ± 0.5 5.6 ± 0.4 4.0 ± 0.3 2.2 ± 0.2

Trigger bias correction 0.95 ± 0.3 0.99 ± 0.007 1.03 ± 0.009 1.04 ± 0.027

with a detailed GEANT Monte Carlo simulation [20] of the
PHENIX detector. C

geo
eff (pT ) normalizes the cross section in

one unit of rapidity and full azimuthal coverage. The CBBC
bias

factor corrects for the fact that the forward BBCs measure only
a fraction of the inelastic p + p cross section. This subset of
events on which the BBC triggers contains only a fraction
of the inclusive particle yield at midrapidity. For charged
hadrons, this fraction was determined using triggers on the
beam crossing clock; the fraction was found to be 0.80 ± 0.02,
independent of pT . The CBBC

bias term is, in our nomenclature,
the inverse of this fraction.

In d + Au collisions, PHENIX measures the inelastic yield
per BBC triggered event.1 The collision centrality is selected
in d + Au using the south (Au-going side) BBC (BBCS). We
assume that the BBCS signal is proportional to the number
of participating nucleons (NAu

part) in the Au nucleus, and that
the hits in the BBCS are uncorrelated to each other. We use a
Glauber model [22] and simulation of the BBC to define four
centrality classes in d + Au collisions, as discussed in detail
in [23]. The deuteron nucleus is modeled after a wave function
derived by Hulthèn [24]

φd(rpn) =
(

αβ(α + β)

2π (α − β)2

) 1
2 (e−αrpn − e−βrpn )

rpn

, (3)

where α = 0.228 fm−1; β = 1.18 fm−1; and rpn refers to the
separation between the proton and the neutron. The Au nucleus
is modeled using a Woods-Saxon density distribution

ρ(r) = ρ0

1 + exp
(

r−c
a

) , (4)

where a = 0.54 fm and c = 1.12A1/3 − 0.86A−1/3 = 6.40 fm,
a value which agrees well with the measured charge radius of
R = 6.38 fm for gold.

Using the above parameters and taking into account the
BBC efficiency, the mean number of binary collisions along
with the mean number of participating nucleons from the Au
nucleus that correspond to each centrality bin are shown in
Table I. For the minimum bias d + Au collisions, 〈Ncoll〉 =
8.5 ± 0.4 and 〈Npart〉 = 9.1 ± 0.4.

As for p + p collisions, there is a BBC trigger bias, but it is
much smaller in d + Au. In addition, a second bias occurs in
d + Au centrality selected collisions. This second bias arises
from the fact that events containing high-pT hadrons from hard

1To convert the reported inelastic yield to differential cross
section, one must multiply by the BBC trigger cross section of
σ tot

MB(dAu)εBBC
MB (dAu) = 1.99 ± 0.10 b [21].

scatterings may have larger multiplicity, and consequently they
produce a larger signal in the BBCS. Such events would be
considered more central than events without a hard scattering.
This effect gives an opposite bias from the first trigger bias
effect in the most peripheral bin as events can be shifted
out of this bin but not into it. We correct for both biases in
d + Au collisions using simulations and a Glauber model.
The combined corrections for these effects range from 0% to
5%, depending on the centrality category, and are shown in
Table I. Systematic uncertainties on these corrections are less
than 4%.

B. Tracking and particle identification

Charged particles are reconstructed using a drift chamber
(DC) and two layers of multiwire proportional chambers with
pad readout (PC1, PC3) [18]. Pattern recognition is based
on a combinatorial Hough transform in the track bend plane,
while the polar angle is determined by PC1 and the location of
the collision vertex along the beam direction [25]. The track
reconstruction efficiency is approximately 98%.

Particle momenta are measured with a resolution δp/p =
0.7% ⊕ 1.1% p (GeV/c). The momentum scale is known
to 0.7%. Particle identification is based on particle mass
calculated from the measured momentum and the velocity
obtained from the time-of-flight and path length along the tra-
jectory. The measurement uses the portion of the spectrometer
containing the high-resolution time-of-flight (TOF) detector,
which covers pseudorapidity −0.35 � η � 0.35 and �φ = π/8
in azimuthal angle. The timing uses the BBC for the global
start and the stop signals from the TOF scintillators located
at a radial distance of 5.06 m. Tracks are required to match a
hit on the TOF within ±3 standard deviations, σ , of the track
projection to the TOF radial location. The particle yields are
corrected for losses due to this matching cut.

Figure 1 illustrates the performance of the hadron iden-
tification system. The system resolution is σ ≈ 130 ps for
both d + Au and p + p; the start time resolution is limited
by the low hit multiplicity in the BBC. The TOF resolution
achieved allows for a clear separation of π/K and K/p up to
pT = 2 and pT = 3.6 GeV/c, respectively. A 2σ cut in mass
squared is used to separate the different hadron species, as
shown in Fig. 2 for hadrons in the pT range 1.2–1.6 GeV/c.
A clear separation between pions and kaons is seen. The
particle yields are corrected for losses due to the 2σ cut. A
simple cut on mass would leave the pion spectrum above
2 GeV/c in pT with an admixture of kaons. This is avoided
by calculating a pion and kaon probability for each particle,
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FIG. 1. (Color online) Time of flight vs
charge/momentum for particles in minimum bias
d + Au collisions. Bands corresponding to the
different hadrons are labeled. Electron and muon
bands are also visible, though not labeled.

utilizing the measured pion and kaon centroid and width in
mass squared. For 2.0 � pT � 2.7 GeV/c, particles within the
2σ particle identification (PID) cut for pions that also fall
inside the 2σ kaon band are vetoed from the pion spectrum.
The resulting loss in efficiency is corrected by applying
the same procedure in the Monte Carlo simulations. This
procedure has been verified using 1σ PID cuts, which allows
full pion-kaon separation to 2.7 GeV/c.

Corrections to the charged-particle spectrum for geomet-
rical acceptance, decays in flight, reconstruction efficiency,
energy loss in detector material, and momentum resolution
are determined using a single-particle GEANT Monte Carlo
simulation.

The proton and antiproton spectra are corrected for feed
down from weak decays via a Monte Carlo simulation using
as input experimental data on � production. The total number
of protons produced in the collisions can be written as p +
0.64(� + 0 + �0 + �− + �−) + 0.52+, where p denotes
the primordial number of protons produced, the other symbols
denote the primordial number of those particles produced
in the collision, and 0.64 and 0.52 are the branching ratios
for � → pπ− and + → pπ0, respectively. The hyperons

listed together with � decay to � with approximately 100%
branching ratio, and so yield protons with the � → pπ

branching ratio. We estimate the proton and antiproton spectra
from weak decays and subtract them from the measured
yields, using experimental data from UA5 [26] from nonsingle
diffractive

√
s = 200 GeV p + p̄ collisions, and preliminary

� and � spectra from STAR in p + p and d + Au collisions
at the same energy [27–30]. The shape of the 0, �0, and �−
spectra are constructed from the � spectrum by mT scaling
(i.e., under the assumption that these hadrons are all produced
with roughly the same spectrum in transverse mass [30]). The
relative normalization of �,0, �0, and �− from UA5 [26]
is used for both p + p and d + Au collisions. This is justified
by the similarity of the Cronin effect for different baryons.
The contribution of �− is negligible, and is not included
in the correction. The Monte Carlo simulation decays these
baryons and propagates the products through the PHENIX
magnetic field and central arm detectors, accounting also for
the change of momentum distributions between parent and
daughter particles due to decay kinematics. The resulting
proton and antiproton spectra are then subtracted from the
measured inclusive spectra. The fractional contribution from

FIG. 2. (Color online) Mass squared dis-
tribution for positively charged tracks with
1.2 � pT � 1.6 GeV/c, using the high-resolution
TOF measurement. Solid regions indicate the
mass squared ranges for accepted pions, kaons,
and protons, respectively, from left to right.
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FIG. 3. Fractional contributions of protons f (solid line) and
antiprotons (dashed line), as a function of pT , from weak decays in all
measured protons and antiprotons. Systematic error band (26%) for
the protons is shown and discussed in the text. The same systematic
error applies for the antiprotons.

feed-down protons from weak decays to the total measured
proton spectrum, f, is approximately 30% at moderate and
high pT growing slowly for lower pT and reaching 40% at
pT = 0.6 GeV/c. f is shown as a function of pT in Fig. 3,
along with the corresponding fractional contribution for the
antiprotons.

C. Systematic uncertainties

Systematic uncertainties on the hadron spectra are esti-
mated as in Ref. [7]. Various sets of pT spectra and ratios
of different particle types were made by varying the cut
parameters such as the fiducial cut to check acceptance
corrections, track association (i.e., matching) windows, and
PID cuts, from those used in the analysis. For each of these
spectra and ratios, the same changes in cuts were made in
the Monte Carlo analysis. The uncertainties were evaluated
by comparing fully corrected spectra and ratios from different
cuts. The resulting uncertainties from each cut are given in
Table II and added in quadrature to yield overall systematic
uncertainties.

Additional systematic uncertainties on the hadron spectra
arise from time variations in the TOF timing (slat-by-slat
and run-by-run variations), the small remaining contamination
by other species after matching and PID cuts, uncertainty

TABLE II. Systematic errors in percent on particle yields in d +
Au and p + p collisions. These values are independent of pT .

d + Au p + p

Geometric acceptance correction 4 4
Track matching 9 8
Timing variations 5 5
Reconstruction efficiency correction 3 4
Energy loss correction 1 2
Trigger bias – 4

in the corrections for track reconstruction efficiency, and
uncertainty on particle energy loss in the detector material.
These uncertainties, which do not depend measurably on
the hadron momentum, are listed in Table II. The sizable
uncertainty in the matching cut is due to the non-Gaussian tails
on the z-coordinate matching distributions. The track matching
in this direction is limited by a relatively poor vertex resolution
determined by the BBC in p + p and d + Au collisions due to
the small multiplicities. The quoted 3%–4% uncertainty in the
reconstruction efficiency correction represents the maximum
local discrepancy between efficiencies measured with strict
and loose track quality cuts.

Uncertainties due to particle identification cuts are momen-
tum dependent. For protons and antiprotons, the identification
uncertainty is 8% at low pT and decreases to 3% at high
pT . Kaons at low momentum have 10% PID uncertainty,
decreasing to 3% at high pT . For pions, the uncertainty
increases from 4% to 10% with increasing pT . Kaon and proton
uncertainties decrease with increasing pT because energy loss
and decay corrections become smaller. The pion uncertainties
are dominated by the particle identification performance,
which worsens with increasing pT .

The systematic error on the feed-down proton spectrum is
26%, primarily due to uncertainty in the measured � spectra
and particle composition. The resulting systematic error on the
final prompt proton and antiproton spectra is of the order of
10% in both p + p and d + Au. The systematic error on the
proton to pion ratio is 12%, including the uncertainty on �/�.

Systematic uncertainties on the d + Au nuclear modifica-
tion factors mostly cancel as the p + p and d + Au data were
collected immediately following one another, and detector
performance was very similar. The overall systematic error
in the nuclear modification factor is due to uncertainties in
the reconstruction efficiencies, fiducial volumes, and small
run-by-run variations. It is approximately 10%, independent
of particle species and pT . An additional d + Au scale
uncertainty is shown as boxes around 1.0 in the figures; this
is the quadrature sum of uncertainties on the p + p cross
section of 9.6% and the number of binary collisions in the
each centrality bin (presented in Table I).

The systematic error on the Au + Au nuclear modification
factors is derived by propagating the systematic errors on
p + p and Au + Au data [7] to the final ratio. The average
systematic error for pions is approximately 15%, while for
protons and antiprotons it is on the order of 19%. The
normalization uncertainty, as in d + Au, is the quadrature
sum of uncertainties on the p + p cross section and the
error on the number of binary collisions in the corresponding
Au + Au centrality bin from Ref. [7]. We note that for the
most central Au + Au bin (0%–5%), Ncoll = 1065.4 and the
uncertainty is ±105.3; in the most peripheral bin (60%–92%),
Ncoll = 14.5 ± 4.0.

III. RESULTS

A. Hadron spectra

The fully corrected pT distributions of π,K, p, and p for
the four d + Au centrality bins and for p + p collisions are
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FIG. 4. (Color online) Invariant yields at midrapidity for positive and negative pions as a function of pT for various centrality classes in
d + Au and p + p collisions. The error bars show statistical uncertainties only and are typically smaller than the data points.

shown in Figs. 4, 5, and 6, respectively. Pions show a power
law spectral shape, while kaons and protons are exponential.

To probe the hadron production mechanism, it is instructive
to compare particle and antiparticle spectra. Figures 7, 8, and
9 show the ratios of antiparticle to particle production as a
function of pT in p + p, d + Au, and (for comparison) central
Au + Au collisions from [7] for π,K , and p, respectively.
For all three hadron species, the ratios are flat with pT in the
PHENIX pT range. The values agree within uncertainties with
measurements by the STAR Collaboration [31]. The d + Au
yield ratios are in good agreement with p + p collisions, and
the ratios remain the same even in central Au + Au collisions.
The production ratio of antiparticle to particle is 0.99 ±
0.01(stat) ± 0.06(syst) for pions and 0.92 ± 0.01(stat) ±

0.07(syst) for kaons in both minimum bias d + Au and p + p

collisions. The antiproton to proton ratio is measured to be
0.70 ± 0.01(stat) ± 0.08(syst) in minimum bias d + Au
collisions and 0.71 ± 0.01(stat) ± 0.08(syst) in p + p

collisions. All ratios are consistent within errors with values
reported by PHOBOS [32] and BRAHMS [33].

B. Nuclear modification factors

The measurement of identified hadrons in both d + Au and
p + p collisions allows study of the centrality dependence
of the nuclear modification factor in d + Au. A standard
way to quantify nuclear medium effects on high-pT particle
production in nucleus-nucleus collisions is provided by the

 (GeV/c)Tp
0 0.5 1 1.5 2

d
y)

T
N

/(
d

p
2

)]
  d

E
ve

n
t

)]
 [

1/
(N

T
 pπ

[1
/(

2

-410

-310

-210

-110

1
+K

 (GeV/c)Tp
0.5 1 1.5 2

-K
00-20%
20-40%
40-60%
60-88.5%
p+p

FIG. 5. (Color online) Same as Fig. 4, but
for kaons.
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FIG. 6. (Color online) Same as Fig. 4, but
for protons and antiprotons.

nuclear modification factor. This is the ratio of the d + Au
invariant yields to the binary collision scaled p + p invariant
yields, that is,

RdAu(pT ) =
(
1
/
N evt

dAu

)
d2NdAu

/
dy dpT

TdAud2σ
pp

inel

/
dy dpT

, (5)

where TdAu = 〈Ncoll〉/σpp

inel describes the nuclear geometry,
and d2σ

pp

inel/dydpT for p + p collisions is derived from
the measured p + p cross section. 〈Ncoll〉 is the average
number of inelastic nucleon-nucleon collisions determined
from simulation using the Glauber model as input, as described
in Sec. II A. N evt

dAu is the number of d + Au events in the
relevant centrality class.

Figure 10 shows RdAu for pions, kaons, and protons for min-
imum bias d + Au collisions. We observe a nuclear enhance-
ment in the production of hadrons with pT � 1.5–2 GeV/c in
d + Au collisions, compared to that in p + p. As was already
suggested when comparing the enhancement for inclusive
charged hadrons with that of neutral pions [34], there is a
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FIG. 7. (Color online) Ratio of midrapidity spectra for π− to π+

in d + Au, p + p, and central Au + Au collisions. Error bars show
statistical uncertainties only.

species dependence in the Cronin effect. The Cronin effect
for charged pions is small, as was observed for neutral
pions. The nuclear enhancement for protons and antiprotons is
considerably larger. The kaon measurement has a more limited
kinematic range, but the RdAu agrees with that of the pions at
comparable pT .

Figure 11 shows RdAu for pions, kaons, and protons in
the four d + Au centrality bins. Peripheral d + Au collisions
(〈Ncoll〉 = 3.1 ± 0.3) do not show any modification of high-
momentum hadron production, compared to that in p + p

collisions. At pT � 1 GeV/c, the nuclear modification factor
falls below 1.0. This is to be expected as soft particle
production scales with the number of participating nucleons,
not with the number of binary nucleon-nucleon collisions.
More central collisions show increasing nuclear enhancement
in both high-pT pion and proton production.

The bands in Fig. 11 show a calculation of the Cronin
effect for pions by Accardi and Gyulassy, using a pQCD
model of multiple semihard collisions and taking geometrical
shadowing into account [13]. The agreement above 1 GeV/c,
where the calculation should be reliable, is very good for all
four centrality bins. This agreement illustrates that the multiple
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FIG. 8. (Color online) Same as Fig. 7, but for K− to K+.
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FIG. 9. (Color online) Same as Fig. 7, but antiprotons to protons.

partonic scattering and nuclear shadowing alone can explain
the observed Cronin effect and leaves very little room for gluon
saturation effects in the nuclear initial state at midrapidity at
RHIC energies [13].

C. Centrality dependence

We further probe the effect of cold nuclear matter upon
hadron production using the number of collisions suffered by
each projectile nucleon for the four centrality bins. Figure 12
compares the centrality dependence of RdAu for pions and
protons in two momentum bins. The modification factors
are plotted as a function of ν = Ncoll/N

d
part, the number

of collisions per participating deuteron nucleon. The lower
momentum bin, 0.6 � pT � 1.0 GeV/c, is chosen in the region
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FIG. 10. (Color online) Nuclear modification factor RdAu for
pions, kaons, and protons in d + Au collisions for minimum bias
events. The error bars represent the statistical errors. The box around
1.0 shows uncertainties in the p + p absolute cross section and in the
calculation of Ncoll. For the proton and antiproton RdAu, the ∼10%
systematic uncertainty is also presented as boxes around the points.
The systematic uncertainty on the pion and kaon RdAu is similar but
not shown in the picture for clarity.
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FIG. 11. (Color online) Nuclear modification factor RdAu for
pions, kaons, and protons in d + Au collisions in four centrality
bins. The error bars represent the statistical errors. Boxes around
1.0 show uncertainties in the p + p absolute cross section and in
the calculation of Ncoll. For the proton and antiproton RdAu, the
∼10% systematic uncertainty is also presented as boxes around the
points. The systematic uncertainty on the pion and kaon RdAu is
similar but not shown in the picture for clarity. Solid bands show the
calculation of the nuclear modification factors for pions by Accardi
and Gyulassy [13].

where RdAu is less than 1.0, and hadron yields scale very nearly
with the number of nucleons participating in the collision,
rather than with the number of binary collisions. As expected,

part
d/ Ncoll = Nν
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FIG. 12. (Color online) Integrated RdAu for pions and protons in
two momentum bins as a function of the number of collisions suffered
by the deuteron participant ν. Error bars indicate the quadrature sum
of statistical errors and uncertainties on the number of collisions bin
by bin. The solid box on the left shows the magnitude of the centrality
independent uncertainties.
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RdAu decreases with ν in this pT range, with negligible
difference between pions and protons. In the higher pT bin,
RdAu increases with the number of collisions, with a notably
larger rate of increase for baryons than for mesons. Though
the RdAu values for higher pT hadrons appear to flatten with
increasing centrality, the uncertainties are too large to allow
a definitive conclusion about saturation with the number of
collisions encountered by each participant nucleon [14].

D. Cronin effect for baryons

Figure 13 shows the ratio of the nuclear modification
factors observed for protons and antiprotons to that for pions
in the most central and most peripheral d + Au collisions.
The enhancement for protons is stronger, by approximately
30–50% in the most central collisions; this was also reported by
STAR [31,35]. The increasing difference between baryons and
mesons for more central collisions indicates that the baryon
production mechanism appears to depend upon the surround-
ing nuclear medium already found in d + Au collisions. We
note, however, that the species dependence of the Cronin effect
in d + Au collisions is much smaller than the factor of ≈3
enhancement of protons in central Au + Au collisions, as can
be seen by comparing the nuclear modification factors for
pions and protons in central Au + Au collisions shown below
in Sec. IV A.

By converting the nuclear modification factors to beam
per-nucleon cross section ratios and vice versa, it is possible
to compare them to measurements of the Cronin effect at other
energies. Figure 14 shows nuclear modification factors from
this work compared to those derived from α factors measured
at lower energies [2], in a manner similar to that used in [3]
to calculate per-nucleon cross section ratios. To make the
transition to nuclear modification factors from per-nucleon
cross section ratios we assume that σd+Au = 2σp+A and that
σp+d = 2 σp+p at the low energy of interest, which is a very
reasonable approximation for all particle species [2].

The observed species dependence of the enhancement is
similar to that measured in lower energy collisions [3]. The
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FIG. 13. (Color online) Ratio of the proton over the pion nuclear
modification in d + Au collisions, for central and peripheral events.
Error bars indicate statistical errors only.
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magnitude of the enhancement for pions at pT >3 GeV/c
is larger at

√
s = 27.4 GeV than at 200 GeV. Protons and

antiprotons are also more enhanced at the lower beam energy:
a factor of 3.5 at pT ≈ 4 GeV, as compared with a factor of
2 at

√
s = 200 GeV. This energy dependence of the Cronin

effect for pions has been interpreted as evidence for a different
production mechanism for high-pT hadrons at RHIC energies
compared to lower energies [36]. In this model, high-pT

hadrons are produced incoherently on different nucleons at low
energy, while in higher energy collisions the production am-
plitudes can interfere because the process of gluon radiation is
long compared to the binary collision time. Coherent radiation
from different nucleons is subject to Landau-Pomeranchuk
suppression. However, the difference between the baryon and
meson Cronin effects is not predicted by this model.

IV. DISCUSSION

Traditional explanations of the Cronin effect all involve
multiple scattering of incoming partons that lead to an en-
hancement at intermediate pT [12]. Various theoretical models
of multiple scattering predict somewhat different dependence
upon the number of scattering centers. The observed centrality
or ν dependence for pions is well reproduced by semihard
initial state scattering [13] as shown in Fig. 11; see also
[14–16]. The models include initial state multiple scattering
as well as geometrical shadowing. However, none of these
models would predict a species-dependent Cronin effect, as
initial state parton scattering precedes fragmentation into the
different hadronic species. The markedly larger Cronin effect
for protons and antiprotons requires processes in addition
to initial state multiple scattering in baryon production at
moderate transverse momenta.

Recently, Hwa and Yang [17] demonstrated an alternative
explanation of the Cronin effect, attributed to the recom-
bination of shower quarks with those from the medium in
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d + Au collisions. Such models do predict a larger Cronin
effect for protons than for pions, which may be justified by
the rather short formation times of pT = 2–4 GeV/c protons.
According to the uncertainty principle, the formation time in
the rest frame of the hadron can be related to the hadron size
Rh. In the laboratory frame, the formation time of a hadron
with mass mh and energy Eh is given by τf ≈ Rh

Eh

mh
. For a

pT = 2.5 GeV/c pion, the formation time is 9–18 fm/c (for
Rh = 0.5–1.0 fm), well outside the collision region. However,
for pT = 2.5 GeV/c protons, the corresponding formation
time is only 2.7 fm/c, suggesting that the hadronization process
may well begin in or near the nuclear medium.

A. Comparison to Au + Au collisions

The proton to pion ratio from minimum bias p + p and
minimum bias d + Au are compared to each other and to
central and peripheral Au + Au collisions in Fig. 15. As noted
above, protons and antiprotons are feed-down corrected in each
system.

The p/π ratio in d + Au is very similar to that in peripheral
Au + Au collisions and lies slightly above the p + p ratio. The
p/π ratio in central Au + Au collisions, however, is much
larger. The difference between the ratio in d + Au and central
Au + Au clearly indicates that baryon yield enhancement
is not simply an effect of sampling a large nucleus in the
initial state. The large enhancement requires the presence of a
substantial volume of nuclear medium.

Figures 16–18 compare the nuclear modification factors
for pions, kaons and (anti)protons in Au + Au and d + Au
collisions. The p + p data from this work allow, for the first
time, the calculation of nuclear modification factors in Au +
Au by PHENIX. The Au + Au data are taken from [7]. It
should be noted that common fluctuations between RdAu and
RAuAu in Figs. 17 and 18 arise because the p + p denominators
are common.
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FIG. 15. (Color online) Ratio of feed-down-corrected protons
to π+ and antiprotons to π− in minimum bias p + p and d + Au
compared to peripheral and central Au + Au collisions. Statistical
error bars are shown.
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FIG. 16. (Color online) Nuclear modification factors for pions,
comparing central and peripheral Au + Au collisions to central d +
Au. Note that the number of binary nucleon-nucleon collisions in
peripheral Au + Au and in central d + Au are very similar. Solid bars
on the left indicate normalization uncertainties in the p + p absolute
cross section and in the calculation of Ncoll for the three systems. Error
bars indicate statistical errors only; for the most central Au + Au case,
the systematic errors discussed in the text are shown as boxes around
the points.

Central and peripheral Au + Au collisions are compared
to central d + Au collisions, which have a similar number of
binary collisions as the peripheral Au + Au sample. Pions
show a much lower RAuAu at high pT in central than in
peripheral Au + Au collisions, as expected from the large
energy loss suffered by the partons in central collisions. The
nuclear modification factor rises faster with pT in d + Au
than in peripheral Au + Au, despite the comparable number of
binary collisions. As Au + Au involves a second Au nucleus,
shadowing effects can be expected to be larger, reducing the
observed Cronin effect.

The proton and antiproton nuclear modification factors
show a quite different trend. The Cronin effect, larger than
1.0 at higher pT values, is independent of centrality in
Au + Au collisions. This feature was already observed as
binary collision scaling of proton and antiproton production in
the central/peripheral collision yield ratios [6]. The Cronin
effect in d + Au is at least as large as that in peripheral
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FIG. 17. (Color online) Same as Fig. 16, but for kaons.
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FIG. 18. (Color online) Same as Fig. 16, but for protons and
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Au + Au. The difference indicates that baryon production
must involve a complex interplay of processes in addition to
initial state nucleon-nucleon collisions.

V. CONCLUSION

We have presented the centrality and species dependence of
identified particle spectra in d + Au collisions, including the
dependence of the nuclear modification factor upon the number
of collisions per participant nucleon. We also presented the
first measurement of RAuAu for pions, kaons, protons, and
antiprotons in Au + Au collisions.

The Cronin effect for charged pions is small, but nonzero.
The proton to pion ratio in d + Au is similar to that in
peripheral Au + Au, while the corresponding ratio in p + p

is somewhat lower. The nuclear modification factor in d + Au
for protons shows a larger Cronin effect than that for pions,
and the difference increases with collision centrality. This
difference was seen, but never fully understood, in lower
energy collisions; but it is not large enough to account for
the abundance of protons in central Au + Au collisions. The
difference between pions and protons does, however, indicate

that the Cronin effect is not simply due to multiple scattering
of the incoming partons. RAuAu for protons and antiprotons
confirms previous observations that the production of high-
pT baryons in Au + Au scales with the number of binary
nucleon-nucleon collisions, but the baryon yield per collision
in Au + Au exceeds that in p + p.
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We present an improved measurement of the double helicity asymmetry for �0 production in polarized
proton-proton scattering at

���
s
p
� 200 GeV employing the PHENIX detector at the Relativistic Heavy Ion

Collider (RHIC). The improvements to our previous measurement come from two main factors: Inclusion
of a new data set from the 2004 RHIC run with higher beam polarizations than the earlier run and a
recalibration of the beam polarization measurements for the earlier run, which resulted in reduced
uncertainties and increased beam polarizations. The results are compared to a Next to Leading Order
(NLO) perturbative Quantum Chromodynamics (pQCD) calculation with a range of polarized gluon
distributions.

DOI: 10.1103/PhysRevD.73.091102 PACS numbers: 13.85.Ni, 13.88.+e, 21.10.Hw, 25.40.Ep
TABLE I. Comparison of the data sets from 2003 (Run-3) and
2004 (Run-4) RHIC runs.

Run hPBi hPYi L (nb�1) LhPBPYi
2 (nb�1)

Run-3 0.35 0.30 220 2.6
Run-4 0.45 0.44 75 2.9
From polarized lepton-nucleon deep inelastic scattering
(DIS) experiments it is known that only �25% of the
proton spin can be attributed to the spins of the quarks
and antiquarks [1]. The rest of the proton spin is assumed to
be carried by the gluons and orbital angular momentum.

The double helicity asymmetry of inclusive �0 produc-
tion in polarized p� p collisions, A�

0

LL, is directly sensitive
to the polarized gluon distribution function in the proton
through gluon-gluon and gluon-quark subprocesses [2].
Results on A�

0

LL from polarized p� p collisions at
���
s
p
�

200 GeV using the PHENIX detector at the Relativistic
Heavy Ion Collider (RHIC) were published earlier [3]. The
unpolarized cross section for �0 production is described
well by next-to-leading-order perturbative QCD (NLO
pQCD) calculations within the theoretical scale uncer-
tainty [4]. The double spin asymmetry can hence be reli-
ably interpreted in terms of the polarized gluon and
polarized quark distributions in the nucleon.
A�

0

LL is the difference between �0 production cross sec-
tions for like helicity and unlike helicity proton collisions,
divided by the sum. Experimentally, A�

0

LL is obtained from
the difference in production rates for polarized collisions of
like and unlike helicities, divided by the sum, and normal-
ized by the product of the polarizations of each beam.

The published A�
0

LL data [3] were collected in the 2003
RHIC run (Run-3) when the average polarization of the
beams in RHIC was 0.35 and 0.30 for the ‘‘blue’’ and
‘‘yellow’’ ring, respectively. Recalibration of the proton-
carbon CNI polarimeter [5], based on a polarized atomic
hydrogen gas jet at RHIC [6], changed the absolute scale of
beam polarizations by 22%. In addition, this recalibration
reduced the uncertainty in the polarization measurement
for each beam from �34% to �18% (and for a product of
two beam polarizations from 65% to 28%). An important,
but less significant, change in Run-3 data as published
occurred when we found a polarization pattern error in
10% of the data files of Run-3, and this was corrected.
091102
In 2004, one week of RHIC operation was dedicated to
the study and improvement of the beam polarization in
RHIC. The PHENIX detector took data during this time.
The results of this run (Run-4) are presented here com-
bined with the data from the previous year.

The statistical uncertainty of a double spin asymmetry is
inversely proportional to the square root of the figure of
merit defined by LP2

BP
2
Y , where the PB and PY are the

beam polarization values of the blue and yellow RHIC
beams, respectively, and L is the integrated luminosity
collected by the experiment. Table I shows the average
beam polarization values, the integrated luminosities and
the figures of merit of the two runs. The Run-3 figure of
merit in [3] was 1:2 nb�1.

The stable spin direction in RHIC is vertical, and spin
rotators are used to provide longitudinal polarization at
PHENIX [7]. For the Run-3 and Run-4 data sets, the
longitudinal fraction of the beam polarization was >0:98
and >0:99, respectively. Details of the Run-4 analysis
method including the handling of detector efficiency, rela-
tive luminosity, determination of the longitudinal fraction
of the beam polarization in the PHENIX interaction region,
and the background subtraction are described in our Run-3
publication [3].

Table II and Fig. 1 show the results of the Run-3 rean-
alysis and the Run-4 analysis. Bunch-to-bunch and fill-to-
fill systematic uncertainties for the asymmetry measure-
ments are negligible. Also indicated for each data set are
the total scale uncertainties due to the uncertainty in beam
polarization, which consists of two terms: an 18% scale
-3
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TABLE II. A�
0

LL for four pT bins. The total point-to-point uncertainties are shown. Scale
uncertainties of 28%, 24% and 18% for Run-3, Run-4 and combined runs are not included. For
the combined results, uncorrelated systematic uncertainties for Run-3 and Run-4 have been
included as point-to-point uncertainties, and are shown in parenthesis.

pT (hpTi) Run-3 Run-4 Run-3�Run-4
(GeV/c) (10�2) (10�2) (10�2)

1–2 (1.59) �0:97� 0:85 �0:35� 0:72 �0:60� 0:56�0:10�
2–3 (2.39) �0:92� 0:90 0:56� 0:82 �0:10� 0:61�0:10�
3– 4 (3.37) �0:90� 1:88 0:03� 1:79 �0:41� 1:30�0:09�
4–5 (4.38) �1:37� 4:19 7:90� 4:04 3.23� 2.98 (0.65)

S. S. ADLER et al. PHYSICAL REVIEW D 73, 091102(R) (2006)
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uncertainty (9% for each beam), due to the proton-carbon
CNI polarimeter calibration, common for each data set;
and an uncorrelated uncertainty (21% in Run-3 and 16% in
Run-4). The additional pT-independent systematic uncer-
tainty related to the relative luminosity measurement be-
tween colliding bunches with the same and opposite
helicities was estimated to be below 1:5� 10�3.

Table II and Fig. 2 show the combined asymmetries for
Run-3 and Run-4 data. The point-to-point uncertainties
include the uncorrelated polarization uncertainties de-
scribed above. Figure 2 also presents two NLO pQCD
calculations using different assumptions for the polarized
gluon distribution. One uses the best global fit to the
inclusive DIS data (GRSV-std) and the other uses a polar-
ized gluon distribution equal to the unpolarized distribu-
tion at the input scale of Q2 � 0:4 GeV2 (GRSV-max)
[2,8].

Following the discussion in [3], we compared our results
with theoretical curves, calculating confidence levels
(C.L.) for all pT points (> 1 GeV=c) and for the three
 (GeV/c)Tp
0 1 2 3 4 5 6

L
L

A

-0.04

-0.02

0

0.02

0.04

0.06

0.08 Run-3-old
65% scale uncertainty is not included

Run-3-revised
28% scale uncertainty is not included

Run-4
24% scale uncertainty is not included

FIG. 1. Run-3 and Run-4 results on A�
0

LL versus mean pT in
each bin. Run-3-old results from [3] are also shown for com-
parison. For clarity, Run-3-old and Run-4 points are shifted by
�0:1 GeV=c and �0:1 GeV=c, respectively.
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highest pT points (> 2 GeV=c). The data are consistent
with GRSV-std with a C:L: � 61–63% (73–74%) for the
range in polarization uncertainty of the measurement, con-
sidering all four points (the three highest pT points). The
results are less consistent with the large gluon polarization,
with C:L: � 0:04–2% (0.3–5%) for GRSV-max [2,8].
These confidence levels do not include the theoretical
uncertainty from the choice of scales or of the parton
distribution functions or fragmentation function.

In summary, we present results for A�
0

LL that are im-
proved over our previous publication [3]. Both the statis-
tical and systematic uncertainties are reduced by more than
a factor of 2. The new results probe the polarized gluon
distribution in the proton with improved resolving power.
We conclude that the observed asymmetry is small and not
consistent with a maximal gluon polarization.
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for their vital contributions. We acknowledge support from
 (GeV/c)Tp
0 1 2 3 4 5 6

L
L

A

-0.04

-0.02

0

0.02

0.04

0.06

0.08

GRSV-max

GRSV-std

18% scale uncertainty not included

FIG. 2. Run-3�Run-4 combined results on A�
0

LL versus mean
pT in each bin. Two theoretical calculations based on NLO
pQCD are also shown for comparison with the data (see text
and [2,8] for details).
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Inclusive transverse momentum spectra of � mesons have been measured within pT � 2–10 GeV=c at
midrapidity by the PHENIX experiment in Au� Au collisions at

��������
sNN
p

� 200 GeV. In central Au� Au
the � yields are significantly suppressed compared to peripheral Au� Au, d� Au, and p� p yields
scaled by the corresponding number of nucleon-nucleon collisions. The magnitude, centrality, and pT
dependence of the suppression is common, within errors, for � and �0. The ratio of � to �0 spectra at high
pT amounts to 0:40< R�=�0 < 0:48 for the three systems, in agreement with the world average measured
in hadronic and nuclear reactions and, at large scaled momentum, in e�e� collisions.
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The major motivation for the study of high energy
nucleus-nucleus (A� A) collisions is the opportunity to
probe strongly interacting matter at extremely high energy
densities. Of particular interest are energy densities well
above the expected transition from normal hadronic matter
to a deconfined system of quarks and gluons. Lattice
quantum chromodynamics (QCD) calculations [1] predict
that this transition will occur at a temperature of T �
170 MeV � 1012 K. The formation of a quark-gluon
plasma (QGP) in A� A reactions should manifest itself
in a variety of experimental signatures [2].

At center-of-mass energies reached by the Relativistic
Heavy Ion Collider (RHIC), arguably the most exciting
experimental results so far are connected with the pre-
dicted ‘‘jet quenching’’ phenomenon [3–5] due to energy
loss of hard-scattered partons as they traverse the dense
medium formed in the reaction. Since (leading) hadrons
with pT > 4 GeV=c at RHIC carry a large fraction of the
momentum of the parent quark or gluon [hzi �
phadron=pparton � 0:5–0:7 [6,7] ], parton energy loss results
in a significantly suppressed production of high-pT had-
rons [4]. The inclusive spectra of high-pT neutral pions
[8,9] and charged hadrons [10,11] in Au� Au at

��������
sNN
p

�

200 GeV are indeed suppressed by as much as a factor of 5
compared to the corresponding yields in p� p [12] and
d� Au [13,14], scaled by the number of incoherent
nucleon-nucleon (NN) collisions. The centrality [15], pT
[16–18] and center-of-mass energy [19] dependences of
the observed quenching are consistent with theoretical
calculations of QCD energy loss due to multiple gluon
emission in a dense medium. Assuming a thermalized
parton system, the magnitude of the suppression for central
Au� Au at

��������
sNN
p

� 200 GeV implies initial energy den-
sities above 15 GeV=fm3, �100 times larger than normal
nuclear matter [20].

The equal amount of suppression for �0 and h� ob-
served above pT � 5 GeV=c for the same Au� Au cen-
trality seems to indicate that the mechanism of quenching
is independent of the identity of the high-pT light-quark
hadron. This is expected if the suppression takes place at
the parton level prior to its fragmentation into a given
hadron. Indeed, in this case the high-pT deficit depends
only on the energy lost in the medium by the parent (u; d; s)
quark or gluon and not on the nature of the final leading
hadron which will be produced with the same universal
probabilities (fragmentation functions) which govern had-
ron production in the vacuum in more elementary systems.
The partons involved in high-pT hadroproduction consid-
ered in this work have typical momenta * 5 GeV=c, 10
times larger than the ‘‘bulk’’ average momenta hpTi �
0:55 GeV=c of the system [21]. Such energetic partons
are then supposed to traverse (and lose energy in) the
medium and hadronize in the vacuum a few tens of fm=c
later [15]. The equal suppression of h� and �0 does not by
itself provide a conclusive argument for parton energy loss
before fragmentation in the vacuum because above pT �
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5 GeV=c, unidentified charged hadron yields are domi-
nated by �� [11]. Measurement of the yields of an addi-
tional light-quark species like the � meson at large enough
pT allows a confirmation of the independence of the
quenching with respect to the nature of the produced
hadron, and tests the consistency of the data with
medium-induced partonic energy loss prior to vacuum
hadronization. Besides its interest as a signal in its own
right, the � meson constitutes, after the �0, the second
most important source of decay e� and �. Reliable knowl-
edge of their production cross sections is thus required in
order to eliminate the background of secondary e� and � in
single electron [22], dielectron [23], and direct � [24]
measurements.

This Letter presents measurements of the � meson by
the PHENIX experiment [25] in Au� Au collisions at��������
sNN
p

� 200 GeV during the second RHIC run (2001–
2002) and compares them to � from p� p and d� Au
[26] and to �0 [8,9] and direct � [24] from Au� Au, all
measured in the same experiment at the same

��������
sNN
p

. The �
measurement reaches the second largest pT for identified
hadrons at RHIC, after the �0. The analysis reported here
uses beam-beam counters (BBC, 3:0< j�j< 3:9) plus the
zero degree calorimeters (ZDC) for trigger and global
event characterization. For each collision, the reaction
centrality is obtained by cuts in the correlated distribution
of the charge detected in the BBC and the energy measured
in the ZDC [27]. A Glauber Monte Carlo model combined
with a simulation of BBC and ZDC responses is used to
determine the corresponding nuclear overlap function
hTAAi for each centrality [8]. The � mesons are recon-
structed at midrapidity in the lead-scintillator (PbSc) elec-
tromagnetic calorimeter [28] via their �� decay mode
(BR � 39:43%). The PbSc consists of 15 552 individual
lead-scintillator sandwich modules (5:54 cm� 5:54 cm�
37:5 cm, 18X0), grouped in six sectors located at a radial
distance of 5.1 m from the beam line, covering a total solid
angle of �� � 0:7 and �� � 3�=4 rad. The energy cali-
bration of the PbSc modules is obtained from the beam-test
values and confirmed with the measured position of the �0

mass peak, the energy deposited by minimum ionizing
particles traversing the calorimeter, as well as with the
expected EPbSc=ptracking � 1 value for e� identified by
the Ring-Imaging Čerenkov detector. The systematic error
on the absolute energy scale is less than 1.5%, which
translates into a maximum 8% uncertainty in the final �
yields.

For this analysis a minimum bias (MB) trigger sample of
34� 106 events, also used for the previously published �0

analysis [8], is combined with a Level-2 trigger event
sample for centralities 0%–60%, equivalent to an addi-
tional 30� 106 minimum bias events. The Level-2 trigger
sample is obtained with a software trigger on highly ener-
getic particles (3.5 GeV threshold). The resulting trigger
reaches a 50% (100%) efficiency for � above pT �
5�7	 GeV=c. The normalization of the Level-2 data sample
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relative to the MB data sample is accurate to 2%. Both
sets of events are required to have a vertex position jzj<
30 cm along the beam axis. Photon candidates are identi-
fied in the PbSc by applying particle identification (PID)
cuts based on the time-of-flight and shower profile [8,26].
The systematic uncertainty on the yields related to the
applied PID cuts is �8%. The � yields are determined
by an invariant mass analysis of photon pairs with asym-
metries jE�1 � E�2j=�E�1 � E�2	< 0:5. The combinato-
rial background is obtained by combining uncorrelated
photon pairs from different events with similar centrality
and vertex, and by normalizing the distribution in a region
below (minv � 400–450 MeV=c2) and above (minv �
750–1000 MeV=c2) the � mass peak. The resulting distri-
bution is fit to a Gaussian plus an exponential to account
for the residual background not described by the mixed-
event background (inset of Fig. 1). The open (solid) sym-
bols depict the � signal after mixed (plus residual) back-
ground subtraction. To estimate the uncertainty in the
subtraction procedure, different pair asymmetries and an
alternative linear parametrization of the residual back-
ground are used. The signal-to-background ratio in periph-
eral (central) collisions is approximately 1.3 (1.5) for the
highest pT and 0.05 (0.002) for the lowest pT .

The raw spectra are normalized to one unit of rapidity
and full azimuth. This purely geometrical acceptance fac-
tor amounts to �4 at large pT . The spectra are further
corrected for the detector response (energy resolution, dead
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FIG. 1 (color online). Invariant � yields as a function of
transverse momentum for 3 centralities and MB Au� Au at��������
sNN
p

� 200 GeV scaled by the factors indicated in the plot.
Inset: invariant mass distribution of � pairs with pT �
4–5 GeV=c measured in MB Au� Au, after mixed-event (black
open circles) plus residual (red solid circles) background sub-
traction.
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areas), the reconstruction efficiency (analysis cuts), and
occupancy effects (cluster overlaps). These corrections
are quantified by embedding simulated single � from a
full PHENIX GEANT [29] simulation into real events, and
analyzing the merged events with the same analysis cuts
used to obtain the real yields. The total � yield efficiency
correction is �3 and rises & 20% with centrality. The
losses are dominated by fiducial and asymmetry cuts.
The nominal energy resolution is adjusted in the simulation
by adding a pT-independent energy smearing of 3% for
each PbSc tower. The shape, position, and width of the �
peak measured for all pT’s and centralities are well repro-
duced by the embedded data.

The main sources of systematic errors in the measure-
ment are the uncertainties in the yield extraction (10%–
30%), the yield correction (10%), and the energy scale (a
maximum of 8%). The final combined systematic errors on
the spectra are at the level of 10%–30% (point-to-point)
and 10%–20% (pT-correlated) depending on the pT and
centrality bin [26]. A correction in the yield to account for
the true mean value of each pT bin is applied to the steeply
falling spectra. The fully corrected pT distributions are
shown in Fig. 1 for MB and 3 centrality bins (0%–20%,
20%–60%, and 60%–92%) scaled for clarity by the fac-
tors indicated. The error bars are the quadratic sum of
statistical and systematic errors.

Medium effects in A� A collisions are quantitatively
determined using the nuclear modification factor given as
the ratio of the measured A� A invariant yield over the
p� p cross section scaled by the Glauber nuclear overlap
function hTAAi in the centrality bin under consideration:

RAA�pT	 �
d2NAA=dpTdy

hTAAid2�pp=dpTdy
: (1)

Deviations from RAA�pT	 � 1 quantify the degree of de-
parture of the hard A� A yields from an incoherent super-
position of NN collisions. Figure 2 compares the nuclear
modification factor for � in central (0%–20%), semicen-
tral (20%–60%), and peripheral (60%–92%) Au� Au
reactions using the reference d2�pp=dpTdy spectrum mea-
sured in p� p collisions [26]. As observed for high-pT �0

[8,9], the � yields are consistent with the expectation of
independentNN scatterings in peripheral reactions (RAA �
1) but are increasingly reduced for smaller centralities. The
pT dependence of RAA is flat above 4 GeV=c as seen also
for the �0.

Figure 3 compares the RAA�pT	measured in Au� Au at��������
sNN
p

� 200 GeV for � (0%–20% centrality), �0 [8,9],
and � [24] (0%–10% centralities). Whereas direct � are
unsuppressed compared to the TAA-scaled reference given
here by a next-to-leading-order (NLO) calculation [24,30]
that reproduces the PHENIX p� p photon data well [31],
�0 and � are suppressed by a similar factor of �5 com-
pared to the corresponding p� p cross sections [9,26].
Within the current uncertainties, light-quark mesons at
1-4
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FIG. 2 (color online). Nuclear modification factors for � in
Au� Au centralities: 0%–20%, 20%–60%, 60%–92%. The
error bars show point-to-point uncertainties. The absolute nor-
malization error bands at RAA � 1 show the uncertainties in
hTAAi for decreasing centralities. The error box on the right
indicates the 9.7% p� p cross-section uncertainty [14].
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RHIC show a flat suppression in the range pT �
4–14 GeV=c, independent of their mass (note that the �
is 4 times heavier than the �0). The results are in agree-
ment with expectations of in-medium non-Abelian energy
loss of the parent parton prior to its fragmentation in the
vacuum. The initial gluon densities needed to quench the
high-pT hadrons by such an amount are of the order of
dNg=dy � 1100 (solid curve in Fig. 3) [16].

An additional way to determine possible differences in
the suppression pattern of �0 and � is to study the central-
ity dependence of the �=�0 ratio in Au� Au collisions
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FIG. 3 (color online). RAA�pT	measured in central Au� Au at��������
sNN
p

� 200 GeV for �, �0 [8,9], and direct � [24]. The error
bars include all point-to-point errors. The error bands at RAA � 1
have the same meaning as in Fig. 2. The baseline p� p!
�� X reference used is a NLO calculation [24,30], that repro-
duces our own data well [31], with theoretical uncertainties
indicated by the dash-dotted lines around the points. The solid
yellow curve is a parton energy loss prediction for a medium
with density dNg=dy � 1100 [16].

20230
and compare it with the ratio in more elementary systems
(e�e�, p� p, d� Au). The �=�0 ratio in hadron-hadron,
hadron-nucleus, and nucleus-nucleus collisions is seen to
increase rapidly with pT and flatten out above pT �
2:5 GeV=c at an asymptotically constant R�=�0 � 0:5 for
all systems [26]. Likewise, in e�e� at the Z pole (

���
s
p
�

91:2 GeV) one also findsR�=�0 � 0:5 for� and�0 at large
scaled momenta xp � phadron=pbeam * 0:3–0:7 [26] con-
sistent with the range of fractional momenta hzi relevant for
high-pT production discussed here. It is interesting to test
if this ratio is modified in any way by final- and/or initial-
state medium effects in Au� Au collisions at RHIC.

Figure 4 shows R�=�0�pT	 for three Au� Au centrality
selections and for p� p and d� Au collisions [26]. A fit
to a constant for pT > 2 GeV=c gives RAuAu0%–20%

�=�0 �

0:40� 0:04, RdAuMB
�=�0 � 0:47� 0:03, and Rpp

�=�0 � 0:48�

0:03, where the quoted errors are the quadratic sum of
statistical and systematic uncertainties. The Au� Au ratio
is consistent within�1�with both the essentially identical
d� Au and p� p ratios. The R�=�0 ratio shows thus no
apparent collision system, centrality, or pT dependence.
The dotted curve is the predicted PYTHIA [32] result for the
p� p ratio at

���
s
p
� 200 GeV which is also coincident

with the world data measured in the same momentum
range in hadronic, nuclear, and e�e� collisions in a wide
range of energies (

���
s
p
� 3–1800 GeV) [26].

In summary, the transverse momentum spectra of �
mesons have been measured at midrapidity in the range
pT � 2–10 GeV=c in Au� Au at

��������
sNN
p

� 200 GeV. The
invariant yields per nucleon-nucleon collision are increas-
ingly depleted with centrality in comparison to p� p
results at the same center-of-mass energy. The maximum
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FIG. 4 (color online). �=�0 ratio in Au� Au (centralities:
0%–20%, 20%–60%, 60%–92%) compared to the ratio in p�
p and d� Au [26] at

��������
sNN
p

� 200 GeV. The error bars include
all point-to-point errors that do not cancel in the ratio of yields.
The dashed curve is the PYTHIA [32] prediction for p� p at���
s
p
� 200 GeV consistent with the asymptotic R�=�0 � 0:5

measured in hadronic and e�e� collisions in a wide range of
c.m. energies [26].
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suppression factor is �5 in central Au� Au. The magni-
tude, pT , and centrality dependences of the suppression are
the same for � and �0 suggesting that the production of
light neutral mesons at large pT in nuclear collisions at
RHIC is affected by the medium in the same way. The
measured �=�0 ratio is flat with pT and amounts to
R�=�0 � 0:40� 0:04. This value is consistent with the
world value at high pT in hadronic and nuclear reactions
and, at high xp, in e�e� collisions. We conclude that all
these observations are in agreement with a scenario where
the parent parton first loses energy in the produced dense
medium and then fragments into a leading meson in the
vacuum according to the same probabilities that govern
high-pT hadroproduction in more elementary systems
(p� p, e�e�).
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Direct photons in 200 GeV p + p, d+Au, and Au+Au from PHENIX
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Direct photons were measured with the PHENIX experiment in p + p, d+Au, and
Au+Au at

√
sNN = 200 GeV. To tackle the pT region below 5 GeV/c, direct photons

were measured through their internal conversion into e+e− in Au+Au collisions.

1. Introduction

Direct photons are a unique probe of the hot and dense matter created at RHIC: they
allow access to the initial, thermalized state of the collision. Their measurement, however,
is challenging. One has to cope with a large background from hadronic decays.

Direct photon measurements in p + p constrain the hard-scattering contribution in
Au+Au. A comparison to d+Au allows to quantify contributions from initial-state effects.
In heavy ion collisions, thermal direct photons constrain the temperature of the collision
system in its hottest phase while hard direct photons serve as a crucial baseline for the
interpretation of the high-pT hadron suppression observed earlier [1].

2. Direct Photon Analysis Via Low-Mass Electron Pairs

The conventional direct photon measurement with the EMCal has been described else-
where [2,3]. In the following we will focus on the measurement through internal conversion
of direct photons into e+e−. Compared to the conventional measurement, this technique
improves both the signal-to-background ratio and the energy resolution at intermediate
pT where thermal production is expected to contribute substantially [4]. The measure-
ment relies on a combination of excellent mass resolution at low invariant mass, mee, and
a low conversion probability due to little material in the aperture. It has been carried out
in heavy ion experiments for the first time [5,6].

The full 2004 data set of about 900 M minimum bias events was analyzed. Events and
centrality were selected as described in [7]. Electrons in the central arms were identified by
matching charged particle tracks to clusters in the EMCal and to rings in a ring imaging
Čerenkov (RICH) detector.

To illustrate the underlying idea we consider the π0 Dalitz decay where one decay
photons is a virtual photon that further decays into an e+-e− pair. The invariant-mass
distribution of the virtual photon is given by [8]

∗Building 510 C, Brookhaven National Laboratory, Upton, NY11973-5000, USA
†For the full PHENIX Collaboration author list and acknowledgements, see Appendix “Collaboration”
of this volume.

Nuclear Physics A 774 (2006) 731–734

0375-9474/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.nuclphysa.2006.06.125



 (GeV)eem
0 0.1 0.2 0.3 0.4 0.5 0.6

-3
10

-210

-110

1

10

210

3
10

 Dalitz0π

 Dalitzη

 internal conversionγdirect 

γ

π0

π0

ηη

γ

Rdirect

Rη

Rπ0

Rdata

Figure 1. Invariant-mass distribution of vir-
tual photons from the π0 and η Dalitz decays
as well as from direct photons according to Eq.
1. It is illustrated how the various contribu-
tions decrease to a fraction R when going to
higher invariant mass with the π0 contribution
exhausting.

-2 )c
 (

G
e

V
/

η
d

T
N

/d
p

2
]d

e
v
t

N
T

p
π

1
/[
2

-11
10

-10
10

-9
10

-8
10

-7
10

p+p PHENIX Preliminary
NLO-pQCD

T,2pT,pT=0.5pμCTEQ6M 

d+Au PHENIX Preliminary
Binary-Scaled NLO-pQCD

T,2pT,pT=0.5pμCTEQ6M 

Bands represent sytematic error

)c(GeV/Tp
4 6 8 10 12 14 16 18 20

Figure 2. Preliminary direct photon
invariant yield as a function of pT for
p+p [3] and minimum-bias d+Au col-
lisions at

√
s

NN
= 200 GeV. The solid

curves are pQCD predictions [9] for
three different scales that represent
the uncertainty on the calculation.

1

Nγ

dNee

dmee

=
2α

3π

√

√

√

√1 − 4m2
e

m2
ee

(1 +
2m2

e

m2
ee

)
1

mee

| F (m2
ee) |2 (1 − m2

ee

M2
)3 , (1)

and depicted in Fig. 1. In general, any source of real photons produces virtual photons
with very low invariant mass. The rate and mass distribution of those virtual photons
is given by the same formula3. For direct photons the phase space is not limited when
mee << pphoton

T .
To obtain a clean invariant-mass distribution of e+-e− pairs, pairs originating from pho-

ton conversions in the beam pipe or detector material are rejected by an analysis cut. The
combinatorial background is removed by the mixed-events technique. In this measure-
ment decay photons can mostly be eliminated by measuring the yield of e+-e− pairs in an
invariant-mass region where pairs from the π0 Dalitz decay are largely suppressed due to
their limited phase space. In order to convert the measured virtual photons into real pho-
tons, the obtained yield has to be related to the yield in an region where the phase space
is unrestricted, so that γ�

direct/γ
�
incl. = γdirect/γincl.. The term γ�

direct/γ
�
incl. can be calculated

from the ratio of total yields in the two intervals, Rdata = N(90-300 MeV)/N(0-30 MeV),

3Since the virtual photons decay in the medium, this relation might be slightly modified. This would not
affect the significance of the observed excess of direct photons, only its translation into an absolute yield
of real direct photons.
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Figure 3. a) Direct photon excess for the conventional and the internal-conversion mea-
surement in central Au+Au. b) Direct photon spectrum from the latter compared to
pQCD [9], thermal-photon [11], and the sum of both calculations.

which is known from the measurement, and the ratios, Ri, i = {γdirect, π
0, η, other}, for

the various contributions, which can precisely be calculated from Eq. 1 (cf. Fig.1). Decay
photons from a cocktail of hadrons are considered here. Finally, the yield of real inclusive
photons known from the EMCal measurement [2] is needed to obtain the yield of real
direct photons.

Since only the ratio of decay photon yields in the two invariant-mass intervals is needed,
the uncertainty on the η-to-π0 ratio of about 20 % [10] is the main source of uncertainty,
translating into an uncertainty of 20 % on the measured direct photon yield. Other sources
are the EMCal-measured inclusive photon yield (10 %) and the e+-e−-pair acceptance
(5 %). The total systematic uncertainty is 25 %.

3. Results

The preliminary direct photon spectra from the conventional measurement for p + p
[3] and minimum-bias d+Au at

√
s

NN
= 200 GeV is shown in Fig. 2. For the whole

pT range of 5 to 16 GeV/c the observed yield is consistent with a next-to-leading-order
perturbative-QCD (NLO pQCD) calculation [9] for both p + p and d+Au. This supports
the validity of the pQCD calculation as a reference for hard direct photon production in
Au+Au. As shown by PHENIX in the 2002 run [2], at high pT direct photon production
is consistent with the pQCD expectation also in Au+Au. In the following we will focus
on the region at intermediate pT .
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In a preliminary analysis with the conventional method, a small but stable subset of the
2004 data was selected to revisit the intermediate-pT region, where no significant result
had been previously obtained for pT <∼3 GeV/c. The new result is shown in Fig. 3 a) in
terms of the double ratio (γ/π0|meas.)/(γ/π0|bckgrd.). This ratio indicates a direct photon
excess as an enhancement above 1. There is still no significant excess below 3 GeV/c.
Further work is ongoing to increase the significance.

The preliminary result from the measurement of virtual photons is presented in the
same figure in terms of γdirect/γincl. + 1, which also indicates a direct photon excess as
an enhancement above 1. (Note that the two quantities aren’t exactly equivalent.). The
result shows a significant direct photon excess of about 10 % for 1 < pT < 5 GeV/c and
the 20 % most central Au+Au collisions. It is consistent with the EMCal measurement.
In Fig. 3 b) the direct photon invariant yield from the virtual photon measurement is
shown and compared to various theoretical calculations. With large significance, a direct
photon spectrum was obtained for 1 < pT < 5 GeV/c. The spectrum lies significantly
above a TAB-scaled pQCD calculation [9] for pT <∼3 GeV/c. A 2+1 hydrodynamical model
[11] for thermal-photon emission with an average initial temperature of T ave

0 = 360 MeV
(Tmax

0 = 570 MeV) and a formation time of τ0 = 0.15 fm/c underpredicts the data for pT

>∼3 GeV/c. The data can be described when both sources are combined. The obtained
temperature is only meaningful if the observed excess is of thermal origin. To confirm the
result, an analysis of p + p and d+Au using the same technique is needed. If the excess
in Au+Au is mainly from thermal photons the reference data will show a much smaller
effect.

4. Summary

Direct photons were measured with the PHENIX experiment in p + p, d+Au, and
Au+Au at

√
sNN = 200 GeV. At high pT (>∼5 GeV/c), the measured yield in all systems

is consistent with a NLO pQCD calculation. To tackle the pT region below 5 GeV/c,
direct photons were measured through their internal conversion into e+e− in Au+Au
collisions. With this powerful technique a significant measurement for 1 < pT < 5GeV/c
was achieved, lying significantly above the NLO pQCD expectation, but consistent with
calculations when thermal photon emission is taken into account.
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Abstract. The measurement of direct photons in
√
sNN = 200GeV p+p and Au+Au collisions

is presented. The signal is compared to NLO pQCD calculations, which, in case of Au+Au,
are scaled with the number of underlying nucleon-nucleon collisions. The agreement of the
calculation with the data in both cases confirms the scaling of hard processes with the number of
nucleon-nucleon collisions and supports the explanation of the earlier-observed pion suppression
as a final-state effect.

1. Introduction
Direct photons are a unique probe of the hot and dense matter created at RHIC: they allow
access to the initial, thermalized state of the nuclear collision. Their measurement, however, is
challenging. One has to cope with a large background from hadronic decays.

While several definitions of direct photons are used, we pragmatically attribute this term to
all photons that are not decay photons. The main direct photon production processes are quark-
antiquark annihilation and quark-gluon Compton scattering [1]. In addition, direct photons are
produced through fragmentation of hard partons. These are also called bremsstrahlung photons.

Direct photon measurements in p+p collisions provide a superb test of pQCD. They probe the
gluon distribution function. At RHIC they can also probe the spin gluon distribution function [2]
in the polarized-proton program. In contrast to hadron measurements, their interpretation does
not suffer much from uncertainties on the fragmentation function. Furthermore, they provide a
constraint on the hard-scattering contribution to direct photon production in Au+Au collisions.

In heavy ion collisions, thermal direct photons allow, in principle, measurement of the
temperature of the collision system in its hottest phase. Also, hard direct photons serve as
a crucial baseline for the interpretation of the earlier observed high-pT hadron suppression
[3]. Interactions of hard partons with the medium provide an additional source of direct
photons, either through annihilation and Compton scattering [4] or through medium-induced
bremsstrahlung [5].

With its high-resolution, highly-segmented electromagnetic calorimeter PHENIX [6] has an
excellent capability to measure photons. PHENIX has made precision measurements of neutral
pions and η mesons up to transverse momenta of 15 GeV/c. With this crucial measurement
of the direct photon background, PHENIX has extracted direct photons in p + p and Au+Au
collisions at

√
sNN = 200 GeV.
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Figure 1. PHENIX preliminary direct photon invariant cross section [7] in p + p collisions at√
s = 200 GeV . The left panel shows the result obtained with even-by-event subtraction of

decay photons. The curves represent a NLO pQCD calculation for three different scales. The
right panel compares this result to the result obtained by an isolation cut.

2. Direct Photon Analysis
The first step in the direct photon analysis in Au+Au is to get a clean inclusive photon sample.
To achieve this, non-photon backgrounds, as from charged particles, have to be subtracted. The
next step is to measure the pT spectrum of π0’s and η’s. From these spectra, the number of
decay photons is determined in a Monte Carlo calculation, which also considers contributions
from other hadronic decays. Finally, the decay photon spectrum is subtracted from the inclusive
photon spectrum to obtain the direct photon spectrum. This method makes no attempt to
identify direct photons on an event-by-event basis. Therefore it is called the subtraction method
or statistical method. Further details can be found in [8].

In p+p collisions, where the multiplicity and the occupancy on the detector are small, it is
possible to tag and subtract decay photons event by event. In addition, an isolation cut, i. e. a
cut on the maximum energy allowed in a cone around a direct photon, allows further suppression
of decay photons on an event-by-event basis. As an additional feature the isolation cut helps to
identify fragmentation photons. Further details on the p+ p analysis can be found in [7].

For the measurement of direct photon production in p+p collisions, an integrated luminosity
of 266 nbarn−1 sampled in the 2003 RHIC p+ p run was analyzed. The Au+Au result is based
on the 2002 run with an integrated luminosity of 24 µbarn−1. Photons were detected by the
electromagnetic calorimeter (EMCal), which is located in the two central arms of the PHENIX
detector, each covering 2 ∗ 90◦ in azimuth and a pseudorapidity (η) range of ±0.35. For the
p+ p measurement, only one arm was used. The energy calibration was checked by the position
and width of the π0 invariant-mass peak. The fraction of charged-particle contamination was
determined with the central-arm tracking detectors which are located in front of the EMCal.
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3. Direct Photon Cross Section in p+ p Collisions
Figure 1 shows the PHENIX preliminary direct photon cross section measured in

√
s = 200 GeV

p+ p collisions as a function of pT [7]. The left panel shows the result obtained with event-by-
event tagging and subtraction of decay photons. The curves represent a NLO pQCD calculation
for three different scales [9]. The calculation agrees well with the measurement. The right
panel of Fig. 1 compares this result to the result obtained by an isolation cut. No significant
reduction of the direct photon yield by the isolation cut is observed. This suggests that either
the contribution from fragmentation photons is small or that the efficiency of the isolation cut
to discount fragmentation photons is low. These preliminary results substantially increase the
statistical significance and the pT reach of the published result from the 2002 run [10].

4. Direct Photon Yield in Au+Au Collisions
The direct photon spectra measured in

√
sNN = 200 GeV Au+Au collisions [8] are shown in

Fig. 2 for different centrality selections. They are compared to NLO pQCD calculations [9]
scaled by the corresponding number of binary nucleon collisions. It can be seen that the pQCD
calculations provide a good description of the measured direct photon spectra.

A common way to study possible medium effects in AA collisions is the nuclear modification
factor RAA, i. e. the ratio of the AA invariant yields to the NN -collision-scaled p+ p invariant
yields [3]. The centrality dependence of RAA for the integrated yield in pT > 6 GeV/c for
direct photons (closed circles) is now compared to that of π0’s (open circles) in Fig. 3. The
direct photon p + p yield is taken as the NLO pQCD calculation [9] as in the previous figure,
while the π0 p+ p yield is taken from the measured π0 yield [11]. The RAA trend confirms the
observation from above in more detail: the direct photon production in Au+Au is consistent
with the binary-scaled p + p pQCD calculation. This is in sharp contrast [3] to the centrality
dependence of the π0 RAA, indicating that the observed large suppression of high-pT hadron
production in central Au+Au collisions is dominantly a final-state effect due to parton energy
loss in the dense produced medium, rather than an initial-state effect.
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5. Summary
Direct photon production has been measured in p + p and Au+Au collisions at

√
sNN = 200

GeV. In p + p, NLO pQCD calculations agree well with the measurement. The equally good
agreement between measurement and binary scaled pQCD calculations in Au+Au suggests that
nuclear modifications at mid-rapidity are small. The result provides strong confirmation that
the observed large suppression of high pT hadron production in central Au+Au collisions is
dominantly a final-state effect.
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The PHENIX experiment has measured midrapidity (j�j< 0:35) transverse momentum spectra (0:4<
pT < 5:0 GeV=c) of electrons as a function of centrality in Au� Au collisions at

��������
sNN
p

� 200 GeV.
Contributions from photon conversions and from light hadron decays, mainly Dalitz decays of �0 and �
mesons, were removed. The resulting nonphotonic electron spectra are primarily due to the semileptonic
decays of hadrons carrying heavy quarks. Nuclear modification factors were determined by comparison to
nonphotonic electrons in p� p collisions. A significant suppression of electrons at high pT is observed in
central Au� Au collisions, indicating substantial energy loss of heavy quarks.
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It is well established that neutral pions and charged
hadrons are strongly suppressed at high transverse momen-
tum (pT) in high energy Au� Au collisions [1–5]. The
suppression, which is absent in d� Au collisions at mid-
rapidity, implies that hard scattered partons traversing the
medium created in Au� Au collisions experience consid-
erable energy loss. Although high pT suppression is ex-
pected for charm quarks as well, their interaction with the
medium has been predicted to be smaller than for light
quarks, i.e., they should lose a lower fraction of their
energy, as their large mass decreases the phase space
available for gluon radiation, which is known as the
‘‘dead cone’’ effect [6]. If the medium is indeed less
opaque to charm quarks, they will also participate less in
the collective expansion of the medium, leading to a
smaller elliptic flow strength v2 [7] for particles carrying
charm quarks compared to those solely composed of light
quarks. Such medium effects should be even less pro-
nounced for bottom than for charm quarks.

The interaction of heavy quarks with the medium can be
studied experimentally through systematic measurements
of the pT spectra of open heavy flavor, i.e., hadrons com-
posed of a heavy and a light quark. While the full recon-
struction of D meson decays at the Relativistic Heavy Ion
Collider (RHIC) is reported for d� Au collisions [8],
indirect measurements of open heavy flavor via semilep-
tonic decays are available for p� p and d� Au collisions
at

��������
sNN
p

� 200 GeV [8–10] as well as for Au� Au colli-
sions at 130 and 200 GeV [11,12]. In p� p collisions, the
extracted electron pT spectrum from heavy flavor decays is
in reasonable agreement with perturbative quantum chro-
modynamics (pQCD) calculations in next-to-leading order.
However, the data leave room for contributions from fur-
ther production mechanisms in which the heavy quarks are
not created in the initial hard parton scattering, e.g., via jet
fragmentation [9]. In d� Au collisions, no indications for
strong cold nuclear matter effects were found [8,10]. For
Au� Au collisions of different centrality, the total electron
yield from heavy flavor decays was observed to scale with
the nuclear overlap integral hTAAi as expected for pointlike
pQCD processes [12]. However, these electrons show an
azimuthal anisotropy with respect to the reaction plane
[13], consistent with the notion of charm quark flow in
Au� Au collisions. It has been pointed out that if the
charm quarks flow along with the bulk of the medium,
this is evidence for thermalization of charm. In this situ-
ation, the medium modifications of the charm spectrum
should be substantial [14].

In this Letter, we report on the pT spectra of nonpho-
tonic electrons, �e� � e��=2, measured at midrapidity
(j�j< 0:35) up to pT � 5 GeV=c by the PHENIX experi-
ment in Au� Au collisions at

��������
sNN
p

� 200 GeV. The
photonic electron background was removed by a cocktail
subtraction, in contrast to the converter subtraction used in
[12], where a subset of the current data sample was ana-
lyzed. The converter method is better suited for a determi-
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nation of the total yield of heavy flavor electrons, while the
cocktail subtraction used here provides a precision mea-
surement of the spectral shape [15]. The nuclear modifica-
tion is then determined by comparing the spectra to those
in p� p collisions [9].

The data used in this analysis were collected by the
PHENIX detector [16] during the 2001 run of RHIC. A
coincidence of the beam-beam counters (BBC) and the
zero degree calorimeters (ZDC) provided the minimum
bias trigger (92:2�2:5

�3:0% of the Au� Au inelastic cross
section). The centrality was determined by the correlation
between the multiplicity measured by the BBC and the
energy of spectator neutrons measured by the ZDC. After
restricting the vertex range to jzj< 20 cm to eliminate
background originating from the central magnet, a data
sample of 25� 106 minimum bias events was analyzed.

For the electron analysis, charged particle tracks were
reconstructed with the drift chamber and the first layer of
pad chambers of the PHENIX east-arm spectrometer
(j�j< 0:35, �� � �=2), as discussed in detail elsewhere
[12]. Tracks were confirmed by matching hits in the elec-
tromagnetic calorimeter (EMC) within 2� in position.
Electron candidates had at least three associated hits in
the ring imaging Čerenkov detector (RICH). After an addi-
tional cut on the correlation between the momentum p and
the energy E deposited in the EMC [�2�< �E� p�=
p < 3�], the only background remaining in the electron
sample was due to accidental coincidences between RICH
hits and hadron tracks. This background was estimated
(�15% at low pT in central collisions, decreasing towards
high pT and for peripheral events) and subtracted statisti-
cally by an event-mixing method.

The raw electron spectra were corrected as a function of
pT for geometrical acceptance and reconstruction eff-
iciency [12]. The multiplicity dependent efficiency loss
was estimated by embedding simulated electrons into
real events. This loss increased from 5% to 26% from
peripheral to central collisions without a significant pT
dependence in the range relevant here. The 1� systematic
uncertainty of all corrections is 11.8%, after correction for
the effect of finite bin width in pT . The fully corrected
inclusive electron spectrum is shown in Fig. 1(a) for mini-
mum bias collisions.

The spectra of electrons from heavy flavor decays were
determined by subtracting cocktails of background contri-
butions from other sources from the inclusive data. The
most important background is the �0 Dalitz decay which
was calculated individually for each centrality class with a
hadron decay generator using parametrizations of mea-
sured �0 [2] and �� [17] spectra as input. The spectral
shapes of other light hadrons hwere obtained from the pion
spectra, assuming a universal spectrum in mT ��������������������
p2
T �m

2
h

q
. Within this approach the ratios h=�0 are cons-

tant at high pT with the values [11]: �=�0 � 0:45� 0:10,
�=�0 � 1:0� 0:3, !=�0 � 1:0� 0:3, �0=�0 � 0:25�
0:08, and �=�0 � 0:40� 0:12. Only the � contribution
1-3
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is of any practical relevance, and the chosen parametriza-
tion is in good agreement with the measured � meson
spectra [18]. Another major electron source is the conver-
sion of photons, mainly from �0 ! �� decays, in material
in the acceptance (�1% X=X0). The spectra of electrons
from conversions and Dalitz decays are very similar. In a
GEANT simulation [19] of �0 decays, the ratio of conver-
sion electrons to Dalitz electrons was determined to be
1:25� 0:10, essentially pT independent. Contributions
from photon conversions from other sources were taken
into account as well. Electrons from kaon decays (Ke3),
determined in a GEANT simulation based on measured kaon
spectra [17], and electrons from external as well as internal
conversions of direct photons [20,21] were included.

All background sources are compared with the inclusive
data in Fig. 1(a). Further background from J= ! e�e�

decays and from Drell-Yan pairs [22] is negligible. A
possible low mass dilepton enhancement through ��
�! �! e�e�, as reported in Pb� Pb collisions at lower��������
sNN
p

[23], would constitute another background source
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FIG. 1 (color online). (a) Inclusive and nonphotonic electron
invariant yields in minimum bias Au� Au collisions at

��������
sNN
p

�

200 GeV, compared with contributions from all background
electron sources included in the cocktail. (b) Invariant yields
of electrons from heavy flavor decays for different Au� Au
centrality classes, scaled by powers of ten for clarity, together
with the best fit to the p� p reference scaled with the appro-
priate nuclear overlap integrals hTAAi. The error bars (brackets)
correspond to statistical (systematic) uncertainties.
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which is neglected here since the estimated � contribution
in the absence of enhancement is small (<1% at all pT).
The total cocktail systematic uncertainty increases from
10% (at pT � 0:4 GeV=c) to 15% (at pT � 5 GeV=c),
dominated by the systematic error of the pion input spectra
(�8%–10%). Other systematic uncertainties, mainly the
�=�0 normalization and, at high pT , the contribution from
direct radiation, are much smaller. The background cock-
tail calculated here and the photonic electron background
measured via the converter method [12] agree within 10%.

After subtracting the cocktail from the inclusive electron
data, the invariant spectrum of electrons from heavy flavor
decays is shown in Fig. 1(a) for minimum bias collisions.
For pT > 2 GeV=c the signal to background ratio is larger
than 1. Figure 1(b) shows the electron spectra from heavy
flavor decays in four centrality classes, 0%–10%, 10%–
20%, 20%–40%, and 40%–60% central collisions. More
peripheral collisions have insufficient electron statistics to
reach pT � 5 GeV=c.

PHENIX has also measured electrons from heavy flavor
decays in p� p collisions at

���
s
p
� 200 GeV [9]. The

curves shown in Fig. 1(b) depict the best fit of the corre-
sponding spectrum from p� p collisions, scaled by the
nuclear overlap integral hTAAi calculated within a Glauber
model [2] for each Au� Au centrality class. At low pT the
Au� Au spectra are in reasonable agreement with the
p� p fit in all centrality bins, but a clear suppression of
the spectra in Au� Au with respect to p� p develops
towards high pT .

To quantify this effect we calculate for each individual
bin in pT the nuclear modification factor RAA defined as

RAA �
dNAu�Au

hTAAid�p�p
; (1)

where dNAu�Au is the differential electron yield from
heavy flavor decays in Au� Au collisions and d�p�p is
the corresponding differential cross section in p� p colli-
sions [9] in any given pT bin.

Figure 2 shows RAA as a function of pT in the four Au�
Au centrality classes. At low pT , the electron RAA is
consistent with one within substantial uncertainties in all
centrality classes, in agreement with the observation of
binary collision scaling of the total charm yield in Au�
Au collisions at RHIC [12]. Since the ratio of electrons
from heavy flavor decays to background increases with
increasing pT , the systematic uncertainties of RAA decrease
towards high pT . RAA falls well below one for electron
pT 	 2 GeV=c, providing clear evidence for heavy quark
medium modifications. The observed high pT suppression
is most significant for central collisions. However, the
limited statistics do not allow one to quantify the centrality
dependence of heavy quark medium modifications. At the
highest pT , the electron RAA becomes as small as that for
�0 [2], indicating substantial energy loss of heavy quarks
in the medium. It is important to note that electrons at a
given pT originate from decays of higher pT D or B
1-4
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mesons, making model independent comparisons of RAA
for light and heavy quarks impossible.

The observed RAA is remarkable, as electrons with pT >
3:5 GeV=c are expected to include significant contribu-
tions from B meson decays, and B mesons should suffer
less than D mesons from medium modifications.
Depending on their time scales, mechanisms by which
heavy quarks are produced after the initial hard parton
scattering, such as gluon splitting in jets, might lead to
an attenuation at high pT which then is due to a mixture of
light parton and heavy quark energy loss in the medium
created at RHIC.

Figure 3 confronts current model calculations [24,25]
utilizing induced gluon radiation as the heavy quark energy
loss mechanism with the data for the 10% most central
collisions. The three curves (1a)–(1c) include electrons
from charm decays only [24]. They correspond to different
values of the time-averaged transport coefficient q̂, which
denotes the average squared transverse momentum trans-
ferred from a hard parton per unit path length while tra-
versing the medium and, as such, is proportional to the
density of scattering centers in the medium. Curve (1a)
applies for the case without the presence of any medium
causing heavy quark energy loss (q̂ � 0 GeV2=fm). The q̂
values of 4 and 14 GeV2=fm, which correspond to
03230
curves (1b) and (1c), lead to light quark energy losses
which bracket the observed high pT suppression of neutral
pions and charged hadrons. Predictions for charm energy
loss from [24] for medium densities at the extreme high
end of those allowed by the observed light quark energy
loss are consistent with the electron data. Contributions
from bottom decays, which are expected to be significant
for pT > 3 GeV=c, should lead to an increase of the pre-
dicted RAA since b quarks are presumably less affected by
energy loss than c quarks [6]. Curves (2a) and (2b) are
taken from [25]. They include electrons from bothD and B
meson decays and correspond to initial gluon densities of
dNg=dy � 1000 and 3500 for curves (2a) and (2b), respec-
tively, which again lead to light parton energy losses
bracketing the observed high pT pion suppression.
However, at high pT the predicted RAA for electrons from
heavy flavor decays is larger than observed. The present
data pose a challenge to existing calculations of radiative
energy loss in the medium produced at RHIC, and will help
to distinguish between different energy loss scenarios.

In conclusion, we have measured electron spectra from
heavy flavor decays in Au� Au collisions at

��������
sNN
p

�

200 GeV. In central collisions, nuclear modification fac-
tors RAA 
 1 are observed at high pT , providing clear
evidence for strong medium effects. Current models in-
volving energy loss via induced gluon radiation for heavy
quarks traversing the medium created in heavy ion colli-
sions at RHIC are challenged by the data even considering
extremely high medium densities.
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G. David,5 F. Deák,13 H. Delagrange,46 A. Denisov,17 A. Deshpande,41 E. J. Desmond,5 A. Devismes,45 O. Dietzsch,42

J. L. Drachenberg,1 O. Drapier,26 A. Drees,45 A. Durum,17 D. Dutta,4 V. Dzhordzhadze,47 Y. V. Efremenko,36 H. En’yo,40,41

B. Espagnon,37 S. Esumi,49 D. E. Fields,34,41 C. Finck,46 F. Fleuret,26 S. L. Fokin,24 B. D. Fox,41 Z. Fraenkel,52 J. E. Frantz,10

A. Franz,5,40 A. D. Frawley,14 Y. Fukao,25,40,41 S.-Y. Fung,6 S. Gadrat,29 M. Germain,46 A. Glenn,47 M. Gonin,26 J. Gosset,11

Y. Goto,40,41 R. Granier de Cassagnac,26 N. Grau,19 S. V. Greene,50 M. Grosse Perdekamp,18,41 H.-Å. Gustafsson,30
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14Florida State University, Tallahassee, Florida 32306, USA

0556-2813/2006/73(5)/054903(27) 054903-1 ©2006 The American Physical Society



S. S. ADLER et al. PHYSICAL REVIEW C 73, 054903 (2006)

15Georgia State University, Atlanta, Georgia 30303, USA
16Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan

17IHEP Protvino, State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, RU-142281, Russia
18University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA

19Iowa State University, Ames, Iowa 50011, USA
20Joint Institute for Nuclear Research, RU-141980 Dubna, Moscow Region, Russia

21KEK, High Energy Accelerator Research Organization, Tsukuba, Ibaraki 305-0801, Japan
22KFKI Research Institute for Particle and Nuclear Physics of the Hungarian Academy of Sciences (MTA KFKI RMKI), H-1525 Budapest

114, P.O. Box 49, Budapest, Hungary
23Korea University, Seoul, 136-701, Korea

24Russian Research Center “Kurchatov Institute,” Moscow, Russia
25Kyoto University, Kyoto 606-8502, Japan

26Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128, Palaiseau, France
27Lawrence Livermore National Laboratory, Livermore, California 94550, USA

28Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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Dihadron correlations at high transverse momentum pT in d + Au collisions at
√

sNN = 200 GeV at midrapidity
are measured by the PHENIX experiment at the Relativistic Heavy Ion Collider. From these correlations, we
extract several structural characteristics of jets: the root-mean-squared transverse momentum of fragmenting
hadrons with respect to the jet

√
〈j 2

T 〉, the mean sine-squared of the azimuthal angle between the jet axes
〈sin2 φjj 〉, and the number of particles produced within the dijet that are associated with a high-pT particle
(dN/dxE distributions). We observe that the fragmentation characteristics of jets in d + Au collisions are very
similar to those in p + p collisions and that there is little dependence on the centrality of the d + Au collision. This
is consistent with the nuclear medium having little influence on the fragmentation process. Furthermore, there is
no statistically significant increase in the value of 〈sin2 φjj 〉 from p + p to d + Au collisions. This constrains the
effect of multiple scattering that partons undergo in the cold nuclear medium before and after a hard collision.

DOI: 10.1103/PhysRevC.73.054903 PACS number(s): 25.75.−q, 13.87.−a, 24.85.+p

∗Deceased.
†PHENIX spokesperson: zajc@nevis.columbia.edu

I. INTRODUCTION

Jet production in high energy collisions is a useful tool
to study the passage of scattered partons through a nuclear
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medium. A dominant hard-scattering process is two partons
scattering to produce two high-transverse momentum (high-
pT ) partons which then fragment to produce a dijet. In a nuclear
environment, the partons that participate in the collision can
undergo multiple scattering within the nucleus, potentially
changing the structure of the dijet. Such changes can provide
information on the interaction of colored partons with the cold
nuclear medium.

Some information on this interaction is already available at
Relativistic Heavy Ion Collider (RHIC) energies via the Cronin
enhancement of the pT spectra [1]. In d + Au collisions at
RHIC [2–4], the cross section for high-pT particle production
in d + Au collisions is enhanced compared to p + p collisions,
consistent with multiple scattering in the cold nuclear medium
increasing the transverse momentum of the partons. In this
paper, we report on a complementary observable to the Cronin
effect: the broadening of dijet distributions. Such broadening
is directly related to the additional transverse momentum
delivered to the partons during multiple scattering, and hence
it provides a complementary tool for comparing experiment
against theory.

Interpreting both d + Au and Au + Au collisions requires
solid knowledge of baseline p + p collisions, especially those
dijet events at midrapidity that contain two nearly back-to-back
jets produced from a hard (large Q2) parton-parton interaction.
Experimentally, the jets were not exactly back to back, and the
acoplanarity momentum vector �kT was measured in p + p

collisions at the Intersecting Storage Rings at CERN (ISR) to
have a magnitude kT on the order of 1 GeV/c [5]. This was
much larger than the magnitude expected if kT was due to an
intrinsic parton transverse momentum governed by the hadron
size, which would lead to kT ∼ 300 MeV/c. It was realized
early [6] that additional gluon radiation either before or after
the hard scattering will increase the value of kT and the dijet
acoplanarity.

In collisions involving nuclei at laboratory energies from
400 to 800 GeV/c, multiple scattering within the nucleus
increases the parton transverse momentum. Fermilab exper-
iments E557 [7], E609 [8], and E683 [9] all measured an
increase in the dijet acoplanarity with atomic mass of the
target. In E683, they measured an A

1
3 dependence of 〈k2

T 〉 for
both γ + A and π + A collisions. This dependence is expected
since the number of scatterings should be proportional to the
length traversed in the nucleus (L ∼ A

1
3 ). For large A, the

extracted 〈k2
T 〉 values are about 50% above those for collisions

with the hydrogen target, implying that the multiple-scattering
effects are as important to the broadening of the dijets as are
the initial state effects at that energy. In the case of p + A

reactions, the measured 〈k2
T 〉 values increase more slowly than

A
1
3 [8]. Since the 〈k2

T 〉 values show a strong energy dependence
[9], we need to establish the initial and multiple-scattering
contributions to 〈k2

T 〉 for p + A reactions at RHIC energies.
The 〈k2

T 〉 values are also known to be dependent on the
Q2 of the parton-parton interaction, increasing with rising
Q2 [10,11].

No model is currently available that can reproduce all data
on the Cronin effect and dijet broadening, although most
include multiple scattering as the underlying mechanism. A

recent review [12] considered two large classes of models:
(1) soft or Glauber scattering where the multiple scattering is at
either the hadronic or partonic level and (2) semihard multiple
scattering where the multiple scattering is at the partonic
level.

In both the soft and hard scattering models, the increase
�〈k2

T 〉 = 〈k2
T 〉p+A − 〈k2

T 〉p+p is proportional to the product of
the scattering cross section and the nuclear thickness function,

�
〈
k2
T

〉 ∝ ν(b,
√

s) − 1 = σMS(
√

s)TA(b), (1)

where ν(b,
√

s) is the number of interactions, b is the impact
parameter of the collision, σMS is the multiple-scattering cross
section, and TA(b) is the nuclear thickness function. For the soft
scattering models, σMS is defined to be σNN (

√
s), the nucleon-

nucleon scattering cross section: while for the semihard
models, σMS is σN

i|H (
√

s), the parton-nucleon semihard cross
section. In the specific case of hard sphere nucleon scattering
[13],

ν(b,
√

s) = σNN (
√

s)
3A

2πR2

√
1 − b2

R2

where R is the nuclear radius, which gives an A
1
3 increase in

�〈k2
T 〉.

Both types of these models give the same trend in centrality
and the same dependence on the target’s atomic mass. The
difference between them is in the strength of the increase
with respect to TA(b) and how this changes with beam energy.
We will compare the data in this paper to two specific
implementations of the hard-scattering models from Qiu and
Vitev [14] and Barnafoldi et al. [15].

An alternative view of the Cronin effect was recently
proposed by Hwa and Yang [16]. These authors calculate
the recombination of hard partons with soft partons released
during the multiple collisions. Because this model reproduces
the measured Cronin effect at RHIC without imparting suc-
cessive transverse momentum kicks to the scattered partons,
the authors suggest that there may be little to no increase in kT

from p + p to d + Au collisions.
We also use jet-fragmentation observables to probe multiple

scattering in cold nuclei, in particular,
√
〈j 2

T 〉, the rms of
the mean transverse momentum of hadrons with respect
to the fragmenting parton, and the fragmentation function
of the parton, D(z,Q2), where z is the fraction of the parton’s
momentum that a hadron carries. If the parton suffers semihard
inelastic collisions within the nuclear environment, the parton
will lose energy and its subsequent hadronization will produce
fewer high-z fragments and more low-z fragments. We
cannot directly measure fragmentation functions via dihadron
correlations, but we can measure the distribution of hadrons
produced in association with a high-pT trigger particle. We plot
these distributions as a function of xE , where xE is defined as

xE = �pT,trig · �pT,assoc

| �pT,trig|2 . (2)

The motivation for the variable xE can be most easily seen
in the simple case where 〈z〉 = 1 for the trigger particle
and the two hadrons are emitted back to back. In this case,
pT,trig is the transverse momentum of the scattered parton
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(qT,parton), and for the far side, xE = zassoc = pT,assoc/qT,parton.
Relaxing the assumption on ztrig, there is still a simple relation
between xE and z for back-to-back jets at high pT , where
xE � zassoc/ztrig. Hence the dN/dxE distribution for hadrons
emitted back to back from the trigger hadron can be related
to the fragmentation function; for more details, see the end of
Sec. II.

There is considerable information on xE distributions from
p + p collisions. The CCHK Collaboration [5] demonstrated
that the xE distribution scaled, i.e., the distribution was approx-
imately independent of pT,trig. Scaling at higher pT,trig was also
established by Fisk et al. [17] and the CCOR Collaboration
[18,19], providing support for the idea that fragmentation
of high-pT partons is independent of the momentum of the
parton.

This scaling is, however, approximate, and scaling violation
was understood by Feynman et al. [6] to be caused by
the radiation of semihard gluons. Scaling violation of the
fragmentation function D(z,Q2) is now well established
experimentally ([20] and references therein). For the Q2

range considered in this paper (10 < Q2 < 1000 GeV/c2), the
fragmentation functions used in next-to-leading order (NLO)
calculations [21] drop by 25% for z = 0.6 over the range
10 < Q2 < 100 GeV/c2. At higher Q2, the fragmentation
functions are less dependent on Q2, e.g., the fragmentation
drops by less than 20% at z = 0.6 over the much larger range
of 100 < Q2 < 1500 GeV/c2.

In this paper, we quantify the extent to which our measured
xE distributions in d + Au collision scale, and we compare
the xE distributions to those from p + p collisions at RHIC.
The goal is to establish whether inelastic scattering in the
cold medium or the recombination mechanism changes the
effective fragmentation function. The xE distributions provide
a stringent test of the recombination model from Hwa and
Yang [22]. This model reproduces the Cronin effect in d + Au
collisions through a shower thermal recombination mechanism
and predicts an increase in jet-associated multiplicity [22,23],
i.e., an increase in the near-angle dN/dxE , in d + Au relative
to p + p collisions.

The measured xE distributions in d + Au also serve
as a critical baseline for Au + Au collisions, where the
strong energy loss in the dense, hot medium is expected to
dramatically change the shape of these distributions.

Our three goals for this paper are (1) to report the
characteristics of jet structures in d + Au collisions at
RHIC energies, (2) to establish the extent to which multiple
scattering changes these structures as a function of centrality
and by comparison with data from p + p collisions, and
(3) to establish the baseline for jet-structure measurements in
heavy ion reactions. Any difference between jet properties in
Au + Au and d + Au collisions should be attributable to the
hot, dense nuclear matter created in the heavy ion collisions.
The main results in this paper are presented in Sec. IV,
which details the measured values of 〈j 2

T 〉 and 〈sin2 φjj 〉
and the pT and xE distributions from d + Au collisions at√

sNN = 200 GeV. These results are derived from the fitted
widths and yields of two-particle azimuthal correlations, which
are reported in Sec. IV. The experimental methods used to
obtain these correlations are described in Sec. III, and the jet

quantities we use throughout the paper are fully defined in
Sec. II.

II. JET ANGULAR (AZIMUTHAL) CORRELATIONS

A. Two-particle correlation

The defining characteristic of a jet is the production
of a large number of particles clustered in a cone in the
direction of the fragmenting parton. Traditionally, energetic
jets are identified directly using standard jet reconstruction
algorithms [24,25]. In heavy ion collisions, the large amount
of soft background makes direct jet reconstruction difficult.
Even in p + A or p + p collisions, the range of energy
accessible to direct jet reconstruction is probably limited
to pT > 5−10 GeV/c, below which the jet cone becomes
too broad and contamination from the “underlying event”
background is significant. Jet identification is even more
complicated for detectors with limited acceptance, such as
the PHENIX central arms, because of leakage of the jet cone
outside the acceptance.

The two-particle azimuthal angle correlation technique
provides an alternative way to access the properties of jets. It is
based on the fact that the fragments are strongly correlated in
azimuth φ and pseudorapidity η. Thus, the jet signal manifests
itself as a narrow peak in �φ and �η space. Jet properties
can be extracted on a statistical basis by accumulating
many events to build a �φ distribution or a �φ correlation
function. Furthermore, we assume that the soft background
is isotropic. Distributions in �φ were initially used in the
1970s to search for jet signals in p + p collisions at CERN’s
ISR facility [5,10,26]. More recently, �φ distributions and
correlation functions have been exploited for analysis of jet
correlations at RHIC [27–31]. A detailed discussion of the
two-particle correlation method can be found in [32]. These
approaches overcome problems due to background and limited
acceptance, and they extend the study of jet observables to
lower pT .

In the correlation method, two classes of particles are
correlated with each other: trigger particles and associated
particles. Although the distinction between these two classes
is artificial, trigger particles are typically selected from a higher
pT range. In this work, we distinguish between two primary
categories of correlations:

(i) Assorted-pT correlation, where the pT ranges
for the trigger and associated particles do not
overlap.

(ii) Fixed-pT correlation, where the pT ranges for the trigger
and associated particles are identical.

In this paper, correlations are further categorized via a
scheme which uses the identity of the trigger and associated
particles. Denoting the trigger-particle pT as pT,trig and
associated-particle pT as pT,assoc, we present four different
types of such correlations:

(i) h± − h± fixed-pT correlations. The pT range of both the
trigger and associated particle is 1 < pT < 5 GeV/c.
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(ii) h± − h± assorted-pT correlations. There are three differ-
ent selections:
(a) 2.5<pT,trig< 4 GeV/c with 0.5<pT,assoc< 2.5 GeV/c.
(b) 4<pT,trig< 6 GeV/c with 0.5<pT,assoc< 4 GeV/c.
(c) 3<pT,trig< 5 GeV/c with 0.5<pT,assoc< 3 GeV/c.

(iii) π0 − h± assorted-pT correlations. The trigger particle
is a neutral pion and the associated particle is a
charged hadron, where 5 < pT,trig < 10 GeV/c with 1 <

pT,assoc < 5 GeV/c.
(iv) π± − h± assorted-pT correlations. The trigger particle

is a charged pion and the associated particle is a
charged hadron, where 5 < pT,trig < 16 GeV/c with 1 <

pT,assoc < 5 GeV/c.

For each type of correlation, we study jet structure as a
function of centrality and the momentum of the trigger and
associated particles.

B. Extraction of jT , sin2 φ j j from the correlation function

In this section, we discuss the framework for the two-
particle correlation method. Figures 1 and 2 illustrate the
relation between the two particles and their parent jet when
the parents are the same jet or the dijet, respectively. The
figures also show the relationship between jT , sin2(φjj ), and
the kinematic variables describing the trigger and associated
particle. jT is the component of the particle momentum
perpendicular to the jet momentum. Its projection into the
azimuthal plane is jTy

. The quantity pout (denoted with N or
F for near or far side, respectively) is the component of the
associated particle’s pT that is perpendicular to the trigger
particle’s pT . The vector sum of kT,1 and kT,2 produces the
dijet acoplanarity, and the azimuthal angle between the jet
axes is φjj .

The rms value of jTy
can be derived from the correlation

functions. For the single jet fragmentation of Fig. 1, if
we denote �φ, φtj , and φaj as the angles between trigger-
associated, trigger-jet, and associated-jet, respectively, then
the following relations are true:

sin(φtj ) = jTy,trig

pT,trig
≡ xj,trig,

sin(φaj ) = jTy,assoc

pT,assoc
≡ xj,assoc,

x

y

jet

T,trigp

T,assocp

Ty,trigj

out,Np

φ∆
tjφ

ajφ

FIG. 1. Near-side or single jet fragmentation kinematics in the
azimuthal plane perpendicular to the beam axis. Angles φtj and φaj

are the angles (in the plane transverse to the beam axis) between the
trigger-jet and associated-jet axes, respectively. Also shown are the
pT vectors for the trigger and associated particles, as well as pout and
jTy

of the trigger particle.

x

y

1jet

2jet

T,2+kT,1k

T,trigp
T,assocp

out,Fp

Ty,assocj

φ∆
ajφ

jjφ

tjφ

FIG. 2. Far-side jet fragmentation kinematics in the azimuthal
plane perpendicular to the beam axis. Similar to Fig.1, the φ indices
aj, jj , and tj denote the angles between the associated-jet, jet-jet, and
trigger-jet axes.

sin(�φ) = pout,N

pT,assoc
,

�φ = φtj + φaj . (3)

Assuming φtj and φaj are statistically independent, we have
(cross terms average to 0) for the near side,

〈sin2 �φN 〉 = 〈sin2 φtj 〉 cos2 φaj + 〈sin2 φaj 〉 cos2 φtj . (4)

Substituting the sine and cosine terms from Eq. (3) into
Eq. (4), we obtain the equation for the rms value of jTy√〈

j 2
Ty

〉
=

√〈
p2

out,N

〉/(
1 + 〈

x2
h

〉 − 2
〈
x2

j,trig

〉)
, (5)

where xh = pT,assoc/pT,trig.
In the Gaussian approximation for the near-side azimuthal

distributions, a simple Taylor expansion connects pout with the
jet width σ such that

〈
p2

out

〉 = 〈
p2

T ,assoc sin2 �φ
〉 ≈ 〈

p2
T ,assoc

〉 [
sin〈�φ2〉 − 〈�φ4〉

3

]
≈ 〈

p2
T ,assoc

〉
[sin σ 2 − σ 4]. (6)

Since Eq. (5) contains the variable xj,trig that depends on jTy
,

we should calculate
√
〈j 2

Ty
〉 iteratively. In cases when trigger

and associated particle pT are much larger than the typical jT

value, the near-side jet width σN is small and xj,trig ≈ 0. Hence
Eq. (5) can be simplified as√〈

j 2
Ty

〉
� σN 〈pT,assoc〉√

1 + 〈
x2

h

〉 � σN

〈pT,trig〉〈pT,assoc〉√〈pT,trig〉2 + 〈pT,assoc〉2
. (7)

Since jTy
is the projection of hadron pT perpendicular to

pT,jet, jTy
is necessarily less than pT . So, for any given pT

range, there is always an upper kinematic cutoff on the jTy

distribution. This effect, known as the “seagull effect”, leads to

a reduction in the observed
√
〈j 2

Ty
〉 from the expected value. It is

important at low pT,trig and becomes negligible once pT,trig �√
〈j 2

Ty
〉. The seagull effect can be parametrized and removed

from the jTy
values [33].

For the far-side correlation from Fig. 2 we have

π − �φF = φtj + φaj + φjj ,
(8)

sin(�φF ) = pout,F

pT,assoc
,
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where φjj is the azimuthal angle between the two jet axes.
Expanding sin2 �φF and dropping all cross terms (which
average to 0), we get

〈sin2 �φF 〉 = 〈(sin φtj cos φaj cos φjj )2〉
+ 〈(sin φaj cos φtj cos φjj )2〉
+ 〈(sin φjj cos φaj cos φtj )2〉
+ 〈(sin φtj sin φaj sin φjj )2〉. (9)

We substitute Eq. (4) to get

〈sin2 �φF 〉
= 〈sin2 �φN 〉〈cos2 φjj 〉 + 〈cos2 �φN 〉〈sin2 φjj 〉
= 〈sin2 �φN 〉〈1 − sin2 φjj 〉 + 〈1 − sin2 �φN 〉〈sin2 φjj 〉
= 〈sin2 �φN 〉 + 〈sin2 φjj 〉 − 2〈sin2 �φN 〉〈sin2 φjj 〉. (10)

Collecting terms in φjj produces

〈sin2 φjj 〉 = 〈sin2 �φF 〉 − 〈sin2 �φN 〉
1 − 2〈sin2 �φN 〉 . (11)

Note that since φjj is the azimuthal angle between the jet
axes, sin2(φjj ) is one measure of the extent to which the jets
are not back to back, and hence it is a quantity that is sensitive
to any additional scattering in d + Au collisions. We express
the right side in terms of the observables σN and σF , the rms
widths of distribution that we measure by expanding the sine
term

〈sin2 �φ〉 = σ 2 − σ 4 + 2/3σ 6, (12)

which is good to 2% for rms widths at 0.5 rad and good to
0.6% for rms widths of 0.2 rad. Therefore,

〈sin2 φjj 〉 =
(
σ 2

F − σ 4
F + 2/3σ 6

F

) − (
σ 2

N − σ 4
N + 2/3σ 6

N

)
1 − 2

(
σ 2

N − σ 4
N + 2/3σ 6

N

) .

(13)

The right-hand side is now in terms of experimental observ-
ables which we will use to extract sin(φjj ).

We have attempted to extract kT from sin2(φjj ). This
requires assumptions on the scattered quark distribution, the
magnitude of the momentum asymmetry between the partons
due to the kT kick, as well as the detailed shape of the
fragmentation function. The current paper is focused on the
comparison between p + p and d + Au collisions, which can
be made with sin2(φjj ). Hence, we leave the extraction of kT

to future work.
In this paper, we report the rms values of jT and sin(φjj ),

where
√
〈j 2

T 〉 = √
2

√
〈j 2

Ty
〉. In the literature, a jT value is

sometimes reported as the geometrical mean 〈|jTy
|〉. The

relation to the rms value is 〈|jTy
|〉 = √

2/π
√
〈j 2

Ty
〉.

C. Conditional yields

We also present in this paper the associated yield per trigger
particle, referred to as the conditional yield (CY), as a function
of pT and xE . CY is the number of particles produced in the

same or opposite jet associated with a trigger particle,

CY(pT ) = 1

Ntrig

dNh

dpT

, (14)

CY(xE) = 1

Ntrig

dNh

dxE

, (15)

and can be directly extracted from the measured Gaussian
yields in the correlation functions.

To emphasize the importance of the CY, we note that it is
related to the single- and two-particle cross sections:

CY = d2σ

dpadpb

/
dσ

dpT

. (16)

The interpretation for the two-particle cross section depends
on whether one is studying the near- or far-side jet correlations.
The conditional yield for particles from the near-side jet
depends on the dihadron fragmentation function, while the
conditional yield from the far side jet depends on two
independent fragmentation functions: one parton fragments to
produce a hadron with pT,trig, while the other scattered parton
on the far side fragments to produce a hadron with pT,assoc. For
the far side conditional yield at high pT , xE � zassoc/ztrig [see
Eq. (2)]. Hence, d(xE) � d(zassoc)/ztrig, and the slope of the
far-side CY(xE) is ztrig times the slope of the fragmentation
function D(z).

III. EXPERIMENT AND DATA ANALYSIS

A. Data collection

The data presented in this paper were collected by the
PHENIX experiment at the RHIC facility during the d + Au
and p + p run of January–May 2003. During that time,
integrated luminosities were recorded of 2.7 nb−1 for d + Au
collisions and 0.35 pb−1 for p + p collisions each at

√
sNN =

200 GeV.

West Beam View

PHENIX Detector

East

BB

MVD

PbSc PbSc

PbSc PbSc

PbSc PbGl

PbSc PbGl

TOF

PC1 PC1

PC3

PC2
Central
Magnet TEC

PC3

RICH RICH

DC DC

FIG. 3. (Color online) Two central spectrometer arms of the
PHENIX experiment used to collect the charged hadron and charged
and neutral pion tracks.
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FIG. 4. (Color online) Total charge distribution on the Au-going
side BBC for d + Au collisions and the centrality selection (see
Table I).

The PHENIX detector consists of two central spectrometer
arms, two forward muon arms, and several global detectors
used for triggering, vertex detection, and centrality selection.
This analysis utilizes the two central spectrometer arms that
each cover a region of |η| < 0.35 units of pseudorapidity and
90◦ in azimuth. The spectrometer arms are not exactly back
to back in azimuth; so while there is large acceptance for the
detection of two particles separated by 180◦, there is also finite
acceptance for two particles separated by 90◦. Figure 3 shows a
beam cross-section view of the PHENIX central spectrometer
arms. A complete overview of the whole PHENIX detector is
found in Ref. [34]. In this section, we will only focus on those
subsystems relevant to the analysis of the dihadron data.

1. Global event characteristics

For event characterization, the beam-beam counters (BBCs)
[35] are utilized. The BBCs are sets of 64 Cherenkov counters
placed symmetrically along the beam line, covering 3 < |η| <

3.9 units of pseudorapidity and located 144 cm from the
center of the interaction region. The BBCs determine the initial
collision time t0 and the event vertex from the time difference
between particles reaching each BBC. For this analysis, we
include only events with an offline cut of |zvertex| < 30 cm.

The BBC facing the direction of the Au beam was used
to determine the centrality. Figure 4 shows the BBC charge
distribution and the centrality classes used in this analysis.
The centrality is defined as

%Centrality = 88.5%(1 − frac(QBBC)), (17)

where frac(QBBC) is the fraction of the total BBC charge
distribution integrated from zero to QBBC, and 88.5% is the
efficiency of the minimum-bias trigger. This centrality can
be related to the mean number of Au participants 〈Npart〉 and
mean number of collisions 〈Ncoll〉. To determine the centrality,
we model the BBC charge distribution as a negative binomial
distribution with a width and mean proportional to Npart. So,

TABLE I. Mean number of collisions for d + Au, Ncoll, the
percentage of the total inelastic cross section, and nuclear overlap
function TA(b).

Percent σinel 〈Ncoll〉 〈TA(b)〉(mb−1)

0–20% 15.4 ± 1.0 0.367 ± 0.024
20–40% 10.6 ± 0.7 0.252 ± 0.017
40–88% 4.7 ± 0.3 0.112 ± 0.007

for a given centrality, several negative binomial distributions
(defined by Npart) contribute to the overall distribution, and as
such Npart is not uniquely defined. We calculate a weighted
average of Npart, where the weight is given by the negative
binomial distribution for a given Npart and the probability
for having a collision with Npart. The latter probabilities
were computed using a Glauber model, with a Hulthen wave
function for the deuteron and an inelastic cross section of 42
mb. Finally, the 〈Ncoll〉 was determined for a given 〈Npart〉
from the same Glauber model. The resulting centrality bins
and 〈Ncoll〉 used in this analysis are outlined in Table I.

The dihadron events were recorded using several different
level-1 triggers. The minimum-bias trigger required at least
one hit in each of the BBCs and a collision vertex (computed
online) that satisfies |zvertex| < 75 cm. It was sensitive to 88.5%
of the inelastic d + Au cross section. PHENIX also employed
a series of level-1 triggers to select electrons, photons,
and, with lower efficiency, high-pT hadrons. These triggers
utilized the ring imaging cherenkov (RICH) for electron
identification, together with the electromagnetic calorimeter
(EMC) [36], which consists of eight sectors, six of which
are lead-scintillator (PbSc) sampling calorimeters and two are
lead-glass (PbGl) Cherenkov counters. The EMC has excellent
timing and energy resolution for electromagnetic showers.
The triggers are called EMC/RICH triggers (ERTs) and were
produced by summing signals from tiles, which were 4 ×
5 photomultipliers (PMTs) in the RICH and either 2 × 2 or 4 ×
4 PMTs in the EMC.

The electron trigger was defined by the coincidence
between the minimum-bias trigger and the RICH and EMC 2 ×
2 triggers where the threshold for the RICH tile was three
photo-electrons and the EMC threshold varied between 400
and 800 MeV. Three different thresholds were available
for the 4 × 4 photon triggers. These thresholds differed
between the PbGl and PbSc and varied within and between
the p + p and d + Au runs. The lowest threshold setting
(1.4–2.8 GeV) was most sensitive to hadron showers in the
EMC. The threshold values and rejection factors (rejection =
NminBiasEvents/NtriggerEvents) for the ERT triggers, in coincidence
with the minimum-bias trigger, are given in Table II. The
h± − h± correlations use only the minimum-bias-triggered
data, while the π0 − h± correlations use only the ERT photon
triggers. The π± − h± correlations use the minimum-bias,
ERT photon, and ERT electron triggers. Above the energy
threshold, the ERT electron trigger typically reached an
efficiency of approximately 75%, and the ERT photon triggers
reached efficiencies of 85–90%. A detailed knowledge of
the ERT trigger efficiency is not necessary, since we present
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TABLE II. EMC threshold and rejection factors for the electron and photon ERT triggers in coincidence with
the minimum-bias trigger for p + p and d + Au. The photon triggers are defined by the energy sum of 4 × 4 PMTs
in the EMC above threshold. The electron trigger requires the coincidence of the RICH trigger (threshold of three
photoelectrons for both p + p and d + Au runs) and the energy sum of 2 × 2 PMTs in the EMC above threshold.

p + p d + Au p + p d + Au

PbSc threshold PbGl threshold PbSc threshold PbGl threshold Rejection Rejection
(GeV) (GeV) (GeV) (GeV)

Gamma 1 2.1 2.1 2.8 3.5 400–1200 125–300
Gamma 2 2.8 2.8 2.8–3.5 3.5–4.2 1500–3100 450–900
Gamma 3 1.4 1.4 2.1 2.8 70–160 15–60
Electron 0.4–0.8 0.4–0.8 0.6–0.8 0.6–0.8 5–1200 30–170

the conditional yield distributions per trigger, for which this
efficiency cancels out.

2. Tracking and particle identification

In this section, we discuss the tracking and identification of
the particles used in the different correlation analyses. Three
types of particles are included. Charged hadrons are used in
all analyses, neutral pions are used as trigger particles for the
π0 − h± correlations, and charged pions are used as trigger
particles for the π± − h± correlations.

Charged hadron tracks are measured outside the PHENIX
central magnetic field by the drift chamber (DC), located 2.0 m
from the vertex, and two layers of multiwire proportional
chamber (PC1 and PC3), located 2.5 and 5.0 m, respectively,
from the vertex [37]. The DC determines the momentum and
the azimuthal position of the track, while PC1 determines the
polar angle [38]. The momentum resolution is determined to be
0.7% ⊕ 1.1%p (GeV/c) [2]. Tracks are confirmed by requiring
that an associated hit in PC3 lies within a 2.5σ (for h± − h±)
or 3σ (for π − h±) matching window in both the φ and z

directions. This cut reduces the background from particles
not originating in the direction of the vertex. The remaining
background tracks are mainly decays and conversion particles
[39]. The background level for single tracks is less than 5%
below 3 GeV/c, increasing to about 30% at 5 GeV/c. However,
the background is smaller for high-pT triggered events (see
Sec. III B). The charged particle tracking efficiency for the
active region of the DC, PC1, and PC3 is better than 98%.
Since we perform a pair analysis, the two-track resolution is
important. For the DC, the two-track separation is better than
1.5 mm, while at PC1 it is 4 cm, and at PC3 it is 8 cm.

Neutral pions are detected by the statistical reconstruction
of their γ γ decay channel. These decay photons are detected
by the EMC and identified by their time of flight (TOF) and
shower shape. The electromagnetic shower shape is typically
characterized by the χ2 variable [36],

χ2 =
∑

i

(
Emeas

i − E
pred
i

)2

σ 2
i

, (18)

where Emeas
i is the energy measured at tower i and E

pred
i is the

predicted energy for an electromagnetic particle of total energy∑
i E

meas
i . This χ2 value is useful for the discrimination of

electromagnetic from hadron showers. The χ2 and TOF cuts

used give a very clean sample of photons with contamination
of other particles at �1%.

Using pairs of photons that pass these EMC cuts, we create
the invariant mass spectra for each photon pair pT . A sample
invariant mass distribution with a signal/background S/B of
approximately 12 is given in Fig. 5. The background distribu-
tion can be reproduced by mixing clusters from different events
and normalizing that distribution to the real event distribution
outside the π0 mass region. The peak position and width of
the invariant mass distribution were parametrized as a function
of pair pT , in order to select π0 candidates from a region of
invariant mass within 2σ of the peak position. The S/B for
a π0 with pT > 5 GeV is 10−20, increasing as a function of
pT . There is a slight dependence on centrality with the π0S/B

decreasing with increasing centrality.
PHENIX identifies high momentum charged pions with the

RICH and EMC detectors. Charged particles with velocities
above the Cherenkov threshold of γth = 35 (CO2 radiator) emit
Cherenkov photons, which are detected by photomultiplier
tubes (PMTs) in the RICH [40]. This threshold corresponds to
18 MeV/c for electrons, 3.5 GeV/c for muons, and 4.9 GeV/c
for charged pions. In a previous PHENIX publication [39],
we showed that charged particles with reconstructed pT above

]
2

 [GeV/cγγM
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]
-1 )2

 [
(G

eV
/c

γγ
d

N
/d

M

0

500

1000

1500

210×

d+Au 0-20% central

 < 7 GeV/cγγT,6 < p

S/B = 12.5

FIG. 5. Measured γ γ invariant mass distribution for 6 < pT <

7 GeV/c in central d + Au collisions. The peak is fitted with a
Gaussian to extract the centroid mass and σ . The S/B within 2σ of
the centroid ranges from ∼6 at 3 GeV/c up to 20 at ∼8 GeV/c.
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FIG. 6. (Color online) Probability distribution for charged pion
candidates and electrons. Histogram integral has been normalized to
unity.

4.9 GeV/c, which have an associated hit in the RICH, are
dominantly charged pions and background electrons from
photon conversions. The efficiency for detecting charged pions
rises quickly past 4.9 GeV/c, reaching an efficiency of >90%
at pT > 6 GeV/c.

To reject the conversion backgrounds in the pion candidates,
the shower information at the EMC is used. Since most of
the background electrons are genuine low-pT particles that
were misreconstructed as high-pT particles, simply requiring
a large deposit of shower energy in the EMC is very effective
in suppressing the electron background. In this analysis, a
momentum-dependent energy cut applied at EMC is

E > 0.3 + 0.15 pT . (19)

In addition to this energy cut, the shower shape information
[36] is used to further separate the broad hadronic showers
from the narrow electromagnetic (EM) showers and hence
reduce the conversion backgrounds. In this analysis, we use
the probability (prob) calculated from the χ2 value [Eq. (18)]
for an EM shower. The probability values range from 0 to 1,
with a flat distribution expected for an EM shower and a peak
around 0 for a hadronic shower. Figure 6 shows the probability
distribution for the pion candidates and electrons, normalized
by the integral, where the pion candidates were required to pass
the energy cut and the electrons were selected using particle
ID cuts similar to that used in Ref. [41]. Indeed, the electron
distribution is relatively flat, while the charged pions peak at 0.
A cut of prob <0.2 selects pions above the energy cut with an
efficiency of >∼80%. Detailed knowledge of the pion efficiency
is not necessary, since we present in this paper the per-trigger
pion conditional yield distributions, for which this efficiency
cancels out.

Since the energy and prob cuts are independent of each
other, we can fix one cut and then vary the second to check the
remaining background level for conversions. The energy cut
in Eq. (19) is chosen such that the raw pion yield is found
to be insensitive to the variation in prob. Figure 7 shows
the raw pion spectra for ERT-triggered events as a function
of pT , with the above cuts applied. The pion turnon from
4.9 to 7 GeV/c is clearly visible. Below a pT of 5 GeV/c,
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FIG. 7. (Color online) Raw charged pion transverse momentum
spectrum, with the final cuts applied. Remaining background level is
estimated from an extrapolation from low pT and is shown as a black
line.

the remaining background comes mainly from the random
association of charged particles with hits in the RICH detector.
The background level is less than 5% from 5 to 16 GeV/c,
which is the pT range for the charged pion data presented in
this paper.

B. Data analysis

In this section, we outline the method used to obtain
correlation functions and distributions. From these, we extract
the jet shapes and yields outlined in Sec. II. For the extraction of
the jet yield from the azimuthal distributions, we discuss how
we obtain the absolute normalization of the distribution; while
for the jet shape properties, jTy

and 〈sin2φjj 〉, the absolute
normalization is not necessary.

1. Correlation functions

Azimuthal correlation functions are generally defined as

C (�φ) ∝ Ncor (�φ)

Nmix (�φ)
. (20)

Similarly, one can also define the correlation function in
pseudorapidity as

C (�η) ∝ Ncor (�η)

Nmix (�η)
. (21)

The same-event pair distribution, Ncor(�φ) or Ncor(�η), is
constructed for trigger-associated particle pairs. The mixed-
event pair distribution, Nmix(�φ) or Nmix(�η), is determined
by combining trigger particles with associated particles from
randomly selected events.

This definition of the correlation function relies on the
fact that detector acceptance and efficiency cancel out. It is
therefore important that the pair efficiencies of the average
mixed-event background and the average foreground distribu-
tions are the same. For this reason, we generate mixed-event
distributions only for events with similar centralities and event
vertices. More precisely, mixed events were required to match
within ±10% centrality, and the event vertices were required to
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be within ±3 cm. For h± − h± correlations, the real and mixed
events are minimum-bias data. For π0 − h± correlations, the
real and mixed events are ERT-triggered data. For π± − h±
correlations, the real events are ERT-triggered and minimum-
bias data, while the mixed events mix ERT-triggered events
with minimum-bias events.

For h± − h± and π± − h± correlations, due to finite
two-track resolution for charged particles at the DC and PC,
the reconstruction efficiency for same-event charged track
pair drops at small �φ and �η. To minimize the difference
in the pair efficiency between Ncor(�φ) and Nmix(�φ), the
pairs are required to have a minimal separation of about
two times the resolution at the various tracking detectors.
This corresponds to about 0.28, 8, and 15 cm at the DC,
PC1, and PC3, respectively. However, these pair cuts are not
required for π0 − h± correlations, because different detector
subsystems are used for reconstructing trigger-π0 and the
associated charged tracks as outlined earlier.

Given the similarity of the analysis techniques between
�φ and �η correlations, in this paper we focus on the
�φ correlation. The �φ correlation functions are obtained
with two different normalizations. For h± − h± assorted
correlations, the correlation function is area normalized

Cnorm(�φ) = Ncor(�φ)

Nmix(�φ)
×

∫
d�φ(Nmix(�φ))∫
d�φ(Ncor(�φ))

. (22)

The details concerning this normalization are discussed in
Sec. IV A. The second normalization is used in both the
π0 − h± and π± − h± correlations. It was shown in Ref. [32]
that the CY can be derived from the measured correlation
function with an appropriate normalization,

1

N0
trig

dN0

d�φ
= R�η

Ntrigε

dNcor
d�φ

(�φ)
2πNmix(�φ)∫
d�φNmix(�φ)

, (23)

where N0
trig and Ntrig are the true and detected number of

triggers, respectively, and ε is the average single-particle
efficiency for the associated particles in 2π in azimuth and
±0.35 in pseudorapidity. R�η corrects for the loss of jet pairs
outside a given �η acceptance, determined by PHENIX’s finite
acceptance in η. This second normalization is defined so that
the integral of the resulting correlation function should be
N0/N

0
trig, the total number of pairs per trigger particle in a

given azimuthal and η range.
For the normalization in Eq. (23), two separate efficiencies

must be determined, the �η correction and the single-particle
efficiency. The near-side correlation has a well-behaved peak
around �η = 0. As we show in Sec. IV A, the near-side jet
width in �φ and �η are consistent with each other within
errors. So we correct the near-side yield to the full-jet yield as-
suming the shape of the jet is Gaussian and the widths are equal
in �φ and �η. This correction, according to Ref. [32], is

R�η = 1∫ 0.7
−0.7 d�η 1√

2πσ
exp

[ − �η2

2σ 2

]
acc(�η)

, (24)

where acc(�η) represents the PHENIX pair acceptance
function in |�η|. It can be obtained by convoluting two
flat distributions in |η| < 0.35, so acc(�η) has a simple

jet width (rad)
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FIG. 8. Correction factor R�η plotted as function of jet width for
near and far sides.

triangular shape: acc(�η) = (0.7 − |�η|)/0.7. The PHENIX
single-particle acceptance is flat in η to within 5%.

In the far side, the jet signal is much broader than the
PHENIX acceptance due to the broad range of momentum
fraction x of the partons that participate in the hard scattering.
In fact, we studied the far-side jet shape for the π± − h±
correlation (Fig. 17b) and found the true jet correlation strength
to be almost constant in the PHENIX pair acceptance |�η| <

0.7. Based on that, we assume that the far-side jet strength
is constant and correct the far-side yield to the corresponding
accessible pair range of |�η| < 0.7,

Rfar
�η = 2 × 0.7∫ 0.7

−0.7 d�η
[ 0.7−|�η|

0.7

] = 2. (25)

Rfar
�η equals 2 because the pair efficiency has a triangular shape

in |�η| < 0.7, which results in 50% average efficiency when
the real jet pair distribution is flat in |�η| < 0.7. Figure 8
shows the correction factor R�η as a function of jet width.
The typical range of the near-side jet width in all analyses (see
Sec. IV A) is below 0.5 rad. The maximum correction is about
a factor of 2 for the near-side jet.

The single-particle efficiency for associated particles ε

includes detector acceptance and reconstruction efficiency. It
is evaluated in a way similar to previously published Au +
Au [39] and d + Au [2] analyses. However, the jet-associated
charged hadron spectrum in d + Au is much flatter than the
inclusive charged hadron spectra [48],1 so the corrections
due to momentum scale and momentum resolution are much
smaller than those for inclusive charged hadrons. For the same
reason, the background contamination at high pT , mainly
coming from decay and photon conversions which are falsely
reconstructed as high-pT tracks [2,39], is also reduced. We
studied both effects using a full GEANT simulation of PYTHIA

events through PHENIX detectors. The jet-associated yields
were extracted in the same manner as for the real data analysis.
By comparing it with the input jet-associated yield spectra, we
can quantitatively study the effect of momentum smearing and
high-pT background contamination. The corrections due to

1For example, in Fig. 21, the jet associated yields decrease by
a factor of 100 from 0.5 to 5 GeV/c. However, the typical single
inclusive hadron spectra decrease by a factor of 100 000 [2].
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momentum scale and resolution are found to be less than 5%
with 3% systematic errors. For high-pT triggered events, the
background contamination to the associated charged hadrons
is found to be 5% independent of pT from 1−5 GeV/c.

2. Extracting jet properties

The normalized correlation functions and conditional yield
distributions are both fitted with a sum of two Gaussians to
extract the jet widths and the conditional yield of hadrons in
the near side (�φ ∼ 0) and far side (�φ ∼ π ). The fit for the
normalized correlation functions is described in Sec. IV A. For
the conditional yield, we fit with the function

1

N0
trig

dN0

d�φ
= B + YieldN√

2πσN

exp

[−�φ2

2σ 2
N

]

+ YieldF√
2πσF

exp

[−(�φ − π )2

2σ 2
F

]
, (26)

where B reflects the combinatoric background level in the real
distribution relative to the mixed distribution, and the other
two terms represent the near-side jet and far-side jet signal,
respectively. The resulting widths, σN and σF , are then used to
calculate the jet shapes via Eqs. (7) and (13). For each choice
of trigger and associated particle pT range, YieldN and YieldF

directly reflect the jet-associated yield dN/dpT,assoc at the near
and far side, respectively.

Two methods were used to calculate the dN/dxE distri-
bution. The first method was used for π0 − h± correlations.
Since these correlations are binned in pT there is a distribution
of xE for each trigger-associated pT bin. This distribution is
approximately Gaussian. The fitted peak value is used as the
bin center of the dN/dxE distributions and the fitted Gaussian
width is used as the horizontal error bar. To estimate the
bin width in xE , we used the definition Eq. (2) which can be
written as (ignoring the sign) xE = pT,assoc cos(�φ)/pT,trig.
We estimate cos(�φ) ≈ 1 and write the bin width as

�xE = pmax
T ,assoc − pmin

T ,assoc

〈pT,trig〉 , (27)

where we have an associated pT bin from [pmin
T ,assoc, p

max
T ,assoc]

and a trigger pT bin with a mean 〈pT,trig〉.
The second method is adopted by π± − h± analysis. It is

statistically based and can be used to calculate the distribution
for any pair variable pT,trig, pT,assoc, �φ, �η, xE , pout etc.
In the following we show two examples: the dN/d�φ and
dN/dxE distributions. For each pair we calculate the �φ and
xE value, then from Eq. (23) we calculate the same correction
factor that was used for the dN/d�φ distribution.

w(�φ) = R�η

Ntrigε

1
2πNmix(�φ)∫
d�φNmix(�φ)

. (28)

If this weight is used to fill the �φ histogram for the real
and mixed distribution, we obtain the CY for the true real

pairs, and for the mixed pair the sum is,

background(�φ) =
∑
mix

δ(�φ)w(�φ)

= Nmix(�φ)w(�φ)

= Ntrigε

R�η

∫
d�φNmix (�φ)

2π
(29)

we have used the fact that Nmix(�φ) = ∑
mix δ(�φ).

Thus the jet signal can be extracted from Eq. (26) as

1

N0
trig

dN
jet
0

d�φ
=

∑
real

δ(�φ)w(�φ) − B

=
∑
real

δ(�φ)w(�φ) − C
∑
mix

δ(�φ)w(�φ), (30)

where

C = BR�η

Ntrigε

2π∫
d�φNmix (�φ)

. (31)

When this weight is used to fill the xE histogram for
both real and mixed distributions, we obtain the dN/dxE

by subtracting the mixed xE distribution from the real xE

distribution,

1

N0
trig

dN
jet
0

dxE

=
∑
real

δ(xE)w(�φ)

−C
∑
mix

δ(xE)w(�φ). (32)

Equation (31) is rather trivial, because the weighting
procedure is equivalent to Eq. (23), for which we know the
shape of the distribution (Eq. (26)). But the advantage of the
weighting procedure is that it allows for the determination of
the absolute background pair distribution in any pair variables.

Similarly, the statistical method is used to extract the pT,assoc

and pout spectra as

1

N0
trig

dN
jet
0

dpT,assoc
=

∑
real

δ(pT,assoc)w(�φ)

−C
∑
mix

δ(pT,assoc)w(�φ) (33)

1

N0
trig

dN
jet
0

dpout
=

∑
real

δ(pout)w(�φ)

−C
∑
mix

δ(pout)w(�φ). (34)

By construction, the integral of the jet yield should be
conserved independent of the pair variable used, i.e.:

∫
d�φ

dN0

d�φ
=

∫
dxE

dN
jet
0

dxE
(35)∫

dpT,assoc
dN

jet
0

dpT,assoc
=

∫
dpout

dN
jet
0

dpout
.
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C. Systematic uncertainties

The correlation analyses presented here consist of several
steps ranging from the generation of correlation functions
to the extraction of the final physics variables [jT , sin(φjj ),
per-trigger yields, etc.] from these correlation functions.
Systematic error estimations for each of these steps have
been evaluated and combined to determine the overall error
quoted for each measurement. All errors quoted are maximum
extent.

Systematic errors associated with the generation of corre-
lation functions can result from shape distortions in either the
foreground or background distributions. These distortions can
arise if the requisite quality cuts (see Sec. III A) are not stable.
In order to minimize such errors, the track pair and quality
cuts were assigned such that the correlation functions were
essentially insensitive to reasonable cut variations. Systematic
errors associated with such cut variations are estimated to
be less than 4%. A further source of systematic error is
related to the efficiency of the background rejection when
requiring a confirmation hit in the outer pad chamber. The
yields have been corrected for remaining background. The
systematic error on the background estimate is ≈3% for tracks
with a transverse momentum (pT ) < 4 GeV/c and ≈7% for
particles with 4 < pT < 6 GeV/c. For the calculation of the
conditional yields, the systematic error is dominated by the
uncertainties associated with the determination of the effi-
ciency corrected single-particle yields. These systematic errors
have been estimated to be ≈10% as obtained from Ref. [2].
This error on the efficiency has two parts: the normalization
error includes the error on PC3 matching and active area;
the momentum smearing error includes contributions from
momentum resolution and momentum scale.

A separate error is estimated for π0 − h± correlations due
to the background contamination of the π0 within the mass bin.
To estimate the width and yield contribution of the background
γ γ pairs, we created correlations of γ γ outside the π0 mass
with hadrons. From these, we extrapolated the background
contribution at the π0 mass. These systematic errors are
pT dependent. For the near and far angle width, the variation
is 1−3%, the near yield variation is 1%, the far yield variation
is 1−5% and increases with increasing pT .

The event-mixing technique has been used to correct for
the limited detector acceptance and inefficiency. In addition,
the CY has been corrected for limited �η coverage. To cross-
check these procedures, we ran a detailed simulation using
the PYTHIA event generator [42] coupled to a single-particle
acceptance filter that randomly accepts charged particles
according to the detector efficiency. In the following, we shall
use π± − h± as an example for this cross-check. Figure 9
shows a typical PHENIX two-dimensional single-particle
acceptance used in this analysis.

We generated 1 million PYTHIA events, each required to
have at least one >6 GeV/c charged pion. To speed up the
event generation, a Q2 cut of 100 GeV2 on the underlying
parton-parton scattering was required. These events were
filtered through the single-particle acceptance filter. As an
approximation, we ignore the pT dependence of acceptance.
The same event and mixed pair �φ distributions were then

FIG. 9. (Color online) Typical PHENIX single-particle accep-
tance for charged hadrons.

built by combining the accepted π± and charged hadrons. The
jet width and raw yield were extracted by fitting the dNfg

d�φ
/dNmix

d�φ

with a constant plus double Gaussian function. The raw yields
were then corrected via Eq. (24) to full jet yield for the near
side and the yield in |�η| < 0.7 for the far side. We also
extracted the true CY and jet width without the acceptance
requirement. The comparison of the CY and jet width with
and without the acceptance requirement are shown in Fig. 10.
The trigger particles are π± with 6 < pT,trig < 10 GeV/c, the
associated particles are h±. In the near side, the corrected yield
(top left panel) and width (bottom left panel) are compared
with those extracted without the acceptance filter. In the far
side, the yield corrected back to |�η| < 0.7 and the width are
compared with those extracted without the acceptance filter.
The data requiring the acceptance filter are always indicated

]
-1

 [
(G

eV
/c

)
T

 d
N

/d
p

tr
ig

(1
/N

)

-210

-110

1

10
PYTHIA yield
 Corrected yield

Near side yield

 PYTHIA yield  
 Corrected yield  

Far side yield

 (GeV/c)T,assocp
0 1 2 3 4 5

 (
ra

d
)

σ

0

0.2

0.4

0.6

0.8

1

 PYTHIA width 

 in PHENIX acceptance 

Near side jet width

 (GeV/c)T,assocp
1 2 3 4 5

 PYTHIA width 
 in PHENIX acceptance 

Far side jet width

FIG. 10. (Color online) Comparison of near-side yield, near-side
width, far-side yield, and far-side width as functions of pT of charged
hadrons. These are obtained for π± − h± correlation from PYTHIA,
with a trigger pion of 6−10 GeV/c. Filled circles represent quantities
calculated with PHENIX acceptance filter.
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FIG. 11. (Color online) Ratio of the jet width or corrected yield obtained from the event-mixing method to those without the acceptance
filter.

by the filled circles, while the expected yield or width are
indicated with open circles.

The agreement between the two data sets can be better
seen by plotting the ratios, which are shown in Fig. 11. The
yields agree within 10% and the widths agree within 5%.
Since

√
〈j 2

T 〉, 〈sin2(φjj )〉 are derived from the jet widths, the
agreement in width naturally leads to the agreement in the√
〈j 2

T 〉 and 〈sin2(φjj )〉. One notices that there are some system-
atic differences in the comparison of the yield at low pT,assoc.
This might indicate that the Gaussian assumption is not good
enough when the jet width is wide and the extrapolation for
|�η| > 0.7 becomes sizable. (At pT,assoc = 0.5 GeV/c, the jet
width σN = 0.5 rad and the extrapolation is about 20%.)

The approximations in the formulas used to extract jTy

and sin2(φjj ) are used to estimate the systematic error on
these quantities. We estimate the systematic uncertainty in
the formulation at the level of 5% for

√
〈j 2

T 〉 and 3–4% for√〈sin2(φjj )〉.
Table III summarizes the systematic errors for the extracted

widths
√
〈j 2

T 〉 and
√〈sin2(φjj )〉, while Tables IV, V, and VI

summarize the list of systematic errors on the CY for the
hadron-hadron, neutral pion-hadron, and charged pion-hadron
correlations, respectively. Table VII outlines the systematic
errors on the pout extraction from pion-hadron correlations.

IV. RESULTS

We present the minimum-bias and centrality-dependent
results on extracted jet widths and yields in Sec. IV A,

TABLE III. Summary of the systematic errors on the widths and
jT , 〈sin2(φjj )〉.

Error source

Tracking cuts, pair cuts <4%
Assumptions used in formula <5%
S/B correction (π 0 only) 1−3%

TABLE IV. Summary of the systematic errors on the conditional
yields for h± − h± analysis.

Error source <4 GeV/c 4−6 GeV/c

Quality cuts <4% <4%
Background correction 3% 30%
Error on single particle yields 10% 10%

TABLE V. Summary of the systematic errors on the conditional
yields for π 0 − h± analysis.

Single particle Pair cuts 3%
εsingle Normalization 6.5%

p smearing (reso+scale) 3%
Near-side yield 1%

S/B pT,assoc (GeV/c) <2 2−3 >3
Far-side yield 5% 2% 1%
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TABLE VI. Summary of the systematic errors on the conditional
yields for π± − h± analysis.

Single Normalization 6.5%
particle p smearing

(reso+scale) 3%
εsingle Trigger pion 5%

background
Centrality

dependent part 5%

pT,assoc (GeV/c) <1 1−2 2−3 3−4 4−5

Yield Pair cuts 1% 1% 2% 3% 4%
extraction

Near-side yield 20% 10% 6% 6% 6%
Far-side yield 6%
Error on the fit 10−20%

6%
4% 4% 4%

TABLE VII. Summary of the systematic errors on the pout

distribution for π± − h± analysis.

pout (GeV/c) <0.5 0.5−1 1−2 2−2.5

Yield extraction (near) 8% 15% 20% 20%
Yield extraction (far) 8% 15% 20% 30%
Other errors 10.6% 10.6% 10.6% 10.6%

which are used in Sec. IV B to calculate quantities describing
the jet structures: the values of

√
〈j 2

T 〉, 〈sin2(φjj )〉, and jet
fragmentation conditional yields dN/dpT and dN/dxE . The
minimum-bias d + Au results are compared with results from
p + p in Sec. IV C to establish the extent of effects due to
medium modification in d + Au with as much statistical
precision as possible. The d + Au centrality dependence of
the derived quantities is presented in Sec. IV D. This provides
a larger lever arm in nuclear thickness function, at the cost
of dividing the available minimum-bias data into different
centrality bins.

A. Correlation functions, widths, and yields

The baseline data from which jet structures are extracted
are the correlation functions and conditional pair distributions
that were defined in Sec. II. Figure 12 shows representative
correlation functions between two charged hadrons, while
Figs. 13 and 14 show representative conditional yield distri-
butions triggered on neutral pions (π0) and charged pions,
respectively. All three correlation sets (Figs. 12–14) show
relatively narrow peaks centered at �φ = 0 and π radians.
The widths of these structures decrease with larger pT , which
is consistent with narrowing of the jet cone for increasing
pT . The fractional area under the jet peak relative to the
flat underlying background also increases significantly as a
function of associated-particle pT , indicating increasing (di)jet
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FIG. 12. Assorted h± − h± correlation
functions from d + Au collisions for centrality
0–80% and several pT cuts. Trigger pT range
is 2.5 < pT,trig < 4.0 GeV/c in (a) and (b) and
4.0 < pT,trig < 6.0 in (c) and (d). Associated
hadron is in the range 1.5 < pT < 2.0 GeV/c
or 2.0 < pT < 2.5 GeV/c. Correlations are
for the centrality class 0−80%. Dashed line
represents a fit to the correlation function
using Eq. (37).
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FIG. 13. Fully corrected assorted charged
pion-hadron conditional pair distributions for
d + Au collisions for centrality 0−88% and p +
p collisions. Trigger π± are within 5 < pT,trig <

10 GeV/c and are correlated with hadrons with
four pT,assoc ranges as given in each plot.

contributions to the correlation function. In particular, Fig. 13
shows that for events where there is a high-pT trigger, a large
fraction of the low-pT (as low as 0.4−1 GeV/c) particles are
coming from the dijet fragmentation, and the jet contribution
dominates at pT > 2 GeV/c. Events tagged with a high-pT jet
are much harder than a typical minimum-bias event.

We characterize the jet correlations shown in Figs. 12–14
by assuming that there are only two contributions to the
correlation function—(di)jet correlations and an isotropic
underlying event. This scenario can then be expressed as

C(�φ) = Ao(1 + J (�φ)), (36)

where Ao denotes the isotropic background and J (�φ) is the
jet function. Approximating the jet function as the sum of two
Gaussians, we fit the correlations with

C(�φ) = Ao

[
1 + λN√

2πσN

exp

(−�φ2

2σ 2
N

)
+ λF√

2πσF

× exp

(−(�φ − π )2

2σ 2
F

)]
. (37)

Here, λN,F are the normalized Gaussian areas and σN,F are the
Gaussian widths for the near- and far-side jets, respectively.
For the pair distribution functions, we fit with the same shaped
function, but with a different normalization [Eq. (26)] as
outlined in Sec. III B.

Figure 15 shows the associated-pT dependence of the
extracted widths for both the near- and far-side peaks2 from the
charged-hadron correlation functions with the trigger range for
the charged hadron being 3−5 GeV/c. The data are tabulated
in Table VIII.

In Fig. 16, we present the same quantities from the high-pT

identified pion correlations, where there is excellent agreement
between the π0 and charged-pion data sets. For both types of
identified pions, the trigger pT range is 5−10 GeV/c; these
data are tabulated in Tables IX and X.

The far-side widths shown in Figs. 15 and 16 are larger than
the near-side widths, as expected, since the far-side structure
is a convolution of two jet fragmentations as well as any kT of

2The results here are not sensitive to the slightly different range in
centrality used.
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Trigger π 0 are within 5 < pT,trig < 10 GeV/c
and are correlated with hadrons with four pT,assoc

ranges as given in each plot.
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the scattered partons. The widths of the correlation functions
also steadily decrease as a function of pT,assoc as expected from
(di)jet fragmentation. For completeness, we also tabulate the
near- and far-side widths extracted as a function of pT,trig for
identified pions. These data are tabulated in Tables XI and XII.

Although the PHENIX single-particle acceptance is limited
to |η| < 0.35, it can sample jet pairs in twice as large of

TABLE VIII. Near- and far-side widths as a function of pT,assoc

for charged hadron triggers (3−5 GeV/c) and associated charged
hadrons from d + Au collisions.

〈pT,assoc〉 (GeV/c) σnear (rad) σfar (rad)

0.59 0.411 ± 0.055 0.89 ± 0.28
0.83 0.395 ± 0.039 0.807 ± 0.128
1.12 0.364 ± 0.032 0.636 ± 0.079
1.7 0.291 ± 0.023 0.688 ± 0.103
2.2 0.246 ± 0.019 0.637 ± 0.146
2.7 0.236 ± 0.023 0.415 ± 0.114
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FIG. 16. (Color online) Near- and far-side widths as a function
of pT,assoc from pion-hadron azimuthal correlations for charged pion
(closed symbols) and neutral pion (open symbols) triggers from the
pT,trig range of 5−10 GeV/c in minimum-bias d + Au collisions (see
text). Bars are statistical errors.

a window in �η (|�η| < 0.7) with varying pair efficiency.
Similar to azimuthal correlation, the pair efficiency in �η can
be estimated via mixed events and can subsequently be divided
out [Eq. (21)]. Assuming that the underlying event is flat3 in
|�η| < 0.7, we fix the background level to be equal to that
in azimuthal correlation function Eq. (36) and subsequently
extract the jet distribution as a function of �η. In Fig. 17(a), we
compare the near-side jet shape in �φ and �η in the angular
range of |�φ,�η| < 0.7 for the π± − h± correlation with
1.0 < pT,assoc < 2.0 GeV/c. There is no significant difference

3η dependence of the single-particle yield is very weak in 0 < |η| <

1 [43]. Thus, the underlying pair distribution in |�η| < 0.7 is almost
flat.

TABLE IX. Near- and far-side widths as a function of pT,assoc for
charged pion triggers (5−10 GeV/c) and associated charged hadrons
from minimum-bias d + Au collisions.

〈pT,assoc〉 (GeV/c) σnear (rad) σfar (rad)

0.50 0.440 ± 0.044 0.651 ± 0.052
0.70 0.391 ± 0.026 0.587 ± 0.039
0.90 0.331 ± 0.023 0.613 ± 0.044
1.23 0.271 ± 0.010 0.517 ± 0.024
1.75 0.210 ± 0.008 0.433 ± 0.022
2.24 0.193 ± 0.009 0.372 ± 0.023
2.73 0.165 ± 0.007 0.317 ± 0.020
3.44 0.135 ± 0.006 0.307 ± 0.020
4.42 0.128 ± 0.008 0.287 ± 0.023

TABLE X. Same as Table IX, but for neutral pion triggers.

〈pT,assoc〉 (GeV/c) σnear (rad) σfar (rad)

1.21 0.284 ± 0.011 0.494 ± 0.022
1.71 0.227 ± 0.007 0.410 ± 0.019
2.37 0.193 ± 0.005 0.380 ± 0.015
3.39 0.177 ± 0.006 0.322 ± 0.020
4.41 0.130 ± 0.007 0.315 ± 0.026
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TABLE XI. Near- and far-side widths as a function of pT,trig for
charged pion triggers and associated charged hadrons (2–4.5 Gev/c)
from minimum-bias d + Au collisions.

〈pT,trig〉 (GeV/c) σnear (rad) σfar (rad)

5.44 0.176 ± 0.008 0.393 ± 0.030
6.31 0.165 ± 0.007 0.342 ± 0.020
7.27 0.162 ± 0.007 0.322 ± 0.022
8.60 0.157 ± 0.008 0.301 ± 0.019

10.6 0.149 ± 0.020 0.231 ± 0.039
13.2 0.177 ± 0.019 0.329 ± 0.042

in jet shape between �η and �φ, and the widths are consistent
in both directions. Figure 17(b) shows the far-side jet shape in
�η; the associated pair distribution is flat within ±10%.

Figure 18(a) shows the comparison of the near-side jet
widths in �φ and �η from d + Au. There is overall very
good agreement between the two data sets. However, the
width in �η is systematically lower than that in �φ at small
pT,assoc. This is because the underlying background is not
completely flat in �η, but varies by up to 10% in |�η| < 0.7.
Thus the procedure of dividing by the mixed-event distribution
[Eq. (21)] introduces some distortion of the jet shape at large
�η and consequently leads to a slightly different value for the
jet width. In fact, for p + p collisions, Fig. 18(b) indicates a
similar discrepancy between �φ and �η at small pT,assoc for
p + p collisions. Thus this deviation is not likely due to the
cold medium effect in d + Au.

We extract not only the widths of the jet structures but
also the conditional yields of how many hadrons are in the
near- and far-side structures for each high-pT trigger. The
conditional yield defined in Eq. (14) can be obtained from
either a correlation function or conditional pair distribution,
both of which produce identical results. For the conditional
pair distributions, the conditional yield is directly extracted
from the fit parameters [Eq. (26)]; for correlation functions,
several normalization factors need to be applied to obtain the
per-trigger yield [44, 45], as described below.

For correlation functions, it is convenient to define the frac-
tion of jet-correlated particle pairs per event, njet pair/ntotal pair.
Following the basic ansatz outlined in Eq. (36), the fraction
of jet-correlated particle pairs is obtained by summing the jet
function over all bins in �φ and dividing by the total sum of
the correlation function such that

njet pair

ntotal pair
=

∑
AoJ (�φ)∑
C(�φ)

. (38)

Such pair fractions are shown as a function of pT,assoc for
a trigger hadron of 3.0 < pT < 5.0 GeV/c and a centrality
selection of 0−80% in Fig. 19. The results, shown for both

TABLE XII. Same as Table XI, but for neutral pion triggers.

〈pT,trig〉 (GeV/c) σnear (rad) σfar (rad)

5.39 0.207 ± 0.007 0.409 ± 0.025
6.40 0.151 ± 0.008 0.304 ± 0.034
7.66 0.144 ± 0.012 0.295 ± 0.035
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FIG. 17. Jet shapes in �φ and �η from π± − h± correlation
with 5 < pT,trig < 10 GeV/c and 1.0 < pT,assoc < 2.0 GeV/c from
minimum-bias d + Au collisions. (a) Near-side jet shape in �φ and
�η. (b) Far-side jet shape in �η.

the near- and far-side jets, indicate an increase in the average
fraction of jet-correlated particle pairs with pT as might be
expected if jet fragmentation becomes the dominant particle
production mechanism as pT is increased.

The pair fraction is multiplied by the ratio npairs/ntrignassoc

to obtain
njet pair

ntrignassoc
= njet pair

ntotal pair
× npairs

ntrignassoc
, (39)

where npairs denotes the average number of detected par-
ticle pairs per event, and ntrig and nassoc are the detected
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FIG. 18. Comparison of jet widths as function of pT,assoc in �φ

and �η from π± − h± correlation with 5 < pT,trig < 10 GeV/c.
(a) Results for d + Au. (b) Results for p + p. Bars are statistical
errors.
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single-particle yields per event for trigger and associated
particles, respectively. This gives the average number of
jet-correlated pairs per event over the combinatoric back-
ground njet pair/ntrignassoc. The conditional per-trigger yield,
njet pair/ntrig, is obtained via multiplication by the efficiency
corrected single-particle yield neff-corr.

assoc for the selected associ-
ated pT bin of interest;

njet pair

ntrig
= njet pair

ntrignassoc
× neff-corr.

assoc . (40)

The per-trigger yields for hadron triggers [found using
Eq. (40)] are corrected for the azimuthal acceptance and
tracking efficiency but are reported within the PHENIX η

acceptance for the central arms, i.e., no R(�η) correction is
applied to the hadron-triggered conditional yields.

Figure 20 plots the near- and far-side invariant conditional
yields extracted via Eq. (40) for different trigger pT selections
as indicated. An approximate exponential decrease with pT

is observed, i.e., there are more low-pT particles associated
with each high-pT trigger hadron. The data are tabulated in
Tables XIII and XIV.

In Fig. 21, the conditional yields for identified pion triggers
are plotted as a function of pT,assoc for both near- and far-side
correlations. For this high-pT data, the conditional yields
are extracted from the fits to the data in Figs. 13 and 14
using Eq. (26), then corrected for pair efficiency in �η using
Eqs. (24) and (25). The conditional yields are tabulated in
Tables XV and XVI.

TABLE XIII. Near- and far-side conditional yields as a function
of pT,assoc for charged hadron triggers (2.5−4 GeV/c) and associated
charged hadrons from d + Au collisions.

〈pT,assoc〉 (GeV/c) dN/dpnear
T dN/dpfar

T

0.592 0.327 ± 0.092 0.383 ± 0.182
0.831 0.307 ± 0.045 0.339 ± 0.079
1.190 0.174 ± 0.018 0.158 ± 0.024
1.702 0.081 ± 0.009 0.066 ± 0.014
2.205 0.042 ± 0.006 0.028 ± 0.009
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FIG. 20. (Color online) Per-trigger yield (a) and invariant condi-
tional yield (b) as a function of pT,assoc for the trigger hadron ranges
shown. Closed points are the near-side yields; open points are the
far-side yields. Centrality range is 0−80% in d + Au collisions.
Yields are corrected for efficiency and reported in the PHENIX η

acceptance. Bars are statistical errors.

The agreement between the two pion-triggered data sets
is good, which indicates that the jet fragmentation function
is independent of whether a neutral pion or a charged pion
trigger is used. The difference in the magnitudes of the far-
and near-side yields reflects the fact that the far-side correlation
measure a hadron triggered effective fragmentation while the
near-side correlation measures dihadron fragmentation.

The conditional yields presented in Figs. 20 and 21 can be
considered as the basic information, whereas the near and far

TABLE XIV. Same as Table XIII, but for charged hadron triggers
(4−6 GeV/c).

〈pT,assoc〉 (GeV/c) dN/dpnear
T dN/dpfar

T

0.831 4.437 ± 1.040 6.031 ± 2.010
1.200 2.725 ± 0.506 2.051 ± 0.562
1.700 1.907 ± 0.278 2.046 ± 0.447
2.210 0.819 ± 0.152 0.804 ± 0.244
2.931 0.497 ± 0.107 0.258 ± 0.061
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dN/dxE distributions in Sec. IV B have a closer relationship
to parton fragmentation functions, as described in Sec. II.

Since multiple scattering should increase with centrality, we
examine whether these jet characteristics exhibit any centrality
dependence. Figure 22 reports on widths and conditional yields
in the PHENIX η acceptance for dihadron correlations with a
trigger hadron in the range 2.5 < pT,trig < 4 GeV/c. The data
are tabulated in Tables XVII and XVIII. Centrality-dependent
widths for the π0 − h± correlations are shown in Fig. 23 for
a mean π0pT of approximately 5.4 GeV/c. The data for the

TABLE XV. Near- and far-side conditional yields as a function
of pT,assoc for charged pion triggers (5−10 GeV/c) and associated
charged hadrons from minimum-bias d + Au collisions.

〈pT,assoc〉 (GeV/c) dN/dpnear
T dN/dpfar

T

0.5 1.57 ± 0.083 2.54 ± 0.15
0.7 0.911 ± 0.049 1.53 ± 0.13
0.9 0.574 ± 0.031 1.00 ± 0.087
1.1 0.542 ± 0.032 0.727 ± 0.068
1.3 0.456 ± 0.026 0.801 ± 0.058
1.5 0.351 ± 0.022 0.451 ± 0.044
1.7 0.303 ± 0.018 0.365 ± 0.038
1.9 0.235 ± 0.015 0.327 ± 0.031
2.1 0.172 ± 0.012 0.222 ± 0.025
2.3 0.135 ± 0.010 0.203 ± 0.022
2.5 0.108 ± 0.008 0.162 ± 0.018
2.7 0.0905 ± 0.0075 0.145 ± 0.017
2.9 0.0742 ± 0.0064 0.107 ± 0.013
3.1 0.0645 ± 0.0059 0.070 ± 0.011
3.3 0.0490 ± 0.0052 0.0819 ± 0.0113
3.5 0.0473 ± 0.0047 0.0647 ± 0.0097
3.7 0.0439 ± 0.0045 0.0636 ± 0.0084
3.9 0.0367 ± 0.0040 0.0495 ± 0.0075
4.1 0.0281 ± 0.0034 0.0327 ± 0.0064
4.3 0.0297 ± 0.0034 0.0446 ± 0.0068
4.5 0.0256 ± 0.0031 0.0238 ± 0.0048
4.7 0.0192 ± 0.0027 0.0397 ± 0.0061
4.9 0.0112 ± 0.0021 0.0137 ± 0.0036

TABLE XVI. Same as Table XV, but for neutral pion triggers.

〈pT,assoc〉 (GeV/c) dN/dpnear
T dN/dpfar

T

1.21 0.545 ± 0.035 0.718 ± 0.076
1.71 0.289 ± 0.014 0.389 ± 0.030
2.21 0.236 ± 0.009 0.203 ± 0.018
2.72 0.102 ± 0.006 0.155 ± 0.012
3.22 0.0724 ± 0.0049 0.090 ± 0.012
3.73 0.0448 ± 0.0039 0.0560 ± 0.0071
4.23 0.0308 ± 0.0029 0.0481 ± 0.0058
4.72 0.0152 ± 0.0017 0.0495 ± 0.0060

widths are tabulated in Table XIX, while the yields can be
found in Table XX.

Neither the widths nor the per-trigger yields change
significantly with centrality, indicating that the influence of
multiple scattering on jet properties is small in this region.
This work is extended in Sec. IV D, where we present the
centrality dependence of various jet-structure observables.
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FIG. 22. Near- and far-side widths and conditional yields in the
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from d + Au collisions. Results are shown for the trigger hadron
selection 2.5 < pT < 4.0 GeV/c and the associated pT range of 1 <

pT < 2.5 GeV/c. Bars are statistical errors.
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TABLE XVII. Near- and far-side widths as a function of Ncoll

for charged hadron triggers (2.5−4 GeV/c) and associated charged
hadrons (1–2.5 GeV/c) from d + Au collisions.

Centrality σnear(rad) σfar(rad)

0−20% 0.351 ± 0.021 0.669 ± 0.072
20−40% 0.364 ± 0.024 0.670 ± 0.068
40−80% 0.325 ± 0.018 0.628 ± 0.070

B. Jet properties in minimum-bias d + Au collisions

From the angular widths and yields discussed in the
previous section, we calculate the following quantities that
characterize the jet structures: transverse momentum of
hadrons with respect to the jet (jT ), the dijet acoplanarity
〈sin2(φjj )〉, and the dN/dxE distributions. These quantities
are first presented for minimum-bias d + Au collisions, which
have the highest statistical precision, and are then compared
with results from p + p in Sec. IV C.

Figure 24 shows the compilation of
√
〈j 2

T 〉 values extracted
from π0 − h and π± − h correlations, and assorted-pT and
fixed-pT correlation results for h − h at low pT . The

√
〈j 2

T 〉
values were calculated using Eq. (7). The systematic errors
are mainly due to the uncertainties of Eq. (7) and the fitting
procedure, which are about 5% (independent of pT ) and are
approximately the same for all four analyses. The

√
〈j 2

T 〉 values
for π± − h and π0 − h indicate a steady increase at pT below
2 GeV/c followed by a saturation around 560−640 MeV/c
at pT > 2 GeV/c. The initial increase is due to the seagull
effect [46,47]. The approximately constant behavior of

√
〈j 2

T 〉
above 2 GeV/c is consistent with the scaling behavior of the
fragmentation functions. The

√
〈j 2

T 〉 results from the h − h

correlation analyses have a similar increase and saturation
behavior. They seem to reach a slightly higher plateau value
at a lower pT (around 1.5 GeV/c).

A combined fit based on
√
〈j 2

T 〉 data points at pT >

2 GeV/c gives a plateau value of
√
〈j 2

T 〉 = 0.64 ± 0.02(stat) ±
0.04(sys) GeV/c for minimum-bias d + Au collisions.

TABLE XVIII. Same as Table XVII, but for near- and far-side
conditional yields.

Centrality dN/dpnear
T dN/dpfar

T

0–20% 0.150 ± 0.021 0.113 ± 0.030
20–40% 0.182 ± 0.023 0.118 ± 0.033
40–80% 0.151 ± 0.014 0.102 ± 0.023

TABLE XIX. Near- and far-side widths as a function of centrality
for neutral pion triggers (5−10 GeV/c) and associated charged
hadrons (2–3 GeV/c) from d + Au collisions.

Centrality σnear(rad) σfar(rad)

0–20% 0.199 ± 0.009 0.387 ± 0.024
20–40% 0.195 ± 0.009 0.401 ± 0.031
40–88% 0.190 ± 0.008 0.376 ± 0.024
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FIG. 23. Near- and far-side widths for several centrality selections
from d + Au collisions. Results are shown for π 0 − h correlations
with the trigger π 0 5 < pT < 10 GeV/c and the associated pT range
of 2 < pT < 3 GeV/c. Bars are statistical errors.

A key quantity that provides information on multiple
scattering in the cold nuclear medium is 〈sin2(φjj )〉, where
φjj is the azimuthal angle between the jet axes. As described
in Sec. II, we calculate 〈sin2 φjj 〉 from the experimental values
of the near- and far-side widths [Eq. (13)]. Figure 25 shows
〈sin2 φjj 〉 as function of pT,assoc for high-pT pion triggers. We
observe that the rms of the sine of the angle between the jet
axes, 〈sin2 φjj 〉, decreases as higher-pT associated particles
are selected. There is good agreement between the two data
sets. Figure 26 plots 〈sin2 φjj 〉 as a function of pT,trig, where a
similar decrease with pT is observed.

In the next section we will calculate the quadrature
difference 〈sin2 φjj 〉 between d + Au and p + p collisions
and use that to quantify the affect of additional final-state
scattering in d + Au collisions.

In Sec. II we defined the near and far-side pout. With this
observable, it is possible to move beyond calculating means or
rms values, and hence the pout distribution potentially carries
more information about the dijet acoplanarity. The measured
pout distributions for π± − h± are shown in Fig. 27 for the
near and far sides. The far-side pout has a broader distribution
than the near-side pout, reflecting the fact that kT is larger than
jT . The pout distributions have a power law tail, possibly due
to strong radiative processes driving large values of pout.

In Sec. IV A we reported the yields of associated hadrons
per trigger particle, or the conditional yield. A more compre-
hensive way of quantifying the fragmentation function is to
plot the conditional yields as a function of xE . This is shown
in Fig. 28 for π± − h and π0 − h.

TABLE XX. Same as Table XIX, but for near- and far-side
conditional yields.

Centrality dN/dpnear
T dN/dpfar

T

0–20% 0.0816 ± 0.0037 0.116 ± 0.008
20–40% 0.0947 ± 0.0045 0.141 ± 0.011
40–88% 0.0967 ± 0.0043 0.144 ± 0.009
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FIG. 25. (Color online) 〈sin2 φjj 〉 for minimum-bias d + Au
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particles have a pT between 5 and 10 GeV/c. Data points are plotted
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Previously, in ISR experiments, the slope of the xE

distribution had been determined to be around 5.3 [26]. In
Fig. 29, the conditional yields as a function of xE are plotted
for the trigger pT range of 5–6 GeV/c. In order to compare data
with the previous ISR results, we determine the exponential
inverse slope for 0.3 < xE < 0.7 and obtain the inverse
slope parameter of 6.0 ± 0.3 in the near side and 7.1 ± 0.5
in the far side. The near-side xE inverse slope is smaller
than that for the far side, reflecting the difference between
dihadron fragmentation and single hadron fragmentation. By
requiring a trigger particle on the near side, one reduces the
jet energy available for fragmenting to the second hadrons,
and consequently a smaller inverse slope occurs for the near
side. Note, however, that the xE distributions do not have pure
exponential shape, and the fitted inverse slope is sensitive to
the fitting ranges.

It is well known that fragmentation functions D(z)
approximately scale in e+e− or p + p collisions, i.e., they are
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FIG. 28. Conditional yield as a function of xE for near- and
far sides for π± − h± and π 0 − h± from minimum-bias d + Au
collisions. Bars are statistical errors. Boxes represent the total
systematic error on each point.
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independent of jet energy. To check whether this is still true in
d + Au collisions, we plot in Fig. 30 the conditional yield as a
function of xE for different ranges of trigger pT from π± − h±
correlations. All curves fall on top of each other, indicating a
universal behavior of the jet fragmentation function.

At lower pT , we have xE distributions from the h – h corre-
lations. In Fig. 31, far-side conditional yields as obtained from
charged hadron correlation functions are plotted versus 〈xE〉.
Here, 〈xE〉 has been calculated from the 〈pT,trig〉, 〈pT,assoc〉 and
extracted angular widths. Results are shown for two trigger pT

ranges, 2.5 < pT,trig < 4 GeV/c and 4 < pT,trig < 6 GeV/c,
respectively. The slopes extracted are 6.3 ± 1.2 for the lower
trigger pT range and 6.1 ± 0.8 for the higher trigger pT

window. Within the statistics of the charged hadron data set,
we do not observe a strong sensitivity of the slope of the xE

distributions to the trigger pT .
A direct way of quantifying the scale dependence of the

xE distribution is to plot the far-side conditional yields versus
pT,trig for a fixed range of xE . This is shown in Fig. 32, where
the conditional yields are found to be independent of pT,trig,
i.e., there is no significant deviation from scaling. We will
quantify any scaling violation in these data when we compare
these xE distributions from d + Au to distributions from p + p

collisions in Sec. IV C.

C. Comparison between d + Au and p + p

As discussed in Sec. I, multiple scattering in the cold nuclear
medium may broaden the far-side correlation and possibly
modify the fragmentation properties. In the previous section,
we presented the measured jet structures from minimum-bias
d + Au collisions. In this section, we compare that data to
results from p + p collisions. The goal is to establish the
extent to which the nuclear medium modifies the properties of
jets.

Figure 33 compares the extracted
√
〈j 2

T 〉 values as functions
of pT,assoc from d + Au and p + p collisions. The

√
〈j 2

T 〉 values
show no change from p + p to d + Au collisions.
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FIG. 33. (Color online) Comparison of
√

〈j 2
T 〉 values between d +

Au and p + p for π± − h± and π 0 − h± correlations. Trigger pion
range is 5–10 GeV/c. Bars are statistical errors. Systematic errors are
given in Table III.

Similarly, the 〈sin2(φjj )〉 values shown in Fig. 34 for d +
Au are comparable to those from p + p within errors, although
the values from d + Au collisions are systematically higher
for π± − h±. Since there is no strong difference between the
d + Au and p + p results, there is little indication for increased
multiple scattering in the d + Au final state.

Any additional radiation can be quantified by calculating
the point-by-point quadrature difference in 〈sin2 φjj 〉 between
d + Au and p + p collisions. As shown in Fig. 35, this
difference is consistent with zero. The average value for
π0 − h is �〈sin2 φjj 〉 = −0.005 ± 0.012(stat) ± 0.003(sys);
for π± − h,�〈sin2 φjj 〉 = 0.011 ± 0.011(stat) ± 0.010(sys).
Combining the two data sets, we find �〈sin2 φjj 〉 = +0.004 ±
0.008(stat) ± 0.009(sys).

Figure 36 shows the comparison of the pout distribution
between central d + Au and p + p from π± − h± correlations;
no apparent differences are observed in either the near
or far side. This is consistent with the observation that
both

√
〈j 2

T 〉 and 〈sin2 φjj 〉 are similar between d + Au and
p + p.

A second set of comparisons between d + Au and p + p

collisions is the number of hadrons in the near- and far-angle jet
structures associated with a high-pT trigger. Figure 37 shows
the comparison of the conditional yield as function of xE and
no apparent difference between d + Au and p + p collisions
is observed for either the near or far side.

In the previous section, we examined the level of scaling
violations in the far-side dN/dxE distribution for d + Au
collisions by plotting different xE ranges as a function of pT,trig

(Fig. 32). The comparable plot for p + p collisions is shown in
Fig. 38. For both d + Au and p + p collisions, the amount of
scaling violations, i.e., the dependence of dN/dxE on pT,trig,

 (GeV/c)T,trigp
4 6 8 10 12 14

> jjφ2
<s

in

0

0.05

0.1

0.15

 (GeV/c)T,trigp
4 5 6 7 8 9

> jjφ2
<s

in

0

0.05

0.1

0.15

FIG. 34. (Color online) Comparison of 〈sin2(φjj )〉 values be-
tween d + Au (filled circles) and p + p (open circles) for π± − h±

correlations (top panel) and π 0 − h± correlations (lower panel).
Associated hadron range is 2 < pT,assoc < 4.5 GeV/c for the charged
pion triggers and 2.5 < pT,assoc < 5 GeV/c for the neutral pions. Bars
are statistical errors. Boxes represent the total systematic error on
each point.

can be quantified by fitting the data in each xE range with a
straight line as a function of pT,trig, that is,

dN

dxE

= dN

dxE 0
(1 + βpT ). (41)

The fitted slopes β represent the fractional change in dN/dxE

per GeV/c and are shown in Fig. 39. For the d + Au data,
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FIG. 35. (Color online) Quadrature difference between
minimum-bias d + Au and p + p 〈sin2 φjj 〉 values. Closed circles
are π± − h values and the open circles are π 0 − h values. Bars are
statistical errors. Boxes represent the total systematic error on each
point.
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β is consistent with zero, i.e., there is no significant scaling
violation across the whole xE range, while there may be a
slight scaling violation at high xE for the p + p data. On a
point-by-point basis, there is no systematic difference between
the d + Au and p + p data.

Taken as a whole, all the results presented in this section
indicate that the presence of the cold nuclear medium causes
no significant change in jet fragmentation between d + Au
and p + p collisions. In addition, no strong evidence supports
an increase in 〈sin2(φjj )〉 due to multiple scattering in the
Au nucleus. Using the minimum-bias d + Au data has the
advantage of the highest statistical precision. In the next
section, we examine whether there is any change in jet
structures as a function of collision centrality in d + Au, i.e.,
we split the statistics into a few centrality classes to increase
the lever arm of the nuclear thickness function.

D. Centrality dependence

As discussed in Sec. I, 〈sin2(φjj )〉 is expected to increase as
d + Au collisions become more central because of increased
multiple scattering. Models of multiple scattering [12] predict
that the increase in 〈k2

T 〉 is proportional to TA(b), the nuclear
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FIG. 37. (Color online) Comparison of the xE distribution from
π± − h± correlations at the near and far sides between minimum-
bias d + Au collisions and p + p collisions. Triggers are π± from
5−10 GeV/c. Bars are statistical errors. Boxes represent the total
systematic error on each point.
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FIG. 38. Far-side conditional yield as function of pT,trig for
different ranges of xE from p + p collisions; triggers are π± from
5−10 GeV/c. Bars are statistical errors.

thickness function. We are not aware of predictions of how
〈sin2(φjj )〉 will change with centrality, but note that any
increase in 〈k2

T 〉 will also increase 〈sin2(φjj )〉.
To probe this physics, we measured angular correlations in

three centrality bins for d + Au collisions (0–20%, 20–40%,
and 40–88%) to extract angular widths of the jet structures and
hence

√
〈j 2

T 〉 and 〈sin2(φjj )〉. Figure 40 shows the independent
data sets of 〈sin2(φjj )〉 including results from p + p collisions
and the three centrality classes from d + Au collisions.

All the 〈sin2(φjj )〉 data in Fig. 40 have been simultaneously
fit with the following linear equation in TA(b):

〈sin2(φjj )〉 = 〈sin2(φjj )〉0(1 + afracTA(b)). (42)

The slope parameter afrac is assumed to be common to all
data sets, while the pre-factors 〈sin2(φjj )〉0 depend on the
pT of the trigger and associated particles. The extracted
slope afrac = −0.01 ± 0.40 mb with χ -squared per degree of
freedom, χ2/ν = 27/22. This slope is consistent with zero;
i.e., we do not observe any significant increase in 〈sin2(φjj )〉
with centrality.

This can be compared to predictions from Hwa and Yang
[16], who assume no increase in kT with centrality to reproduce
the Cronin effect data at RHIC, and Qiu and Vitev [14], who
calculate 〈

k2
T

〉
dijet = 2

〈
k2
T

〉
vac + 0.72

TA minbias
TA(b). (43)

Ex
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FIG. 39. Fitted fractional change in dN/dxE per unit pT,trig [β in
Eq. (41)] of the far-side conditional yield for different ranges of xE .
Bars are statistical errors.
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To gain some insight into the magnitude of Qiu and
Vitev’s predicted effect compared to our experimental results,
we recast Eq. (43) into the same form as Eq. (42).

〈
k2
T

〉
dijet = 2

〈
k2
T

〉
vac

(
1 + 0.72

2
〈
k2
T

〉
vacTA minbias

TA(b)

)
. (44)

Hence, their prediction for the fractional increase in 〈k2
T 〉

with TA(b) is from 0.51 to 0.72 depending on the range
0.25 < 〈k2

T 〉vac < 0.35 (GeV/c)2 suggested by Qiu and Vitev
[14].4 Though the predicted fractional increase is of a different
quantity, it should provide an estimate of the magnitude
of the fractional increase in 〈sin2(φjj )〉. The prediction is
slightly larger than one standard deviation (statistical) from our
experimental result, afrac = −0.01 ± 0.40 mb. If the measured
value for 〈k2

T 〉vac at RHIC turns out to be larger than assumed
by Qiu and Vitev [14], then the predicted fractional increase
in Eq. (44) will be smaller.

Barnafoldi et al. [15] have also predicted the increase in
kT due to multiple scattering in d + Au collisions at RHIC.
They calculated that 〈k2

T 〉 increases by C = 0.35(GeV/c)2 per

4For 0−88% d + Au collisions, TA minbias = 0.20 mb−1.
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FIG. 41. (Color online) Centrality dependence of near and far
CY(pT ) for π± − h± and π 0 − h± correlations. Bars are statistical
errors.

collision up to the first four collisions, then it saturates. Their
prediction is

〈
k2
T

〉 = 〈
k2
T

〉
0

(
1 + 0.35〈

k2
T

〉
0

(40 × TA)

)
, TA < 0.1,

(45)〈
k2
T

〉 = 〈
k2
T

〉
0

(
1 + 0.35〈

k2
T

〉
0

(40 × 0.1)

)
, TA > 0.1.

Barnafoldi et al. do not provide values for 〈k2
T 〉0; however, if

we use the range 0.25 < 〈k2
T 〉0 < 0.35 (GeV/c)2 suggested by

Qiu and Vitev [14] then the fractional increase with TA is 40
to 56 for TA < 0.1 followed by no further increase. This rapid
increase is not observable in our data set because the model
saturates already in the most peripheral d + Au bin, where
〈TA〉 = 0.11 mb−1.

As discussed in Sec. I, inelastic scattering of the hard parton
in the cold medium may also increase the conditional yields
(CY) of hadrons that are associated with a high-pT trigger.
Figure 41 shows the centrality dependence of the extracted
CY, together with CY from p + p collisions. The difference
can be better illustrated by taking the ratio (d + Au/p + p) of
the per-trigger yield as shown in Fig. 42. There is a possible
increase in near-side particle yield for pT < 1 GeV/c in the
d + Au collisions. In other momentum ranges, there is no
consistent difference between yields in d + Au and p + p

collisions. The recombination model of Ref. [22] predicted
a factor of 2 increase in CY peripheral to central d + Au
collisions which is much larger than observed in the data. A
later recombination calculation by the same authors [23] using
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the same definition as the experiment [Eq. (16)] postdicted only
a 30% increase in CY for associated particles at pT = 2 GeV/c,
which is comparable to or perhaps slightly larger than observed
in the data.

V. CONCLUSIONS

We have measured several properties of jet fragmentation
and dijet correlations using two-particle correlations with
three different particle combinations: h± − h±, π0 − h±, and
π± − h±. From the correlation functions, we have extracted
the widths of the near- and far-angle correlations as a function
of the momentum of the two hadrons, pT,trig and pT,assoc.
These widths decrease as a function of both the trigger and
associated particle’s momenta. From the near-angle widths,
we calculate

√
〈j 2

T 〉, the rms of the transverse momentum of
fragmented hadrons with respect to the hard parton. The value
of

√
〈j 2

T 〉 saturates at 0.64 ± 0.02(stat)±0.04(sys) GeV/c for
pT,assoc > 2 GeV/c and is consistent with being independent of
pT,trig and trigger species. The

√
〈j 2

T 〉 is similar for d + Au and
p + p collisions, which is consistent with the fragmentation
process not being affected by the presence of the cold nuclear
medium.

We have also compared the measured xE distributions in
d + Au collisions to the baseline distributions from p + p

collisions. The xE distributions extracted from the far-angle
correlations provide information on the fragmentation of a
back-to-back parton triggered on a high-pT hadron in the

opposite hemisphere. The measured dNfar/dxE distributions
in d + Au are approximately independent of pT,trig; i.e.,
they scale. We have quantified the level of scaling violation
by extracting the slope β = d(dN/dxE)/dpT,trig for different
ranges of xE . The slopes are consistent with zero for d + Au
collisions; i.e., there is no significant scaling violation. Point by
point, the scaling-violation slopes for p + p collisions are not
significantly different than the d + Au data. This suggests that
if there is any additional gluon radiation in d + Au reactions
due to multiple scattering, then it has little observable influence
on the fragmentation of the hard parton.

We observe no centrality dependence of the conditional
yield in d + Au, and these yields are very similar to those
from p + p collisions. The recombination model of Ref. [23]
postdicted a 30% increase in conditional yield between d +
Au and p + p, which is perhaps slightly larger than observed
in the data.

We have extracted the dijet acoplanarity 〈sin2(φjj )〉 from
the widths of the back-to-back correlations in d + Au and
p + p collisions. In collisions involving nuclei, multiple
interactions within the nucleus would tend to increase the
parton transverse momentum which would be observable as
a larger dijet acoplanarity; i.e., the back-to-back distribution
of jets should broaden. However, in d + Au collisions,
the extracted values of 〈sin2(φjj )〉 are very similar to those
observed in p + p collisions. Indeed, the quadrature difference
� between 〈sin2(φjj )〉 in d + Au and p + p is consistent with
zero, �〈sin2(φjj )〉 = +0.004 ± 0.008(stat)± 0.000(sys). The
extracted 〈sin2(φjj )〉 is also measured to be independent of
the nuclear thickness function TA(b), which is in contrast
to the strong A dependence of kT observed at lower beam
energies [7–9].

We have compared the centrality dependence of the
extracted 〈sin2(φjj )〉 with the multiple-scattering model of
Qiu and Vitev [14]. This model reproduces the measured
Cronin effect of single-particle spectra at RHIC [2–4] and
predicts a finite increase of kT with nuclear thickness function.
When converted to a fractional increase, the prediction is
at a level that is within the experimental uncertainty of the
current data. Hence, our present data on 〈sin2(φjj )〉 are not
inconsistent with the level of multiple scattering deduced from
the single-particle Cronin effect.

Taken together, we observe no change in fragmentation and
no indication of the effects of multiple scattering; i.e., the jet
structures are very similar in d + Au and p + p collisions
at RHIC energies. Our measurements also provide a critical
baseline for jet measurements in Au + Au collisions at RHIC.
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A. A. Vinogradov,23 M. A. Volkov,23 E. Vznuzdaev,37 X. R. Wang,13 Y. Watanabe,38,39 S. N. White,5 F. K. Wohn,16

C. L. Woody,5 W. Xie,6 Y. Yang,7 A. Yanovich,15 S. Yokkaichi,38,39 G. R. Young,35 I. E. Yushmanov,23 W. A. Zajc,9,†

C. Zhang,9 S. Zhou,7 S. J. Zhou,51 and L. Zolin17

(PHENIX Collaboration)

1Abilene Christian University, Abilene, Texas 79699, USA
2Institute of Physics, Academia Sinica, Taipei 11529, Taiwan

3Department of Physics, Banaras Hindu University, Varanasi 221005, India
0031-9007=06=96(3)=032302(6)$23.00 032302-1 © 2006 The American Physical Society



PRL 96, 032302 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
27 JANUARY 2006
4Bhabha Atomic Research Centre, Bombay 400 085, India
5Brookhaven National Laboratory, Upton, New York 11973-5000, USA
6University of California - Riverside, Riverside, California 92521, USA

7China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China
8Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan

9Columbia University, New York, New York 10027, USA
and Nevis Laboratories, Irvington, New York 10533, USA
10Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France

11Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
12Florida State University, Tallahassee, Florida 32306, USA

13Georgia State University, Atlanta, Georgia 30303, USA
14Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan

15IHEP Protvino, State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, 142281, Russia
16Iowa State University, Ames, Iowa 50011, USA

17Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia
18KAERI, Cyclotron Application Laboratory, Seoul, South Korea

19Kangnung National University, Kangnung 210-702, South Korea
20KEK, High Energy Accelerator Research Organization, Tsukuba, Ibaraki 305-0801, Japan

21KFKI Research Institute for Particle and Nuclear Physics of the Hungarian Academy of Sciences (MTA KFKI RMKI), H-1525
Budapest 114, POBox 49, Budapest, Hungary

22Korea University, Seoul, 136-701, Korea
23Russian Research Center ‘‘Kurchatov Institute’’, Moscow, Russia

24Kyoto University, Kyoto 606-8502, Japan
25Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128, Palaiseau, France

26Lawrence Livermore National Laboratory, Livermore, California 94550, USA
27Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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The azimuthal distribution of identified �0 and inclusive photons has been measured in
��������
sNN
p

�
200 GeV Au� Au collisions with the PHENIX experiment at the Relativistic Heavy-Ion Collider
(RHIC). The second-harmonic parameter (v2) was measured to describe the observed anisotropy of the
azimuthal distribution. The measured inclusive photon v2 is consistent with the value expected for the
photons from hadron decay and is also consistent with the lack of direct photon signal over the measured
pT range 1–6 GeV=c. An attempt is made to extract v2 of direct photons.
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Among the most exciting features of the experimental
data from the Relativistic Heavy-Ion Collider (RHIC) are
the suppression of high pT hadron yields [1–5], the baryon
excess at intermediate pT [6–9], and the quark number
scaling of the identified hadron v2 [10,11]. Theoretically,
the observed high pT suppression has been attributed to
energy loss of the hard-scattered partons [12,13]. Experi-
mentally, the absence of the suppression in d� Au colli-
sions has shown that it is a final-state effect due to the hot
and dense matter created in central Au� Au collisions
[14–17]. The quark number scaling of the measured ellip-
tic flow parameter v2 and the nuclear modification factor
Rcp of baryons versus mesons may suggest the existence of
a thermalized partonic phase before hadronization [18,19].

The second-harmonic coefficient parameter v2 of the
azimuthal distribution of the particles produced in heavy-
ion collisions is defined by

dN
d�
/ 1� 2v2 cos�2����RP��; (1)

where � is the azimuthal direction of the particle and �RP

is the direction of the nuclear impact parameter (reaction
plane) in a given collision. The v2 in high-energy heavy-
ion collisions is considered to be sensitive to the initial
geometric overlap of the colliding nuclei as well as the
later expansion driven by the initial pressure.
Theoretically, the dominant source of v2 at low pT is the
expansion of the dense matter in the direction of the short
axis of the overlap zone, and at high pT is the parton energy
loss given by the shape of the geometrical overlap. The
quark coalescence (recombination) might be responsible
for the v2 in the intermediate pT region. However, the
experimental definition of v2 includes any second-
harmonic correlation with respect to the event plane, which
is given by the beam direction and the impact parameter
direction. Detailed v2 measurements of identified particles
at higher pT than 2 GeV=c, where hydrodynamics alone
does not describe the measurements, would enable us to
understand the different mechanisms that generate v2 and
to investigate the transition region from low to high pT .
Especially, the v2 of identified �0 will give a baseline
measurement of inclusive photon v2 to extract the direct
photon v2.

The direct photons produced in hard scattering are pene-
trating probes of the produced dense matter in heavy-ion
collisions. Recently, we observed that the centrality depen-
dence of the direct photon yield in

��������
sNN
p

� 200 GeV
Au� Au collisions is consistent with binary collision scal-
ing [20]. The lack of suppression of direct photons is
further evidence in favor of the final-state effect in hadron
suppression. In addition to the initially produced hard
photons that should inherently follow binary scaling, there
may be other counteracting effects resulting in apparent
binary scaling. For example, some fraction of the photons
may originate from partons having experienced energy
03230
loss, causing an analogous suppression of these photons
[21] similar to hadrons. On the other hand, the parton
energy loss may enhance the photon yield via bremsstrah-
lung while passing through the hot and dense matter [22].
The thermal emission of photons radiated from the hot and
dense matter is also expected to increase direct photon
yield for central Au� Au collisions [23].

The v2 measurement of the direct photons could help to
confirm that the observed binary scaling of the direct
photon excess is attributable to the direct photon produc-
tion being dominated by the initial hard scattering. The v2

measurement of the direct photons would give additional
and complementary information to help disentangle the
various scenarios of direct photon production, as well as
to provide more information on the dynamics and proper-
ties of the produced hot and dense matter. The v2 of
photons from the initial Compton-like hard scattering is
expected to be zero if they do not interact with the hot and
dense matter produced during the collision. However,
when the v2 of high pT hadrons is given purely by the
parton energy loss, the photons from the parton fragmen-
tation outside of the reaction zone should have v2 similar to
the hadrons at high pT . Such photon fraction is expected to
be about 50% of total direct photon yield at 3:5 GeV=c in
pT [21,22]. On the other hand, one would expect that the
photons originating from bremsstrahlung due to the pas-
sage of partons through the hot and dense matter should
have the opposite (negative) sign in v2 compared with
hadrons, because the parton energy loss is larger in the
long axis of the overlapping region (out-of-plane). Finally,
the photons from the thermal radiation should reflect the
dynamical evolution of the produced hot and dense matter.
There are recent theoretical predictions for different
mechanisms [24].

In this Letter we present measurements of the v2 of �0

and inclusive �, as a function of transverse momentum and
collision centrality, and we discuss the implications for the
yield and v2 of direct photons. The data are for 200 GeV
Au� Au collisions from the PHENIX experiment [25]
recorded during Run 2 at RHIC. The event trigger and
centrality definition are given by the beam-beam counters
(BBCs) and the zero degree calorimeters (ZDCs). The
number of charged particles measured with the BBCs
and the neutral spectators measured with the ZDCs are
correlated with the number of participating nucleons, thus
together providing a measure of the centrality. The event
plane, which is a measure of reaction plane, is determined
using the two BBCs at j�j � 3:1� 3:9, where each
counter consists of 64 photomultiplier tubes (PMTs) with
quartz Cherenkov radiators in front, surrounding the beam
pipe. The elliptic axis of the event plane �measured is
calculated by the angle weighted with the PMT amplitude
using the second-harmonic moment as described in
Refs. [10,26]. The measured event anisotropy is corrected
for a finite resolution of the measured event plane. The
2-3
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estimated event plane resolution�RP � hcos�2��measured �
�RP��i is 0.3 on average, with a maximum of �0:4 in the
midcentral collisions. The corrected v2 is calculated via
the formula v2 � hcos�2����measured��i=�RP. The phase
space used for the determination of the event plane for this
analysis is 3–4 units away from the midrapidity, while the
inclusive photon and the identified �0 are measured at
j�j< 0:35.

The photon identification and the �0 reconstruction are
performed in the same way as presented elsewhere [4].
The photon candidate clusters for both inclusive photon
and �0 measurement are first selected by their times of
flight and the corresponding shower profiles in the electro-
magnetic calorimeter (EMCal). Neutral pions are recon-
structed via �0 ! �� decay channel with an invariant
mass analysis of � pairs. An additional energy asymmetry
cut, jE�1 � E�2j=�E�1 � E�2�< 0:8 is applied to the pairs
of photon candidates in the �0 reconstruction. The combi-
natorial background is estimated and subtracted by mixing
pairs from different events with similar centrality, z-vertex
position, and event plane orientation. The background is
normalized in a region outside the �0 mass peak for each
bin in relative angle with respect to the measured event
plane direction. A typical signal over background ratio is
about 1 to 1 at pT � 3 GeV=c in midcentral collisions
(20– 40% centrality). The v2 of �0 is calculated from the
azimuthal distribution after the combinatorial background
is subtracted for each centrality and pT bin. For the in-
clusive photon analysis, the charged particle contamination
in the sample of the photon candidate cluster is identified
by associating the photon candidates with charged particle
hits in the pad chamber (PC3) directly in front of the
EMCal. The fraction of photon candidates removed by
this charge veto cut is about 15–25% depending on central-
ity. The effect of hadron contamination on the measured v2

of inclusive photons is estimated by varying the size of the
charged particle association window in the PC3, and no
significant effect is seen. Neutron and antineutron contami-
nation and off-vertex photons in the identified photon
sample are studied with full detector Monte Carlo simula-
tion. The correction for these effects is applied to the data;
it is 2% relative to the measured v2 at 2 GeV=c and
negligible at 4 GeV=c. The systematic error includes the
effects from the �0 and photon identification cuts and from
the event plane determination: 5% for �0 and 5% for
photon identification and 5–10% for event plane determi-
nation given by the error on the correction factor from the
finite event plane resolution. The analysis includes both a
minimum-bias sample (30	 106 events) and a Level 2
trigger sample (equivalent to 55	 106 events), where the
Level 2 algorithm is described in Ref. [20].

Figure 1 shows the measured v2 of �0 and inclusive
photons as a function of pT for different centrality selec-
tions. Data are compared with previous measurements of
charged pions [10]. The pT and centrality dependences of
03230
both the �0 and the inclusive photon v2 is consistent with
that of other mesons [10]. The v2 values are significantly
above zero up to the highest pT points. The nonzero v2 of
�0 up to the highest pT cannot be explained by flow effects
alone, but may be attributed to jet quenching and/or quark
coalescence (recombination).

Figure 2 compares for different centralities the v2 of
inclusive photons with the expected photon v2 from had-
ronic decays. The expected photon v2 from hadronic de-
cays (vbg

2 ) is calculated by Monte Carlo simulation with the
measured v2 of �0 and other hadronic sources of photon.
The relative yield of other sources (mainly �) is about 20%
of the total hadronic decay photons, which corresponds to
about 4% relative contribution in v2 at 1 GeV=c and
negligible at 3 GeV=c. In the simulation, we assume that
the v2 of � is similar to the kaon (the closest in mass
particle) v2 measured in [10,11].

The v2 of the inclusive photons vinclusive�
2 can be ex-

pressed as

vinclusive�
2 �

vdirect�
2 Ndirect� � v

bg
2 Nbg

Ndirect� � Nbg
; (2)

where vdirect�
2 is the direct photon v2, Ndirect� is the direct

photon yield, and Nbg is the background photon yield.
Using the direct photon excess ratio R � �Ndirect� �

Nbg�=Nbg, previously measured in Ref. [20], one can ex-
press the direct photon v2 as

vdirect�
2 �

Rvinclusive�
2 � vbg

2

R� 1
: (3)
2-4
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FIG. 2 (color online). The measured v2 of inclusive photons
(vinclusive�

2 , solid circles) and expected photon v2 from hadronic
decay (vbg

2 , open squares). A subtracted v2 quantity
Rvinclusive�

2 � vbg
2 is plotted at the bottom of each panel (open

circles), where R � �Ndirect� � Nbg�=Nbg. The quantity corre-
sponds to a product of the direct photon v2 and a positive factor
R� 1, (vdirect�

2 �R� 1�).
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The bottom data points in each panel of Fig. 2 show the
difference: Rvinclusive�

2 � vbg
2 (the numerator in the above

equation), which corresponds to a product of the direct
photon v2 times a positive factor R� 1, vdirect�

2 �R� 1�.
Alternatively, it would be possible to calculate vdirect�

2
using the measured ratio R [20]. However, we have chosen
this subtracted quantity in order to show the direct photon
v2 and its sign, because R� 1 is measured to be small,
especially at low pT , and is sometimes negative experi-
mentally. The comparison between vinclusive�

2 and vbg
2 in

each panel indicates that the measured inclusive photon v2

is consistent with the expected photon v2 from hadronic
decay over the measured pT range. The subtracted points
are close to zero, which is also expected because of the lack
of the direct photon signal in the measured pT range, where
R is close to unity [20]. The subtraction is especially
meaningful where the measured R value goes above 1.0
at about 4–6 GeV=c and higher pT in central Au� Au
collisions [20]; a region where one could extract the direct
photon v2. The measurement indicates that v2 of the direct
photon is small at least in the highest pT (4–6 GeV=c)
range in central Au� Au collisions. However, some hid-
den important trends (slightly negative or positive v2 of
direct photon) as a function of pT and centrality could be
extracted, once the errors on those two v2’s and on the
measured R are small enough. This is because the plotted
subtracted quantity needs to be magnified by 1=�R� 1� in
order to get the direct photon v2. The extracted direct
photon v2 at 4–6 GeV=c is �1:5% with 
6:4% statistical
03230
and
6:4% systematic errors for 0–20% central events and
�2:4%
 6:7%�sta:� 
 9:8%�sys:� for 0–92% (minimum-
bias) events.

Figure 3 shows the ratio of vbg
2 =v

inclusive�
2 and a com-

parison to the measured ratio R of the yields from [20]. If
the direct photon v2 is assumed to be zero, the ratio R
should be equal to vbg

2 =v
inclusive�
2 according to the Eq. (3). If

the measured direct photon excess comes from the initial
hard scattering, that would correspond to zero vdirect�

2 , then
the measured v2 ratio vbg

2 =v
inclusive�
2 gives a consistent

check of the direct photon excess ratio R measurement,
especially where R is significantly above 1.0. The mea-
sured v2 ratio as a function of pT and centrality is con-
sistent with the conventional relative yield measurement of
the direct photon excess ratio R, but has somewhat larger
errors.

In conclusion, the v2 of identified �0 and inclusive
photons as a function of pT and centrality are measured
with the PHENIX central arm spectrometer at j�j< 0:35
with respect to the event plane defined at j�j � 3:1� 3:9
in 200 GeV Au� Au collisions at RHIC. The v2 of iden-
tified �0 shows a similar trend as a function of pT and
centrality compared with other mesons and has values
significantly above zero up to the highest pT point. The
measured v2 of the inclusive photons is consistent with the
v2 of photons from hadronic decays, which is furthermore
consistent with the absence of direct photon signal over the
measured pT range. However, the measurement indicates a
small direct photon v2 for the highest pT (4–6 GeV=c)
range in central Au� Au collisions. The ratio of the
estimated photon v2 from the hadronic decay over the
measured inclusive photon v2 is also consistent with the
2-5
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direct photon excess ratio measured via conventional
yields ratio. This should also imply that the v2 of direct
photons is zero where the measured direct photon excess
ratio R is significantly above 1.0. The present statistics and
systematic accuracy of the data from the second year of
RHIC running do not allow us to explicitly state the
magnitude of direct photon v2. However, the indication
of small v2 for direct photons would favor the naive
scenario of direct photon production from initial hard
scattering and its small interaction with produced matter
in high-energy Au� Au collisions.
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The invariant differential cross section for inclusive electron production in p� p collisions at
���
s
p
�

200 GeV has been measured by the PHENIX experiment at the BNL Relativistic Heavy Ion Collider over
the transverse momentum range 0:4 � pT � 5:0 GeV=c in the central rapidity region (j�j � 0:35). The
contribution to the inclusive electron spectrum from semileptonic decays of hadrons carrying heavy flavor,
i.e., charm quarks or, at high pT , bottom quarks, is determined via three independent methods. The
resulting electron spectrum from heavy-flavor decays is compared to recent leading and next-to-leading
order perturbative QCD calculations. The total cross section of charm quark-antiquark pair production is
determined to be �c �c � 0:92� 0:15�stat� � 0:54�syst� mb.
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The production of hadrons carrying heavy quarks, i.e.,
charm or bottom, serves as a crucial proving ground for
quantum chromodynamics (QCD), the theory of the strong
interaction. Because of the large quark masses, charm and
bottom production can be treated by perturbative QCD
(pQCD) even at small momenta without being significantly
affected by additional soft processes [1]. This is in distinct
contrast to the production of particles composed solely of
light quarks, which can be evaluated perturbatively only
for sufficiently large momenta. Consequently, pQCD cal-
culations of heavy quark production are expected to be
reliable over the full momentum range experimentally
accessible at collider energies.

For bottom production, next-to-leading order (NLO)
calculations are in reasonable agreement with data [2].
Charm measurements at

���
s
p
� 1:96 TeV exist for high

transverse momentum (pT) only [3], where the cross sec-
tion is higher than NLO predictions by � 50%. However,
these discrepancies are within the substantial experimental
and theoretical uncertainties [3]. At the Relativistic Heavy
Ion Collider (RHIC), charm yields have been measured for
p� p and d� Au collisions at

��������
sNN
p

� 200 GeV [4,5] as
well as for Au� Au collisions at 130 and 200 GeV [6,7].
Further measurements are crucial for a better understand-
ing of heavy-flavor production at RHIC. In particular, the
relevance of higher order processes and other production
mechanisms like jet fragmentation is unclear.

We report on the central rapidity production (j�j �
0:35) of inclusive electrons, �e� � e��=2, in p� p colli-
sions at

���
s
p
� 200 GeV measured by the PHENIX experi-

ment [8] at RHIC. Contributions from semileptonic heavy-
flavor decays are extracted in the electron pT range 0:4 �
pT � 5:0 GeV=c. The resulting invariant differential cross
section is an important benchmark for pQCD calculations
of heavy quark production. Furthermore, it provides a
crucial baseline for measurements in nuclear collisions at
RHIC. Since hadronic heavy-flavor production is expected
to be dominated by initial parton scattering, systematic
studies in p� p and d� Au collisions should be sensitive
to the nucleon parton distribution functions as well as to
their nuclear modifications such as shadowing [9]. In Au�
Au collisions, heavy quarks constitute a unique and, with
the data presented here, calibrated probe for the hot and
dense medium created in the collisions. Possible medium
modification of heavy-flavor probes include energy loss
[10,11], azimuthal asymmetry [12], and quarkonia sup-
pression [13] or enhancement [14,15].

The data used here were recorded by PHENIX during
RHIC Run 2. Beam-beam counters (BBCs), positioned at
pseudorapidities 3:1< j�j< 3:9, measured the collision
vertex and provided the minimum bias (MB) interaction
trigger defined by at least one hit on each side of the vertex.
Events containing high pT electrons were selected by an
additional level 1 trigger in coincidence with the MB
trigger. This level 1 trigger required a minimum energy
deposit of 0.75 GeV in a 2	 2 tile of towers in the
03200
electromagnetic calorimeter (EMC) [16]. After a vertex
cut of jzvtxj< 20 cm, an equivalent of 465	 106 MB
events sampled by the EMC trigger was analyzed in addi-
tion to the 15	 106 events recorded with the MB trigger
itself.

The PHENIX east arm spectrometer (j�j< 0:35, �� �
�=2) includes a drift chamber and a pad chamber layer for
charged particle tracking. Tracks were confirmed by hits in
the EMC matching in position with the track projection
within 3�. Electron candidates required at least two asso-
ciated hits in the ring imaging Čerenkov detector (RICH)
in the projected ring area. Random coincidences of hadron
tracks and hits in the RICH occurred with a probability of
�3:0� 1:5� 	 10�4. For electrons the energy E deposited
in the EMC must be consistent with the momentum p.
Requiring j�E� p�=pj< 3�, a total charged hadron re-
jection factor of about 104 (105) was achieved for pT �
0:4 �� 2:0� GeV=c. Remaining background (<1%) was
measured via event mixing and subtracted statistically.

The differential cross section for electron production
was calculated as

E
d3�

dp3 �
1

�bias

R
Ldt

Ne
2�pT�y�pT

1

A�rec
; (1)

where
R
Ldt is the integrated luminosity measured with

the MB trigger or sampled with the EMC trigger, respec-
tively; �bias is the probability for an electron event to fulfill
the MB trigger condition; Ne is the measured electron
yield; and A�rec is the product of geometrical accep-
tance and reconstruction efficiency. For the EMC triggered
sample, �rec includes the trigger efficiency �lvl1.R

Ldt is calculated as NMB=�BBC, where NMB is the
number of MB triggers or, for the EMC triggered sample,
the number of EMC triggers divided by the measured
fraction of MB events which simultaneously fulfill the
EMC trigger criterion. With the MB trigger cross section
�BBC � 21:8� 2:1 mb [16], the analyzed data samples
correspond to integrated luminosities of 0:7 nb�1 (MB
trigger) and 21 nb�1 (EMC trigger), respectively. The pT
independent trigger bias �bias � 0:75� 0:02 was measured
for events containing a �0 with pT > 1:5 GeV=c [16] and
confirmed for charged hadrons with pT > 0:2 GeV=c [17],
indicating a universal bias both for hard and soft processes.
A�rec was calculated as a function of pT (< 10% variation
over the full pT range) in a GEANT [18] simulation of
electrons with flat distributions in rapidity (jyj< 0:6),
azimuth (0<�< 2�), and event vertex (jzj< 30 cm) as
input. The simulated detector response was carefully tuned
to match the real detector. Rigorous fiducial cuts were
applied to eliminate active area mismatches between data
and simulation as well as run-by-run variations. The trigger
efficiency �lvl1, evaluated for single electrons in the fiducial
area, rises from zero at low pT to 95� 5% for pT >
2 GeV=c. Finally, we appropriately corrected for the effect
of finite bin width in pT .
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The corrected electron spectra from the MB and EMC
triggered samples cover pT ranges of 0:4< pT <
2:0 GeV=c and 0:6< pT < 5:0 GeV=c, respectively.
They are consistent with each other within the statistical
uncertainties in the pT region of overlap. The weighted
average of both measurements is shown in Fig. 1(a).

The systematic uncertainty of the inclusive electron
spectrum is about 12%, almost pT independent, calculated
as the sum in quadrature of contributions from the accep-
tance calculation (7%), electron identification cuts (5.2%),
run-by-run variations (4%), tracking efficiency (3%), mo-
mentum scale (1–5%), and other smaller uncertainties
(more details on the uncertainty estimations can be found
in Ref. [19]). The value of 12% does not include the 9.6%
uncertainty of the absolute normalization.

The invariant cross section of electrons from heavy-
flavor decays was determined by subtracting a cocktail of
contributions from other sources from the inclusive data.
The most important background is the �0 Dalitz decay
which was calculated with a hadron decay generator using
a parameterization of measured �0 [16] and �� [20]
spectra as input. The spectral shapes of other light hadrons
h were obtained from the pion spectra by mT scaling.
FIG. 1 (color online). (a) Inclusive electron invariant differ-
ential cross section, measured in p� p collisions at

���
s
p
�

200 GeV, compared with all contributions from electron sources
included in the background cocktail. Error bars (boxes) corre-
spond to statistical (systematic) uncertainties. (b) Relative con-
tributions of all electron sources to the background cocktail.
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Within this approach the ratios h=�0 are constant at high
pT and for the relative normalization we used: �=�0 �
0:45� 0:10 [21], �=�0 � 1:0� 0:3, !=�0 � 1:0� 0:3,
�0=�0 � 0:25� 0:08, and �=�0 � 0:40� 0:12. Only the
� contribution is of any practical relevance. Another major
electron source is the conversion of photons, mainly from
�0 ! �� decays, in material within the acceptance. The
spectra of electrons from conversions and Dalitz decays are
very similar. In a GEANT simulation of �0 decays, the ratio
of electrons from conversions to electrons from Dalitz
decays was determined to be 0:73� 0:07, essentially pT
independent. Contributions from photon conversions from
other sources were taken into account as well. In addition,
electrons from kaon decays (Ke3), determined in a GEANT

simulation based on measured kaon spectra [20], and elec-
trons from external as well as internal conversions of direct
photons [22,23] were considered in the cocktail. All back-
ground sources are compared with the inclusive data in
Fig. 1(a) with the relative contributions shown in Fig. 1(b).
The total systematic uncertainty of the cocktail is about
12%, essentially pT independent. This uncertainty is domi-
nated by the systematic error of the pion parameterization
(
10%). Other systematic uncertainties, mainly the �=�0

normalization and, at high pT , the contribution from direct
radiation, are much smaller.

Given the small amount of material within the accep-
tance (Be beam pipe: 0.29% X0; air: 0.28% X0) the ratio
RNP of nonphotonic electrons from heavy-flavor decays to
background from photonic sources is large (RNP > 1 for
pT > 1:5 GeV=c) as shown in Fig. 2. Two complementary
analysis methods confirm the cocktail result:

The converter technique [7] compares electron spectra
measured with an additional photon converter XC �
1:67%X0 introduced into the acceptance to measurements
without converter. The converter increases the contribution
from conversions and Dalitz decays by a fixed factor,
which was determined precisely via GEANT simulations.
Thus, the electron spectra from photonic and nonphotonic
sources can be deduced (Fig. 2). The drawbacks of the
converter method are the limitation in statistics of the
converter run period and the fact that the photonic contri-
bution is small at high pT .

The e� coincidence technique evaluates the correlation
of electrons and photons via their invariant mass. Electrons
from �0 Dalitz decays or the conversion of one of the
photons from �0 ! �� decays are correlated with a pho-
ton, in contrast to electrons from semileptonic heavy-flavor
decays. Comparing the measured e� coincidence rate with
the simulated rate for single �0 events allows RNP to be
deduced as shown in Fig. 2, once corrections for contribu-
tions from other photonic sources are applied.

After subtracting the background cocktail from the in-
clusive electron spectrum the invariant differential cross
section of electrons from heavy-flavor decays is shown in
Fig. 3 compared with two theoretical predictions. A lead-
ing order (LO) PYTHIA calculation, tuned to existing charm
and bottom hadroproduction measurements [24,25], is in
1-4



FIG. 3 (color online). (a) Invariant differential cross section of
electrons from heavy-flavor decays compared with PYTHIA LO
(with K � 3:5) and FONLL pQCD calculations. Error bars
(brackets) show statistical (systematic) uncertainties. For the
FONLL calculation contributions from charm, bottom and bottom
cascade decays are shown separately. (b) Ratio of data and
FONLL calculations with experimental statistical (error bars)
and systematic (brackets) uncertainties as well as the theoretical
uncertainty (shaded band). The solid line corresponds to the ratio
of PYTHIA and FONLL.

FIG. 2 (color online). Ratio of electrons from heavy-flavor
decays (nonphotonic) and other sources (photonic), RNP, for
three independent analysis methods. Error bars (boxes) are
statistical (cocktail systematic) uncertainties.
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reasonable agreement with the data for pT < 1:5 GeV=c,
but underestimates the cross section at higher pT . It is
important to note that this calculation includes a scale
factor K � 3:5 to accommodate neglected NLO contribu-
tions. A Fixed-Order plus Next-to-Leading-Log (FONLL)
pQCD calculation [26] still leaves room for further con-
tributions beyond the included NLO processes. The pre-
dicted contribution from bottom decays is irrelevant for the
electron cross section at pT < 3 GeV=c and becomes sig-
nificant only for pT > 4 GeV=c.

The charm production cross section was derived from
the integrated electron cross section for pT > pT;low �

0:6�0:8� GeV=c (d�pT;low
e =dy � 4:78�2:15� � 0:78�0:46�	

�stat� � 1:74�0:68��syst� 	 10�3 mb). Since in the low pT
region, which dominates the total cross section, PYTHIA

describes the measured spectrum reasonably well, the to-
tal charm cross section was determined by extrapolating
the properly scaled PYTHIA spectrum to pT � 0 GeV=c.
First the PYTHIA spectra for electrons from charm and
bottom decays were fitted to the data for pT >
0:6 GeV=c, with only the normalizations as free parame-
ters. The resulting central rapidity charm production
cross section was determined to be d�c �c=dy�0:20�
0:03�stat��0:11�syst�mb, where the systematic error is
dominated by the uncertainty of the electron spectrum
itself (
56%), evaluated by refitting PYTHIA to the data
at the minimum and maximum of the 1� systematic error
band. Additional uncertainties from the relative ratios of
different charmed hadron species and their branching ra-
tios into electrons (
9%) and the variation of the PYTHIA

spectral shape (
11%) [7] were added in quadrature. The
rapidity integrated cross section was determined to be
�c �c � 0:92� 0:15�stat� � 0:54�syst� mb, where various
parton distribution functions [GRV98LO and MRST(cg) [27]
in addition to the default CTEQ5L [25] ] were used for the
03200
extrapolation, with an associated extra systematic error
of 
6% [7] added in quadrature.

Within errors the integrated charm cross section is com-
patible with data from Au� Au collisions [7] (minimum
bias value: 0:622� 0:057� 0:160 mb per NN collision)
and from d� Au collisions [4] (1:3� 0:2� 0:4 mb) at the
same

��������
sNN
p

� 200 GeV. The FONLL cross section is
smaller (�FONLL

c �c � 0:256�0:400
�0:146 mb) but it is still compatible

with the data. Our measurement does not allow a bottom
cross section to be deduced, which is predicted by FONLL to
be �FONLL

b �b
� 1:87�0:99

�0:67 �b.
In conclusion, we have measured single electrons from

heavy-flavor decays in p� p collisions at
���
s
p
� 200 GeV.

These data provide a crucial benchmark for pQCD heavy
quark calculations. We observe that above pT 
 2 GeV=c
the electron spectrum is significantly harder than predicted
by a LO PYTHIA charm and bottom calculation. Contribu-
tions to the charm production cross section in excess of the
considered FONLL calculation, e.g., from jet fragmentation,
cannot be excluded. Similar excess at high pT was ob-
1-5
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served by Fermilab experiments (CDF and D0) at
���
s
p
�

1:96 TeV [3]. The new data reported here provide an
important baseline for the study of possible medium modi-
fication of heavy quark production at RHIC.
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47University of Tennessee, Knoxville, Tennessee 37996, USA
48Department of Physics, Tokyo Institute of Technology, Oh-okayama, Meguro, Tokyo 152-8551, Japan

49Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
50Vanderbilt University, Nashville, Tennessee 37235, USA

51Waseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan
52Weizmann Institute, Rehovot 76100, Israel

53Yonsei University, IPAP, Seoul 120-749, Korea
(Received 28 July 2005; published 10 January 2006)
J= production in d� Au and p� p collisions at
��������
sNN
p

� 200 GeV has been measured by the
PHENIX experiment at rapidities �2:2< y<�2:4. The cross sections and nuclear dependence of J= 
production versus rapidity, transverse momentum, and centrality are obtained and compared to lower
energy p� A results and to theoretical models. The observed nuclear dependence in d� Au collisions is
found to be modest, suggesting that the absorption in the final state is weak and the shadowing of the gluon
distributions is small and consistent with Dokshitzer-Gribov-Lipatov-Altarelli-Parisi-based parametriza-
tions that fit deep-inelastic scattering and Drell-Yan data at lower energies.
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J= production in hadron collisions, since it proceeds
predominantly through diagrams involving gluons (e.g.,
gluon fusion) [1], is a sensitive probe of the gluon structure
function in the nucleon and its modification in nuclei. It is
also a leading signal for the creation of hot-dense matter in
heavy-ion collisions [2]. Shadowing of partons (quarks or
gluons) in nuclei is a depletion of their population at small
momentum fraction of the nucleon, x, compared to that in a
free nucleon, with a corresponding enhancement at mod-
erate x (antishadowing). In

��������
sNN
p

� 200 GeV deuteron-
gold (d� Au) collisions at the Relativistic Heavy-Ion
Collider (RHIC), for positive (deuteron direction) rapid-
ities, gluons are probed that lie well into the shadowing
region with momentum fractions in Au, x2 � 3� 10�3.
Models of gluon shadowing predict suppressions of J= 
production in nuclei that differ by as much as a factor of 3
[3–5]. Recent theoretical developments, e.g., the color
glass condensate model [6], suggest that at very low x
nonlinear gluon saturation effects become important and
cause substantial modifications of the gluon densities.

The connection of the observed J= suppression to the
modified gluon distribution in nuclei can be clouded by the
absorption of the final-state c �c [7] which depends on the
poorly known production mechanism [1] and by the energy
loss of the intial-state gluon—although the latter is thought
to be small at RHIC energies [5]. This connection is also
distorted by the fact that approximately a third of the J= ’s
come from decays of higher-mass resonances [8].

Here we present measurements made by the PHENIX
experiment at RHIC for the production of J= ’s in��������
sNN
p

� 200 GeV d� Au and proton-proton (p� p) col-
lisions. These data provide the first measurement of the
nuclear dependence of J= production at this energy, a
much higher energy than previous p� A measurements
from fixed-target experiments at

��������
sNN
p

& 40 GeV [9–13].
Although our measurements are for d� A, the nuclear
effects on the J= in deuterium were found to be small
at lower energies [14]. Besides the shadowing region at
small x, these data also probe larger gluon momentum
fractions (at negative rapidity) nearer the rest frame of
the residual nucleus. Finally, these measurements also
serve as a baseline for the upcoming results from the
high-luminosity Au� Au and Cu� Cu runs and must be
understood in order to look for effects beyond what is
expected from cold nuclear matter.

The measurements described here are similar to earlier
ones with PHENIX [15] for p� p [16] and Au� Au [17]
collisions, but with a second muon spectrometer added and
higher luminosity. The two muon spectrometers are espe-
cially valuable for asymmetric collisions such as d� Au
where simultaneous measurements at positive (1:2< y<
2:4) and negative (� 2:2< y<�1:2) rapidities, along
with central �jyj � 0:35� rapidity from e�e�, are then
01230
available. Electrons in the central arms are identified by
matching charged particle tracks to clusters in an electro-
magnetic calorimeter (EMC) and to rings in a ring imaging
Čerenkov (RICH) detector. Muons are identified by their
detection in Iarocci tubes after their penetration through 8
to 11 interaction lengths of copper and steel absorber.

The data used in this analysis were recorded in 2003
using a trigger that required hits in each of the two beam-
beam counters located at negative and positive rapidity
(3< j�j< 3:9). In addition, for the di-muons at least two
tracks in the muon identifier of appropriate absorber depth
were required, while for the di-electrons a one-track trigger
with a signal above threshold in the EMC with a matching
hit in the RICH was required. After quality and vertex cuts,
the samples for the three arms correspond to integrated
luminosities from 180 to 250 nb�1 (p� p) and 1.4 to
1:7 nb�1 (d� Au).

For the di-muons the J= yield is obtained after sub-
traction of the combinatoric background using like-sign
muon pairs (2

��������������������
N��N��
p

) and by fitting the resulting mass
peak with a Gaussian plus an exponential to represent the
small remaining continuum background underneath the
peak. A variety of continuum shapes were checked for
each fit in order to establish the uncertainty due to the
low-statistics background. For the di-electrons the combi-
natoric background was subtracted using the sum of like-
sign pairs and the J= yield was taken as all remaining
events in the mass range 2.6 to 3:6 GeV=c2. A total (p� p
plus d� Au) of about 2100 and 500 J= ’s were obtained
in the �� and ee channels, respectively.

The differential cross sections are calculated as

Bll
d�J= 
dy

�
NJ= 

A�rec�trig�
BBC
J= �Nevt=��tot

MB 	 �
BBC
MB ��

1

�y
(1)

and the nuclear modification factor, RdA, is

RdA �
d�dAu

J= =dy

�2� 197� � d�ppJ= =dy
: (2)

In the above expressionsBll is the J= branching ratio to
di-leptons, NJ= is the measured J= yield, A is the geo-
metrical acceptance, �rec is the di-lepton reconstruction
efficiency, �trig is the trigger efficiency, Nevt is the number
of minimum-bias triggers sampled, �tot

MB is the total
minimum-bias (MB) cross section, �y is the rapidity bin
width, and �BBC

MB and �BBC
J= are the beam-beam trigger

efficiencies for minimum-bias and J= events, respec-
tively. The factor of 2� 197 causes RdA to be one if the
d� A cross section is just additive from p� p, i.e., if
there are no nuclear modifications.

For p� p we use the cross section for our beam-beam
trigger, �tot

MB�pp��
BBC
MB �pp� � 23:0
 2:2 mb, and the effi-

ciency for events with a J= , �BBC
J= �pp� � 0:79
 0:02.
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FIG. 1 (color online). (a) The 200 GeV J= p� p differential
cross section times di-lepton branching ratio versus rapidity
(10% overall normalization uncertainty is not included).
(b) The minimum-bias RdA vs rapidity (12% overall normaliza-
tion uncertainty not included). For both panels the dashed error
bars represent systematic uncertainties relevant for comparing
the two rapidity bins in each muon arm, while the solid error bars
represent the overall uncertainties relevant for comparing points
at negative, central, or positive rapidity. The curve in (a) repre-
sents a fit as described in the text while the curves in (b) are
theoretical calculations [5,24,25] as described in the text.

PRL 96, 012304 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
13 JANUARY 2006
For d� Au collisions we use a beam-beam trigger cross
section of�tot

MB�dAu��BBC
MB �dAu� � 1:99
 0:10 b from our

measurement [18] using photodissociation of the deuteron
as a reference [19], which is consistent with our calculated
Glauber result of 1:92
 0:18 b. For the J= we use
�BBC
J= �dAu� � 0:94
 0:02 [20].
For d� Au collisions, the centrality of the collision can

be characterized by measuring the charge deposited in the
beam-beam counter in the Au beam direction [20]. An
approximate number of nucleon� nucleon collisions
hNcolli can be obtained through a Glauber calculation that
relates this hNcolli to the observed charge. In this case
RdA�Ncoll� is calculated as

RdA�hNcolli� �
NdAu

inv �hNcolli�

hNcolli � N
pp
inv

; (3)

where the invariant yield Ninv is

Ninv�hNcolli� �
NJ= Cbias�hNcolli�

A�rec�trig�Nevt��w=w��
(4)

with hNcolli being the average number of binary collisions
for a particular d� Au centrality bin and Nevt��w=w� the
number of d� Au minimum-bias triggers sampled that lie
in this fraction, �w, of the total minimum-bias centrality
range, w. This prescription is equivalent to that of Eq. (1)
and (2) for minimum bias. For p� p collisions �w=w is
one. Cbias � �BBC

MB =�
BBC
J= is a correction for the smaller

trigger efficiency in minimum-bias events compared to
those with a J= . For d� Au, Cbias depends on hNcolli
and takes into account the effect of the underlying event
multiplicity on both the trigger efficiency and the centrality
measurement [20]. Its variation with centrality is up to 7%
from unity.

For the electron analysis, A�rec and �trig were determined
using a GEANT [21] simulation of the central arms and a
trigger response software emulation [16]. �rec was con-
firmed by studying pairs identified as photon conversions
in the data. The systematic uncertainty of 10.4% is domi-
nated by run-to-run efficiencies (5%), yield extraction
(5%), and the occupancy dependence of the efficiency
(4.4%).

For the muon arms, A�rec�trig was determined within
each rapidity and pT bin, using a GEANT simulation with
J= events generated by PYTHIA [22]. The dominant sys-
tematic uncertainties in our result are �6=� 9% from the
muon identifier efficiency and up to 10% (for the most
central negative rapidity d� Au data) from the combina-
toric background.

Figure 1(a) shows the measured p� p differential cross
section times branching ratio versus rapidity with a di-
electron point at midrapidity and two di-muon points at
negative and positive rapidities. A fit to a shape generated
with PYTHIA is performed and, using a di-lepton branching
ratio of 5.9% [23], gives a total cross section �J= pp �
01230
2:61
 0:20�fit� 
 0:26�abs� �b. Variations in the parton
distribution functions and models used to determine the
shape are negligible compared to the fit errors. This result
is smaller by about two sigma than our previous lower
statistics result [16].

Figure 1(b) shows the nuclear modification factor RdA
[Eq. (2)] versus rapidity, where a value of one would
correspond to no nuclear modification. While this ratio is
consistent with unity at negative rapidity, it is significantly
lower at the most positive rapidity where gluons are ex-
pected to be shadowed in a heavy nucleus. Theoretical
predictions [5,24,25] that include the effects of absorption
and shadowing are shown for comparison in Fig. 1(b). The
data favor a relatively modest shadowing in agreement
with the parametrization of Eskola-Kolhinen-Salgado
(EKS) [3] based on a leading-twist Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi-evolved parametrization of nu-
clear deep-inelastic scattering and Drell-Yan data at lower
energies, rather than the stronger gluon shadowing of
Kopeliovich [5] or Frankfurt-Guzey-Strikman (FGS) [4]
based on models involving coherence for a q �q dipole in the
nucleus. The c �c absorption cross section is not well deter-
mined by our data, but is probably nearer to 1 mb and is
certainly smaller than the 4:1
 0:4 mb found at lower
energy [26].

Lower energy p� A measurements showed that J= 
suppression did not follow a universal behavior versus x2

[27], the momentum fraction in the heavy nucleus, as
would be expected if the suppression was dominated by
shadowing [10]. As shown in Fig. 2(a), our data confirm
this x2 scaling violation with the addition of a smaller x2
4-4
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point, but with our small range in xF have little to add to the
approximate xF scaling observed in these lower energy
measurements [Fig. 2(b)]. Here � is defined by �dA �
�pp � �2A�

� and xF � x1 � x2, where x1 is the momen-
tum fraction of the gluon in the deuteron. This xF scaling
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may be caused by energy loss of the gluon in the initial
state [7], or by an energy conservation effect (‘‘Sudakov
suppression’’) [28] which causes a universal suppression
that increases with xF for production of J= ’s and other
hadrons. It is also similar to that observed for more positive
rapidity hadron production in the d� Au ‘‘limiting frag-
mentation’’ region [29].

Invariant cross sections versus transverse momentum,
�d2�=dydpT�=�2�pT�, have been fit to the form A� �1�
�pT=B�

2��6 [30]. Average p2
T values resulting from these

fits are 4:28
 0:31, 3:03
 0:40, and 3:63
 0:25 GeV=c2

for d� Au collisions at negative, zero, and positive xF,
respectively; compared with 2:51
 0:21 and 4:31

0:85 GeV=c2 for negative/positive and zero xF p� p col-
lisions, respectively. The observed pT broadening is shown
in Fig. 3(a). For negative xF it is consistent with that of the
lower energy (

��������
sNN
p

� 39 GeV) measurements from
E866/NuSea [10], but may be flatter at positive xF. At
zero xF no pT broadening is seen within errors.
RdA [Eq. (3)] is shown in Fig. 3(b) for four centrality

classes and for minimum-bias collisions. This classifica-
tion into centrality bins for these results can only be
approximate, as indicated by the overlapping histograms
of Ncoll. At positive rapidity (small x2, or the shadowing
region), a weak drop for more central collisions is ob-
served, while no significant centrality dependence is seen
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FIG. 3 (color online). (a) � vs pT com-
pared to lower energy measurements,
shown for three different xF ranges.
The error bars have the same meaning
as in Fig. 1. An additional 0.02 overall
uncertainty is not shown. The dashed
curves are simple fits [10] to the lower
energy results. (b) Nuclear modification
factor vs centrality as given by the num-
ber of nucleon� nucleon collisions
shown for three different rapidity ranges,
compared to theoretical calculations
[24,25] including final-state absorption
and EKS (solid) or FGS (dashed) shad-
owing. The bars at the low end of each
plot represent the systematic errors be-
tween different rapidity ranges. An addi-
tional 12% global error bar is not shown.
The histograms at the bottom of the
lower panel indicate the distribution of
the number of collisions for each of the
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for negative rapidity or for central rapidity. The theoretical
curves on Fig. 3(b) correspond to different amounts of
density dependent shadowing and antishadowing [24,25]
and also include absorption. They are consistent with our
data except at positive rapidity where the EKS shadowing
curve is closest to our results, although slightly lower
perhaps due to the amount of absorption that is included.

In summary, during the RHIC 2003 run, the PHENIX
experiment measured nuclear effects on J= production
for d� Au collisions at

��������
sNN
p

� 200 GeV. Increasing
suppression for larger rapidity (smaller x2) and for more
central collisions (higher nuclear densities sampled) both
are consistent with models containing a small amount of
impact-parameter dependent shadowing and with weak
absorption. Theoretical calculations which include EKS
shadowing seem most consistent with the data. However,
comparisons with other measurements at lower energies
show that shadowing cannot be the dominant effect, at least
not for the lower energy measurements. We also see some
transverse momentum broadening which is consistent with
that seen at lower energy. Higher luminosity d� Au run-
ning in the future yielding higher numbers of J= ’s will be
necessary to quantify these nuclear effects and to more
clearly distinguish between various theoretical models of
shadowing, absorption, and other cold nuclear matter
effects.
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Transverse single-spin asymmetries to probe the transverse-spin structure of the proton have been
measured for neutral pions and nonidentified charged hadrons from polarized proton-proton collisions at
midrapidity and

���
s
p
� 200 GeV. The data cover a transverse momentum (pT) range 1:0–5:0 GeV=c for

neutral pions and 0:5–5:0 GeV=c for charged hadrons, at a Feynman-x value of approximately zero. The
asymmetries seen in this previously unexplored kinematic region are consistent with zero within errors of
a few percent. In addition, the inclusive charged hadron cross section at midrapidity from 0:5< pT <
7:0 GeV=c is presented and compared to next-to-leading order perturbative QCD (pQCD) calculations.
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Successful description of the unpolarized cross section above �2 GeV=c suggests that pQCD is
applicable in the interpretation of the asymmetry results in the relevant kinematic range.

DOI: 10.1103/PhysRevLett.95.202001 PACS numbers: 14.20.Dh, 13.85.Ni, 13.88.+e, 25.40.Ep
The spin structure of the proton persists as an intricate
problem in quantum chromodynamics (QCD). In particu-
lar, its transverse-spin structure remains poorly under-
stood. The measurement of transverse single-spin asym-
metries (SSAs) in proton-proton collisions and lepton-
nucleon deep-inelastic scattering (DIS) probes the quark
and gluon structure of transversely polarized nucleons.
Interest in these measurements is heightened by the large
transverse SSAs observed in spin-dependent proton-proton
scattering experiments spanning a wide range of energies.
At

���
s
p
� 5–10 GeV, asymmetries approaching 30% were

seen in forward inclusive pion production [1,2]. At mid-
rapidity, asymmetries were also observed in inclusive �0

and �� but not �� production [3–5]. At higher center-of-
mass energies of 20 and 200 GeV, ��, ��, and �0 asym-
metries were found to persist at large Feynman-x (xF) [6–
8] while the asymmetry in �0 production at midrapidity
was found to be consistent with zero at

���
s
p
� 20 GeV [9].

Nonzero transverse asymmetries have also been observed
in semi-inclusive DIS experiments [10–12].

Three different mechanisms have been studied as the
possible origin of transverse SSAs in hadron collisions at
high energies: (1) Transversity distributions, the quark spin
distributions in a transversely polarized proton, can give
rise to SSAs in combination with spin-dependent fragmen-
tation functions (FFs), e.g., the Collins function [13]. Spin-
dependent FFs serve as analyzers for the transverse spin of
the struck quark. (2) Quark and gluon distributions that are
asymmetric in the transverse intrinsic parton momentum,
kT , first suggested by Sivers [14], can lead to SSAs.
(3) Alternatively, interference between quark and gluon
fields in the initial or final state can also generate SSAs
[15,16]. Sivers parton distributions can exist for both
quarks and gluons, and a possible connection to orbital
angular momentum of partons in the nucleon has been
suggested [14,17].

It is expected that SSAs measured at the Relativistic
Heavy Ion Collider (RHIC) result from a combination of
these three effects (see [8], and references therein). Model
calculations leading to predictions for the Sivers and trans-
versity distributions have been performed to describe ex-
isting data at forward rapidities. Precision measurements
of SSAs in different regions of xF and transverse momen-
tum (pT) and their QCD analysis may serve to quantify
contributions from the competing mechanisms. In this
Letter, we present first measurements of transverse
single-spin asymmetries at midrapidity and collider
energies.

These data were collected during the 2001–2002 polar-
ized proton run at RHIC, in which approximately
20200
0:15 pb�1 of integrated luminosity were collected using
the PHENIX detector. Two beams of 55 bunches of polar-
ized protons, with approximately 5� 1010 protons per
bunch, were injected into RHIC and accelerated to
100 GeV each.

Measurements of the unpolarized production of charged
hadrons and of the spin-dependent production of neutral
pions and charged hadrons were made in the central arms
of the PHENIX detector. These cover a pseudorapidity
range j�j< 0:35 and two azimuthal angle intervals of
90�, offset 33.75� from vertical [18].

A minimum-bias (MB) collision trigger and the vertex
position in the beam direction are provided by two beam-
beam counters (BBCs) [19]. The BBCs, which cover 2� in
azimuth and 3:0< j�j< 3:9, are sensitive to charged par-
ticles and select approximately half of the total inelastic
proton-proton cross section. A �30 cm event vertex cut
was applied for all analyses, corresponding to the central
arm acceptance. The approximate vertex resolution was
2 cm in the beam direction.

Charged-particle tracks from MB events were recon-
structed using a drift chamber and pad chambers [20] as
well as the collision vertex, which is the assumed point of
origin because the tracking chambers are placed outside
the magnetic field. Thus charged particles that do not
originate at the vertex have incorrectly reconstructed mo-
mentum, leading to low-momentum, long-lived particle
decays (e.g., K�, K0

L) and conversion electrons as the
two main sources of background.

For the charged hadron cross section, approximately
17� 106 MB events were analyzed. The luminosity was
measured as NBBC=�BBC with �BBC � 21:8 mb [21], ac-
counting for the fraction of the yield for which the MB
condition was satisfied. Backgrounds were estimated and
subtracted statistically following the method of [22]:
Conversion electrons were estimated using the different
response of the ring-imaging Čerenkov detector (RICH)
[23] to electrons and charged pions, and decay particles
were estimated using the track bend in the residual mag-
netic field in the tracking detectors. Weak decays of short-
lived particles, mainly K0

S, �, and ��, remain, especially
when they decay close to the vertex. Based on a
Monte Carlo simulation, the reported cross section was
reduced by 7% over the entire pT range to correct for these
decays.

The unpolarized cross section for inclusive charged
hadron production at midrapidity is presented in Fig. 1
and Table I. The dominant systematic uncertainty for pT >
5 GeV=c is from the background subtraction, while for
pT < 5 GeV=c it is due to the weak-decay correction.
1-3
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TABLE I. Selected invariant cross section values for �h� �
h�	=2 corresponding to Fig. 1. A 9.6% normalization uncer-
tainty is not included.

Invariant
cross section

Statistical
error

Systematic
error

pT (GeV=c) (mb=GeV2) (%) (%)

0.55 1:06� 101 0.2 8
1.05 1:02� 100 0.4 8.5
1.55 1:58� 10�1 0.9 8.5
2.05 3:16� 10�2 1.7 9
2.55 7:14� 10�3 3.2 9
3.05 2:28� 10�3 5.1 9
3.55 6:86� 10�4 8.5 9
4.05 2:63� 10�4 12.8 9.5
4.55 9:12� 10�5 20.2 9.5
5.25 2:61� 10�5 21.2 16
5.75 1:16� 10�5 36.3 16
6.25 9:12� 10�6 27.2 28
6.75 7:82� 10�6 35.7 28
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FIG. 1 (color online). Top panel: Invariant cross section vs pT
for the production of charged hadrons at midrapidity, averaged
over sign. A 9.6% normalization uncertainty is not shown. The
curve represents a NLO pQCD calculation at a renormalization
scale of pT [26]. Middle panel: The relative statistical (points)
and point-to-point systematic (band) errors. Bottom panel: The
relative difference between the data and the theory with scales of
pT=2 (lower curve), pT , and 2pT (upper curve).
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There is a 9.6% normalization uncertainty due to the
luminosity measurement. In Fig. 1 the cross section is
compared to a next-to-leading-order (NLO) perturbative
QCD (pQCD) calculation using the CTEQ6M [24] parton
distribution functions and Kniel-Kramer-Pötter FFs [25]
and found to be consistent above pT � 2 GeV=c. The
unpolarized cross sections for midrapidity and forward
production of neutral pions have also been measured in
200 GeV proton-proton collisions at RHIC [8,21] and have
been found to agree well with NLO pQCD calculations
[26–28]. This agreement between all of these unpolar-
ized measurements and theory indicates that NLO pQCD
is applicable in interpreting polarized data at

���
s
p
�

200 GeV and provides a solid theoretical foundation for
the study of the spin structure of the proton at RHIC.

The stable spin direction of the protons through accel-
eration and storage is vertical, and there is an approxi-
mately equal number of bunches filled with the spin of
the protons up as there is down. With both beams polar-
ized, single-spin analyses were performed by taking
into account the spin states of one beam, averaging over
those of the other. The beam polarization at 100 GeV was
obtained using the same analyzing power (ApC

N ) in proton-
carbon elastic scattering in the Coulomb-nuclear interfer-
20200
ence region measured at 22 GeV (see [29], and references
therein), near RHIC injection energy. The average beam
polarization was 15� 5%.

The left-right transverse single-spin asymmetry, AN , can
be extracted using

AN �
1

Pb

�
�" � �#

�" � �#

�
�

1

Pb

1

hj cos�ji

�
N" �RN#

N" �RN#

�
; (1)

where Pb is the beam polarization, �" (�#) the produc-
tion cross section when the protons in the bunch are
polarized up (down), N" (N#) the experimental yield from
up- (down-) polarized bunches, and R � L"=L# the rela-
tive integrated luminosity of bunches of opposite polariza-
tion sign. The azimuthal term accounts for the coverage of
the central arms. The above formula as written applies to
yields observed to the left of the polarized beam. An
overall minus sign is required for yields observed to the
right of the polarized beam. Alternatively, we derive the
asymmetry using

AN �
1

Pb

1

hj cos�ji

0
B@

�������������
N"LN

#
R

q
�

�������������
N#LN

"
R

q
�������������
N"LN

#
R

q
�

�������������
N#LN

"
R

q
1
CA; (2)

which calculates a single value for the asymmetry taking
into account yields from both the left (NL) and right (NR)
sides of the polarized beam and provides a consistency
check on the relative luminosity [30].

The BBCs were used to determine the relative luminos-
ity [R in Eq. (1)] between bunches of opposite polarization
sign fill-by-fill. A typical R for the data sample analyzed
here was approximately 1.09, measured to better than
10�3. In the asymmetry analysis of charged hadrons, which
utilized �13 M minimum-bias events, it was required that
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TABLE II. Neutral pion transverse single-spin asymmetry values and statistical uncertainties
for all photon pairs falling within the �0 mass peak, for the background (bg), and for the �0

background corrected. The third column (r) indicates the background contribution under the �0

peak. An AN scale uncertainty of �35% is not included.

pT (GeV=c) hpTi (GeV=c) r (%) Apeak
N (%) Abg

N (%) A�
0

N (%)

1–2 1.45 34 �0:6� 0:8 �0:7� 0:9 �0:5� 1:2
2–3 2.34 12 �1:4� 1:7 �3:1� 3:4 �1:2� 2:0
3– 4 3.36 6 �1:3� 4:2 3:6� 12:2 �1:6� 4:7
4–5 4.38 5 7:0� 10:1 42� 39 5:2� 10:9

 (GeV/c)Tp
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FIG. 2 (color online). Midrapidity neutral pion and charged
hadron transverse single-spin asymmetry AN vs transverse mo-
mentum. Points for positive hadrons have been shifted down by
50 MeV=c to improve readability. The error bars indicate sta-
tistical uncertainties.
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there be no hits in the RICH in order to eliminate electrons
from photon conversions which mimic high-pT charged
tracks. The momentum threshold for production of
Čerenkov radiation by pions was 4:7 GeV=c, allowing
the RICH veto to preserve nearly all charged pions. The
electron contamination in the final data sample was less
than 1%. The decay background from long-lived particles
was less than 5%.

Neutral pions were reconstructed via their decay to two
photons using finely segmented (��� �� 
 0:01�
0:01) electromagnetic calorimeters (EMCal) [31]. Photon
clusters were selected by their shower shape and a charged
track veto. Approximately 18 M events recorded by an
EMCal–based high-energy photon trigger in coincidence
with the BBC collision trigger were analyzed [21]. The
trigger efficiency for neutral pions varied from �24% in
the 1–2 GeV=c bin to �78% in the 4–5 GeV=c bin. Only
triggered events were used in this analysis. The �0 peak
widths varied from 13:2 MeV=c2 in the 1–2 GeV=c bin to
10:6 MeV=c2 in the 4–5 GeV=c bin. The contribution
from combinatorial background ranged from 34% to 5%
across these bins; in order to avoid errors associated with
peak extraction it was not subtracted.

The asymmetry for neutral pions and charged hadrons
was determined for each fill using Eq. (1), then averaged
over all fills. The contribution to the �0 asymmetry by the
background under the peak was estimated by calculating
the asymmetry of 50 MeV=c2 regions on both sides of the
signal, from 60–110 MeV=c2 and 170–220 MeV=c2 (see
Table II). The asymmetry of the signal region and its
uncertainty were then corrected using

A�
0

N �
Apeak
N � rAbg

N

1� r
; �

A�
0

N
�

�������������������������������
�2
Apeak
N

� r2�2
Abg
N

r

1� r
; (3)

where r is the fraction of background under the peak.
As the dominant systematic uncertainty is expected to be

from the determination of the relative luminosity, system-
atic errors were evaluated by direct comparison of the
asymmetry values calculated using Eqs. (1) and (2). Any
potential effect should be the same for both the charged
hadron and neutral pion analyses. No pT dependence was
expected or observed; therefore, we take the weighted
average of the systematic uncertainties calculated for
20200
each bin, 0.002, as the overall, uniform systematic
uncertainty.

The asymmetries are plotted vs pT in Fig. 2 and shown
in Tables II and III. The asymmetries are consistent with
zero over the entire transverse momentum range.

In this Letter we have presented the first measurement of
transverse-spin asymmetries AN at midrapidity and high
pT at collider energies and the cross section for inclusive
charged hadrons at midrapidity. NLO pQCD calculations
have been found to reproduce experimental results for
pT * 2 GeV=c not only for the cross section presented
here but also for inclusive neutral pion production, indicat-
ing that pQCD can be used to interpret the high-pT asym-
metries. The transverse SSAs observed for midrapidity
production of both neutral pions and charged hadrons are
consistent with zero within statistical errors of a few per-
cent, measured over 0:5< pT < 5 GeV=c. The result is
consistent with the midrapidity results for neutral pions at���
s
p
� 20 GeV [9]. The present measurement is comple-

mentary to that of [8]. The large asymmetries observed in
neutral pion production at forward rapidity at

���
s
p
�

200 GeV [8] are expected to originate from partonic pro-
cesses involving valence quarks (x > 0:1), whereas the
1-5



TABLE III. Charged hadron transverse single-spin asymmetry
values and statistical uncertainties. An AN scale uncertainty of
�35% is not included.

pT
(GeV=c)

hpTi
(GeV=c)

Ah
�

N
(%)

Ah
�

N
(%)

0.5–1 0.70 �0:38� 0:42 �0:09� 0:41
1–2 1.32 �0:12� 0:82 �0:54� 0:78
2–5 2.56 �2:1� 2:7 �3:1� 2:6
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particle production at midrapidity presented here is domi-
nated by gluon-gluon and quark-gluon processes (x < 0:1).
Our results are consistent with the pQCD expectation that
quark-gluon correlations are suppressed at high pT and
midrapidity [15,32]. A QCD analysis of the presented AN
may lead to constraints on gluon-Sivers contributions to
observed transverse-spin phenomena. The present trans-
verse single-spin asymmetries represent an early measure-
ment in a rigorous program to study transverse proton spin
structure at hard scales using a pQCD framework at RHIC.
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Azimuthal correlations of jet-induced high-pT charged hadron pairs are studied at midrapidity in Au�
Au collisions at

��������
sNN
p

� 200 GeV. The distribution of jet-associated partner hadrons (1:0< pT <
2:5 GeV=c) per trigger hadron (2:5< pT < 4:0 GeV=c) is found to vary with collision centrality, in
both shape and yield, indicating a significant effect of the nuclear collision medium on the jet
fragmentation process.
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Energetic collisions between heavy ions at the Rela-
tivistic Heavy Ion Collider (RHIC) have been shown to
produce matter with extremely high energy density [1].
This matter has been observed to strongly suppress the
yield of hadrons with large transverse momenta in cen-
tral Au� Au collisions, compared to yields in p� p
collisions scaled by the number of binary nucleon-nucleon
collisions [2–5]. Such a suppression was predicted to
result from energy loss of hard-scattered partons (light
quarks and gluons) traversing the dense matter prior to
forming the observed hadrons [6,7]. If the parton encoun-
ters a sufficient amount of dense matter, the energy loss
could strongly modify its fragmentation into jets of
hadrons.

Strong suppression of the awayside jet has been ob-
served at RHIC [8]. However, it is unclear at present how
the lost energy is transported by the dense medium, and
how the parton-medium interaction affects the fragmenta-
tion process. Recently, there have been predictions that the
coupling of jets to a strongly interacting medium may
modify the angular distribution and number of jet frag-
ments [9–16]. Quarks from hard scattering processes may
recombine with thermal quarks from the dense medium
[9,10]. Comoving radiated gluons may produce a ‘‘wake’’
in the medium, further increasing the number of quarks
available for building hadrons in the jet fragmentation
process [11,13]. It has even been proposed that the energy
deposited in the medium creates a shock wave around the
propagating parton, thereby creating a ‘‘conical flow’’ akin
to a sonic boom in a fluid [14–16]. To investigate the
transport of lost parton energy, the PHENIX experiment
at RHIC measures azimuthally correlated hadrons arising
from jet fragmentation as a function of centrality in Au�
Au collisions. Such studies, in effect, use hard-scattered
partons as short-wavelength probes of the produced
medium.

The analysis presented in this Letter uses data from��������
sNN
p

� 200 GeV Au� Au collisions in the PHENIX
2002 data set. Charged particles are reconstructed in the
central arms of PHENIX using drift chambers, each with
azimuthal coverage of �=2, and two layers of multiwire
proportional chambers with pad readout (PC1, PC3) [17].
Pattern recognition is based on a combinatorial Hough
transform in the track bend plane, with the polar angle
determined by PC1 and the collision vertex along the beam
direction [18]. Particle momenta are measured with a
resolution �p=p � 0:7% � 1:0%p (GeV=c). To reject
most background from albedo, conversions, and decays, a
confirmation hit is required within a 2� matching window
in PC3 [2]. The Au� Au event centrality is determined
using the PHENIX beam-beam counters (BBC) and zero-
degree calorimeters [19].

The traditional identification of jets through hadronic
calorimetry and cluster algorithms is problematic in
Au� Au collisions at RHIC, since low-energy jets

(<10–20 GeV) are overwhelmed by other produced par-
ticles in the underlying event and high-energy jets are
relatively rare at

��������
sNN
p

� 200 GeV. Instead, we study
hard-scattered single partons and parton pairs through
angular correlations of high-pT hadron pairs. We ex-
amine the distribution of pairs over relative azimuthal
angle dNAB=d����, where A and B denote charged parti-
cles in the PHENIX pseudorapidity acceptance (j�j<
0:35) and in pT bins 2:5 GeV=c < pAT < 4:0 GeV=c
(‘‘trigger’’) and 1:0 GeV=c < pBT < 2:5 GeV=c (‘‘part-
ner’’). Pairs from fragments of the same jet are expected
to appear near ��� 0, while ��� � indicates one had-
ron each from the outgoing hard-scattered parton pair
(hereafter ‘‘dijet’’).

The PHENIX acceptance at central rapidity is nonuni-
form in azimuth. We correct for the shape of the acceptance
in �� through the standard approach of constructing a
correlation function, area normalized, utilizing pairs from
mixed events:

 C�����
YABsame����

YABmixed����

R
YABmixed����d����R
YABsame����d����

/
dNAB

d����
; (1)

where YABsame���� and YABmixed���� are, respectively, the
uncorrected yields of pairs in the same event and in mixed
events, each of which are chosen uniformly within each
data sample.
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C
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FIG. 1 (color online). Correlation functions, C����, for pairs
of charged hadrons with 2:5 GeV=c < pAT < 4:0 GeV=c and
1:0 GeV=c < pBT < 2:5 GeV=c in different bins of collision
centrality from the most central (a) 0%–5% to the most periph-
eral (f) 60%–90%. The solid bands indicate the estimate of the
background pair component (see text) within one unit of its
systematic error.
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The correlation functions are shown in Fig. 1, folded
into the range 0< ��<�. For the most peripheral colli-
sions [cf. Fig. 1(f)], the correlation function shows two
well-defined peaks centered at �� � 0 and �� � �,
which we can attribute to (di)jet pairs. For more central
collisions, there is a similar peak at �� � 0, a broader
peak at �� � �, and the apparent minima appear at ��<
�=2. These features reflect a mixture of (di)jet pairs and
underlying events with particle flow along the reaction
plane [20].

In order to extract and examine the jet-induced pairs, we
analyze the pair distribution in the context of a two-source
model, assuming that each hadron can be attributed to
either (i) a jet fragmentation source or (ii) the underlying
event. Additionally, we assume that the � distributions for
A or B inclusive single particles, summed over both
sources, have a shape proportional to f1� 2hvA or B

2 i�
cos	2��
�RP��g relative to azimuthal angle �RP of the
reaction plane of each event. All pairs which are not from
the same jet or dijet fragmentation are termed background
pairs, and are taken to have no angular correlation beyond
having their distributions respect the same reaction plane.
In principle, contributions from resonance decays and
global transverse momentum conservation can also affect
the distribution of background pairs, but we estimate these
effects to be negligible for these pT ranges and the
PHENIX � acceptance. The distribution of background
pairs over �� is then proportional to 	1� 2hvA2v

B
2 i�

cos�2���� [20].
Given a normalization, C���� can then be decomposed

into two pieces, one proportional to the distribution of
background pairs and another J���� proportional to that
of the (di)jet pairs:

 C���� � b0	1� 2hvA2v
B
2 i cos�2���� � J����: (2)

We approximate hvA2v
B
2 i � hv

A
2 ihv

B
2 i, and we measure hvA2 i

and hvB2 i for each centrality and particle pT bin through a
standard reaction-plane analysis using the PHENIX BBC
to reconstruct the reaction plane event by event. The large
rapidity gap, ��> 2:75, between the central arm accep-
tance and the BBC acceptance substantially reduces non-
flow contributions to the measured v2 values, particularly
those arising from (di)jets. The results are shown in Table I;
they are consistent with prior PHENIX v2 measurements
[21], where available.

The average level of the background b0 can, in principle,
be fixed by making an assumption about the shape of the
(di)jet-pair distribution. However, since we wish to mea-
sure the shape of the (di)jet azimuthal correlations, we use
a technique that requires no such a priori assumptions. The
simplest assumption allowing b0 to be fixed is that
dNAB
�di�jet=d���� is zero for at least one value of �� (i.e.,

��min). We refer to this as the ZYAM (‘‘zero yield at
minimum’’) assumption for the (di)jet-pair distribution.
The ZYAM condition is met by varying b0 until the back-

ground component matches a functional fit to the correla-
tion function at one point ��min, as illustrated by the solid
bands in Fig. 1. The systematic error on b0 associated with
this procedure (see Fig. 2) was estimated by using a variety
of functional forms that matched the data.

A nonzero yield of (di)jet pairs at ��min would invali-
date the ZYAM assumption and result in an overestimate of
the value of b0. To verify that we are not making a
significant error in the normalization of the background,
we have independently estimated the b0 values using the
AB pair combinatorial rate, corrected for a slight bias

TABLE I. Anisotropy values for bins A (2:5< pT <
4:0 GeV=c) and B (1:0< pT < 2:5 GeV=c), shown with statis-
tical errors, and values of �min (see text). The relative systematic
errors on the anisotropies are estimated to be �6% for the five
most central samples and �40% for the most peripheral sample.
The systematic errors on the v2’s are dominated by the uncer-
tainty in the correction for reaction plane resolution [21], and we
assume them to be completely correlated between the two pT
bins in each centrality sample.

Centrality (%) hvB2 i hvA2 i �min (rad)

0–5 0:035� 0:001 0:052� 0:007 0.94
5–10 0:062� 0:001 0:100� 0:005 0.96

10–20 0:095� 0:0005 0:144� 0:003 0.98
20–40 0:146� 0:0004 0:208� 0:003 0.91
40–60 0:171� 0:001 0:236� 0:006 0.86
60–90 0:066� 0:001 0:091� 0:004 1.06
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FIG. 2 (color online). Jet-pair distributions dNAB
�di�jet=d���� for

different centralities, normalized per trigger particle. The shaded
bands indicate the systematic error associated with the determi-
nation of ��min. The dashed (solid) curves are the distributions
that would result from increasing (decreasing) hvA2v

B
2 i by one

unit of the systematic error; the dotted curve would result from
decreasing by two units.
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introduced by mixing events of different multiplicity
within the same centrality class [22]. These independent
estimates are consistent with the ZYAM-determined values
for b0, confirming that we are not significantly overesti-
mating the background levels.

Once hvA2v
B
2 i and b0 are fixed, we can extract J����

and the fully corrected (di)jet pairs distribution
dNAB
�di�jet=d����. We construct the conditional yield distri-

bution of jet-associated partners per trigger:

 

1

NA

dNAB
�di�jet

d����
�

J����R
C���0�d���0�

NAB

NA : (3)

Here, NA is the number of triggers and NAB is the total
number of AB pairs in the event sample. Assuming that the
pair efficiency is the product of the single particle efficien-
cies, the trigger (A) efficiency cancels in Eq. (3). Thus, the
ratio is corrected for acceptance and reconstruction effi-
ciency [5] of the lower-pT B particles; the systematic error
on this correction leads to a 10% uncertainty on the asso-
ciated yields.

The conditional yields of (di)jet-induced partners per
trigger are shown in Fig. 2. For the most peripheral event
sample the (di)jet-associated yield distribution has an ap-
pearance we might expect from a normal (di)jet fragmen-
tation process [23]: a well-defined nearside peak around
�� � 0 and a somewhat wider awayside peak around
�� � �. For more central event samples the shape of
the nearside peak is essentially unchanged while the asso-
ciated yield in the nearside peak increases, indicating some
change in the fragmentation process.

The much more dramatic change, however, is in the
awayside peak, which is considerably broader in all the
event samples more central than 60%. In midcentral and
central collisions there is a local minimum at �� � �.
The existence of these local minima per se is not signifi-
cant once we take the systematic errors on hvA2v

B
2 i into

account (see below), but it is clear that the awayside peaks
in all the more central samples have a very different shape
than in the most peripheral sample.

Given the dramatic results for the awayside peaks seen
in Fig. 2, it is important to establish that they are not simply
artifacts created by our method for background pair sub-
traction. If we relax the ZYAM assumption and lower b0

slightly, the effect on any (di)jet-pair distribution would
essentially be to raise it by a constant, which would not
change the presence of the local minima at �� � �, but
would increase the per trigger yields. ZYAM derived yields
are lower limit yields [20].

Changes to our estimate for hvA2v
B
2 i can alter the shape of

the (di)jet distribution for some centrality samples, but the
result of awayside broadening with centrality remains
robust. The curves in Fig. 2 show the distributions that
would result if the hvA2v

B
2 i products were arbitrarily low-

ered by one and two units of their systematic error. With a

two-unit shift the shape in the midcentral would no longer
show significant local minima at �� � �. However, the
widths of the awayside peaks are clearly still much greater
than in the peripheral sample and the distributions in the
two most central samples are hardly changed at all in
shape. Even lower values of hvA2v

B
2 i could be contem-

plated, but they would still not change the qualitative result
of awayside broadening. And, such low hvA2v

B
2 i values

would also require a severe breakdown of the assumption
hvA2v

B
2 i � hv

A
2 ihv

B
2 i, indicating that these background pairs

have a large, hitherto-unknown source of azimuthal
anticorrelation.

Convoluting the jet fragments’ angles with respect to
their parent partons and the acoplanarity between the two
partons [23] would yield a Gaussian-like shape in ��,
possibly broadened through jet quenching [13,24]. The
observed shapes in the awayside peaks cannot result
from such a convolution.

We define the part of the �� distribution in j��j<
��min as the ‘‘nearside’’ peak and j��j> ��min as
the ‘‘awayside’’ peak. Each peak is characterized by its
yield of associated partners per trigger and by its rms
width. We measure these for the full peak in the dis-
tribution over all values of ��; the folded distributions
over 0< ��<� shown here contain only half of each
full peak’s shape. These yields and widths are plotted in
Fig. 3 for the different Au� Au centrality samples, along
with the same quantities for 0%–20% central d� Au
collisions at

��������
sNN
p

� 200 GeV [23]. The yields and widths
for the near- and awayside peaks in peripheral Au� Au
collisions are consistent with those in d� Au collisions.
The yields of both the near- and awayside peaks increase
from peripheral to midcentral collisions, and then decrease
for the most central collisions. The nearside width is un-
changed with centrality, while the awayside width in-
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FIG. 3 (color online). (a) Associated yields for near- and
awayside peaks in the jet-pair distribution, and (b) widths
(rms) of the peaks in the full 0–2� distributions; plotted versus
the mean number of participating nucleons for each event
sample. Triangles show results from 0%–20% central d� Au
collisions at the same
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[23]. Bars show statistical errors,
shaded bands systematic.
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creases substantially from the 60%–90% sample to the
40%–60% sample, and then remains constant with
centrality.

In summary, we have presented correlations of high
momentum charged hadron pairs as a function of collision
centrality in Au� Au collisions. Utilizing a novel tech-
nique, we extract the jet-induced hadron pair distribu-
tions and show that the dense medium formed in Au�
Au collisions at RHIC modifies jet fragmentation. In cen-
tral and midcentral collisions the awayside angular
distribution is significantly broadened relative to peripheral
and d� Au collisions, and appears to be non-Gaussian.
The shapes of the awayside �� distributions for non-
peripheral collisions are apparently not consistent with
Gaussian broadening of the peripheral Au� Au away-
side. However, the broadening and possible changes in
shape of the awayside jet are suggestive of recent theo-
retical predictions of dense-medium effects on fragment
distributions [14–16,25]. The broadened shapes of the
awayside distributions also imply that integration of the
awayside peak in a narrow angular range around �� � �
yields fewer associated partners in central collisions
than in peripheral or d� Au collisions, as seen elsewhere
[8,22]; but integrating over the entire broadened peak
recovers the jet partners in the range 1:0 GeV=c < pBT <
2:5 GeV=c used here. Even though two-particle correla-
tions do not allow for full reconstruction of the jet frag-
mentation function, these data provide an entirely new way
to probe the hot, dense medium formed in heavy ion
collisions.
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T. Hachiya,14 J. S. Haggerty,5 H. Hamagaki,8 A. G. Hansen,27 E. P. Hartouni,26 M. Harvey,5 R. Hayano,8 N. Hayashi,38

X. He,13 M. Heffner,26 T. K. Hemmick,44 J. M. Heuser,44 M. Hibino,50 J. C. Hill,16 W. Holzmann,43 K. Homma,14

B. Hong,22 A. Hoover,34 T. Ichihara,38,39 V. V. Ikonnikov,23 K. Imai,24,38 D. Isenhower,1 M. Ishihara,38 M. Issah,43

A. Isupov,17 B. V. Jacak,44 W. Y. Jang,22 Y. Jeong,19 J. Jia,44 O. Jinnouchi,38 B. M. Johnson,5 S. C. Johnson,26 K. S. Joo,31

D. Jouan,36 S. Kametani,8,50 N. Kamihara,47,38 J. H. Kang,52 S. S. Kapoor,4 K. Katou,50 S. Kelly,9 B. Khachaturov,51

A. Khanzadeev,37 J. Kikuchi,50 D. H. Kim,31 D. J. Kim,52 D. W. Kim,19 E. Kim,42 G.-B. Kim,25 H. J. Kim,52 E. Kistenev,5

A. Kiyomichi,48 K. Kiyoyama,32 C. Klein-Boesing,30 H. Kobayashi,38,39 L. Kochenda,37 V. Kochetkov,15 D. Koehler,33

T. Kohama,14 M. Kopytine,44 D. Kotchetkov,6 A. Kozlov,51 P. J. Kroon,5 C. H. Kuberg,1,27 K. Kurita,39 Y. Kuroki,48

M. J. Kweon,22 Y. Kwon,52 G. S. Kyle,34 R. Lacey,43 V. Ladygin,17 J. G. Lajoie,16 A. Lebedev,16,23 S. Leckey,44

D. M. Lee,27 S. Lee,19 M. J. Leitch,27 X. H. Li,6 H. Lim,42 A. Litvinenko,17 M. X. Liu,27 Y. Liu,36 C. F. Maguire,49

Y. I. Makdisi,5 A. Malakhov,17 V. I. Manko,23 Y. Mao,7,38 G. Martinez,45 M. D. Marx,44 H. Masui,48 F. Matathias,44

T. Matsumoto,8,50 P. L. McGaughey,27 E. Melnikov,15 F. Messer,44 Y. Miake,48 J. Milan,43 T. E. Miller,49 A. Milov,44,51

S. Mioduszewski,5 R. E. Mischke,27 G. C. Mishra,13 J. T. Mitchell,5 A. K. Mohanty,4 D. P. Morrison,5 J. M. Moss,27
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The first measurement of direct photons in Au� Au collisions at
��������
sNN
p

� 200 GeV is presented. The
direct photon signal is extracted as a function of the Au� Au collision centrality and compared to next-to-
leading order perturbative quantum chromodynamics calculations. The direct photon yield is shown to
scale with the number of nucleon-nucleon collisions for all centralities.

DOI: 10.1103/PhysRevLett.94.232301 PACS numbers: 25.75.Dw
One of the most exciting observations from experiments
at the Relativistic Heavy Ion Collider (RHIC) is the strong
suppression of the yield of hadrons at large transverse
23230
momenta (pT > 2 GeV=c) in central Au� Au collisions,
as compared to measured yields in p� p collisions scaled
by the number of binary nucleon-nucleon collisions [1–4].
1-2
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Such quenching was predicted to result from the energy
loss of hard-scattered partons propagating through the high
density matter created in heavy ion collisions [5]. It was
later proposed that the observed hadron suppression could
be an initial-state effect due to saturation of the initial
parton distributions in large nuclei [6]. The high-pT hadron
suppression was not observed in d� Au collisions [7,8].
This indicates that the suppression in Au� Au collisions is
due to the extended dense matter in the final state that is
absent in d� Au collisions.

Measurement of direct photon production allows more
definitive discrimination between initial- and final-state
suppression due to the fact that photons, once produced,
are essentially unaffected by the surrounding matter. Hence
photons produced directly in initial parton scatterings are
not quenched unless the initial parton distributions are
suppressed in the nucleus. In fact, there may be additional
direct photon yield in AA collisions [9] due to various
processes such as momentum broadening of the incoming
partons, additional fragmentation contributions [10,11], or
additional scatterings in the thermalizing dense matter of
the final state.

This Letter reports on direct photon production in Au�
Au collisions at

��������
sNN
p

� 200 GeV with data taken by the
PHENIX experiment [12] during the second RHIC run
(2001–2002). This analysis used the beam-beam counters
(BBC, 3:0< j�j< 3:9) and the zero degree calorimeter
(ZDC) for trigger and event characterization, the electro-
magnetic calorimeter (EMCal) in the two central arms
(j�j � 0:35) to measure the inclusive , �0, and � yields,
and the tracking system of the central arms to estimate the
charged particle contamination. The EMCal consists of
two subsystems: six sectors of lead-scintillator sandwich
calorimeter (PbSc) and two sectors of lead-glass Čerenkov
calorimeter (PbGl). Located at a radial distance of about
5 m, each sector covers an azimuthal interval of �� �
22:5�. The fine segmentation of the EMCal (��� ��	
0:01� 0:01) ensures that the two photons from a decayed
�0 are well resolved up to transverse momenta of
15–20 GeV=c.

The event centrality was selected by cuts on the corre-
lated distribution of charged particles detected in the BBCs
versus energy measured in the ZDC detectors. A Glauber
model Monte Carlo combined with a simulation of the
BBC and ZDC responses gave an estimate of the associ-
ated number of binary collisions (Ncoll) and participating
nucleons (Npart) for each centrality bin (values tabulated in
Ref. [3]).

For this analysis a minimum bias trigger sample of 30�
106 events, also used for the previously published �0

analysis [3], was combined with a level-2 trigger event
sample equivalent to additional 55� 106 minimum bias
events. The level-2 trigger sample was obtained by the use
of an EMCal software trigger on highly energetic showers
equivalent to the level-1 hardware trigger used in Ref. [13].
23230
The threshold energy of the trigger was set at 3.5 GeV with
a resulting trigger efficiency plateau at 100% for single
photons above pT � 5 GeV=c (6:5 GeV=c) for the PbSc
(PbGl). The normalization of the level-2 data sample rela-
tive to the minimum bias data sample is accurate to 2%. In
the following, the minimum bias result refers to the com-
bined level-2 and minimum bias trigger samples without
selection on centrality.

The direct photon yield is extracted on a statistical basis,
without isolation cuts, by a comparison of the inclusive
photon spectra to the expected background from hadronic
decays [14,15] (mainly �0 ! 2). Photonlike clusters are
identified in the EMCal by applying appropriate particle
identification (PID) cuts based on time of flight and the
shower profile. The consistency of the final results obtained
independently with the PbSc and PbGl, and with different
PID cuts, including no PID cut, is used to check the
systematic error estimates. The �0 and � yields are deter-
mined as described in [3,16] by an invariant mass analysis
of photon pairs, with the combinatorial background estab-
lished by combining uncorrelated photon pairs from differ-
ent events.

The raw inclusive photon-candidate spectra must be
corrected for charged and neutral hadron contaminations
not removed by the PID cuts, as well as for photon con-
versions. Charged contaminants are identified by associat-
ing photon candidates in the EMCal with charged hits in
the pad chamber (PC3) positioned directly in front of the
EMCal. The charged contaminant spectra are subtracted
from the photon-candidate spectra. The charged hadron
contamination depends strongly on the PID cut and in-
creases significantly for pT < 3 GeV=cwith a contribution
of 4% above 3 GeV=c for the tightest PID cut. The con-
tamination of neutral hadrons (mainly antineutrons) is
determined with a full GEANT simulation of the detector
response to neutrons and antineutrons with input spectra
based on the proton and antiproton yields measured by
PHENIX [4]. The neutral hadron contamination is found to
be negligible above pT � 5 GeV=c (< 1%). The neutral
photon-candidate spectra are corrected for conversions
removed by the charged contaminant subtraction with a
pT-independent factor (5.9%–7.3% for different sectors
based on simulation).

The raw spectra are normalized to one unit of rapidity
and full azimuth (the purely geometrical acceptance cor-
rection is 	1=0:35). The spectra are further corrected for
(i) the detector response (energy resolution, dead areas),
(ii) the reconstruction efficiency (PID cuts), and
(iii) occupancy effects (cluster overlaps). These corrections
are quantified by embedding simulated single ’s, �0’s, or
�’s from a full PHENIX GEANT simulation into real events
and by analyzing the merged events with the same analysis
cuts used to obtain the real yields. The overall �0 yield
correction was 	2:5 with a centrality dependence of
& 25%. The losses were dominated by fiducial and asym-
1-3
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metry cuts. The nominal energy resolution was adjusted in
the simulation by smearing the energies with a constant
term of	5% for PbSc and	7% for PbGl to reproduce the
measured width of the �0 peak observed at each pT . The
shape, position, and width of the �0 peak measured for all
centralities were confirmed to be well reproduced by the
embedded data.

The energy calibration of the EMCal was corroborated
by the position of the�0 invariant mass peak, by the energy
deposit from minimum ionizing charged particles travers-
ing the EMCal (PbSc), and by the correlation between the
measured momentum of electron and positron tracks iden-
tified by the ring-imaging Čerenkov detector and the asso-
ciated energy deposit in the EMCal. From these studies it is
determined that the accuracy of the energy measurement
was better than 1.5%.

The main sources of systematic errors in the PbSc and
PbGl measurements are the uncertainties in (i) the yield
extraction, (ii) the yield correction, and (iii) the energy
TABLE I. Summary of the dominant sources of systematic
errors on the �0 and inclusive  yields extracted independently
with the PbGl and PbSc electromagnetic calorimeters. The error
estimates are quoted at two pT values in central events for the
PbGl and PbSc. For the combined �0 and inclusive  spectra and
=�0 ratios, the approximate statistical and systematical errors
are quoted for the most peripheral and most central reactions.

PbGl (Central) PbSc (Central)
�0 error source 3 GeV=c 8:5 GeV=c 3 GeV=c 8:5 GeV=c

Yield extraction 8.7% 7.0% 9.8% 7.2%
Yield correction 12.1% 12.0% 10.3% 12.5%
Energy scale 13.8% 14.1% 10.5% 11.4%
Total systematic 20.3% 19.8% 17.7% 18.4%
Statistical 10.6% 32.5% 2.1% 10.5%

Inclusive  error

Non- correction 2.4% 2.4% 3.2% 3.2%
Yield correction 10.2% 12.0% 9.1% 12.5%
Energy scale 15.7% 13.7% 12.4% 10.8%
Total systematic 18.9% 18.4% 15.7% 16.8%
Statistical 1.2% 14.1% 0.6% 4.1%
=�0 syst. 13.6% 12.6% 14.0% 13.4%
=�0 stat. 10.7% 35.4% 2.2% 11.3%

Total errors PbGl and PbSc combined

Peripheral Central
Error 3 GeV=c 8:5 GeV=c 3 GeV=c 8:5 GeV=c

�0 syst. 13.2% 17.0% 13.9% 16.1%
�0 stat. 3.0% 35.3% 1.8% 9.6%
 syst. 11.4% 15.6% 11.5% 15.9%
 stat. 3.0% 28.8% 0.6% 3.8%
=�0 syst. 9.9% 13.1% 9.7% 11.2%
=�0 stat. 4.2% 45.6% 1.9% 10.3%
=�0 bkg calc. 4% 4%
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scale. The relative contributions of these effects to the total
error differ for the PbSc and PbGl (Table I). The weighted
average of the two independent measurements reduces the
total error. The final systematic errors on the spectra are at
the level of	15%–20% (Table I). A correction for the true
mean value of the pT bin is applied to the steeply falling
spectra.

The completely corrected and combined PbSc and PbGl
inclusive photon yields are compared to the expected
yields of background photons from hadronic decays in
Fig. 1 for minimum bias Au� Au collisions (0%–92%
of the geometric cross section) and for five centrality bins.
The decay photon calculations are based on the measured
�0 and � spectra [16] assuming mT scaling for all other
radiative decays (�0, K0

s , !). The comparison is made as
the ratio of measured (inclusive) =�0 and calculated
background =�0 since this has the advantage that many
uncertainties, such as the energy scale, cancel to a varying
extent in the ratio. Since the �0 spectra of the background
calculations are taken to be the same as the measured
spectra, we have

R �
�=�0Measured

�=�0Background

�
Measured

Background
; (1)

and any significant deviation of the double ratio above
unity indicates a direct photon excess. In Fig. 1 an excess
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FIG. 1 (color online). Double ratio of measured �=�0Measured

invariant yield ratio to the background decay �=�0Background

ratio as a function of pT for minimum bias and for five central-
ities of Au� Au collisions at

��������
sNN
p

� 200 GeV (0%–10% is the
most central). Statistical and total errors are indicated separately
on each data point by the vertical bar and shaded region,
respectively. The solid curves are the ratio of pQCD predictions
described in the text to the background photon invariant yield
based on the measured �0 yield for each centrality class. The
shaded regions around the curves indicate the variation of the
pQCD calculation for scale changes from pT=2 to 2pT , plus the
hNcolli uncertainty.
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is observed at high pT with a magnitude that increases with
increasing centrality of the collision.

The measured results are compared to NLO perturbative
QCD (pQCD) predictions [17], scaled by the number of
binary nucleon collisions for each centrality selection. The
same calculations are in agreement with the PHENIX
direct photon measurement [15] for p� p collisions at
the same

���
s
p

, and similar NLO pQCD calculations provide
a good description of the measured �0 production in p� p
collisions [13]. The calculations were performed [15,17]
with normalization and factorization scales set equal to pT ,
and using the CTEQ6 [18] set of parton distribution func-
tions and the GRV set of fragmentation functions [19]. The
direct photon spectra extracted as Direct � �1� R

�1
  �

Measured are shown in Fig. 2 for all nine centrality selec-
tions as well as minimum bias, and compared to the same
NLO calculations. The binary collision scaled predictions
are seen to provide a good description of the measured
direct photon spectra (Fig. 2). The increasing ratio with
centrality seen in Fig. 1 is therefore attributed to the
decreasing decay background due to �0 suppression [3].

Medium effects in AA collisions are often presented
using the nuclear modification factor given as the ratio of
 (GeV/c)Tp
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FIG. 2 (color online). Direct  invariant yields as a function of
transverse momentum for 9 centrality selections and minimum
bias Au� Au collisions at
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sNN
p

� 200 GeV. The vertical error
bar on each point indicates the total error. Arrows indicate
measurements consistent with zero yield with the tail of the
arrow indicating the 90% confidence level upper limit. The solid
curves are pQCD predictions described in the text.
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the measured AA invariant yields to the NN-collision-
scaled p� p invariant yields:

RAA�pT �
�1=Nevt

AAd
2NAA=dpTdy

hNcolli=�
inel
pp � d

2�pp=dpTdy
; (2)

where the hNcolli=�inel
pp is the average nuclear thickness

function, hTAAi, in the centrality bin under consideration
(Ref. [3]). RAA�pTmeasures the deviation of AA data from
an incoherent superposition of NN collisions.

The centrality dependence of the high pT  production
represented as a function of the number of participating
nucleons,Npart, is shown by the closed circles in Fig. 3. The
production in Au� Au collisions relative to p� p is
characterized by the RAA�pT > 6 GeV=c ratio of Eq. (2)
as the ratio of Au� Au over the hNcolli scaled p� p yields
each integrated above 6 GeV=c. The direct photon p� p
yields are taken as the NLO pQCD predictions described
above. As noted above, the high pT direct  production is
well described by the p� p direct  yield prediction
scaled by hNcolli for all centralities. This is in sharp contrast
[3] to the centrality dependence of the �0 RAA�pT >
6 GeV=c shown by open circles in Fig. 3 where the
measured �0 yield [13] is used as the p� p reference in
Eq. (2).

The observed close agreement between the measured
yields and NLO calculations is in contrast to observations
for central Pb� Pb collisions at

��������
sNN
p

� 17:3 GeV [14]
where the measured photon yield exceeds the scaled NN
photon yield by about a factor of 2. The present result
constrains modifications of the initial parton distributions,
or of the fragmentation contributions [10,11] (in these
partN
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FIG. 3 (color online). Ratio of Au� Au yield to p� p yield
normalized by the number of binary nucleon collisions as a
function of centrality given by Npart for direct  (closed circles)
and �0 (open circles) yields integrated above 6 GeV=c. The p�
p direct photon yield is taken as the NLO pQCD prediction
described in the text. The error bars indicate the total error
excluding the error on hNcolli shown by the dashed lines and
the scale uncertainty of the NLO calculation shown by the
shaded region at the right.
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NLO calculations the contribution is significant: 	50% at
3:5 GeV=c and	35% at 10 GeV=c), or additional photon
yield from thermal radiation to levels comparable to the
present measurement uncertainty.

In summary, the transverse momentum spectra of direct
photons have been measured at midrapidity up to pT �
13 GeV=c for nine centrality bins of Au� Au collisions at��������
sNN
p

� 200 GeV. The significance of the direct photon
signal increases with collision centrality due to the increas-
ingly suppressed �0 production and associated decrease in
the photon background from hadron decays. The direct
photon spectral shapes and invariant yields are consistent
with NLO pQCD predictions for p� p reactions scaled by
the average number of inelastic NN collisions for each
centrality class. The close agreement between measure-
ment and the binary scaled pQCD predictions of the direct
photon yield suggests that nuclear modifications of the
quark and gluon distribution functions in the relevant
region of momentum fraction x are minor. The result
provides strong confirmation that the observed large sup-
pression of high pT hadron production in central Au� Au
collisions is dominantly a final-state effect due to parton
energy loss in the dense produced medium, rather than an
initial-state effect.
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The transverse momentum dependence of the azimuthal anisotropy parameter v2, the second harmonic of the
azimuthal distribution, for electrons at midrapidity (|η| < 0.35) has been measured with the PHENIX detector
in Au+Au collisions at

√
sNN = 200 GeV. The measurement was made with respect to the reaction plane defined

at high rapidities (|η| = 3.1–3.9). From the result we have measured the v2 of electrons from heavy flavor decay
after subtraction of the v2 of electrons from other sources such as photon conversions and Dalitz decay from light
neutral mesons. We observe a nonzero single electron v2 with a 90% confidence level in the intermediate-pT

region. The precision of the present data set does not permit us to conclude definitively that heavy quarks exhibit
thermalization with the transverse flow of the bulk matter.

DOI: 10.1103/PhysRevC.72.024901 PACS number(s): 25.75.Dw

I. INTRODUCTION

The azimuthal anisotropy of particle emission is a powerful
tool to study the early stage of ultrarelativistic nuclear

∗Deceased.
†PHENIX spokesperson: zajc@nevis.columbia.edu

collisions. The spatial anisotropy in the initial stage of noncen-
tral nucleus-nucleus collisions is transferred into momentum
anisotropy in the final state. The azimuthal anisotropy is
defined by

dN

dφ
= N0

{
1 +

∑
n

2vn cos[n(φ − �R.P.)]

}
, (1)
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where N0 is a normalization constant, φ is the azimuthal
angle of particles, and �R.P. is the direction of the nuclear
impact parameter (“reaction plane”) in a given collision. The
harmonic coefficients, vn, indicate the strength of the nth
anisotropy. The azimuthal anisotropy parameter v2 (the second
harmonic coefficient of the Fourier expansion of the azimuthal
distribution) may be especially sensitive to the early pressure
[1]. The transverse momentum (pT ) dependence of v2 has
been measured for identified particles at Brookhaven National
Laboratory’s Relativistic Heavy Ion Collider (RHIC) [2–5].
Previous measurements are limited to hadrons made of light
quarks. These results show a clear mass dependence of v2,
which is well reproduced by a hydrodynamical calculation [6]
in the low-pT region (pT < 2 GeV/c). The agreement is
considered as evidence that the collective motion develops
in the very early stages of the reaction. It is also observed that
v2 as a function of pT scales via the coalescence prescription;
that is, v2/n as a function of pT /n is universal, where n is
the number of valence quarks plus valence antiquarks. This
scaling behavior is consistent with the prediction of the quark
coalescence model, which assumes a finite v2 of quarks [7].
This suggests that the v2 already develops in the partonic
phase for hadrons made of light quarks. In addition, if the
v2 of heavy quarks is nonzero, it would support partonic level
thermalization and very high density at the early stage of the
collisions.

Electrons are a useful tool to study the production of heavy
quarks such as charm quarks. In the PHENIX experiment at
RHIC, transverse momentum spectra of single electrons have
been measured in Au+Au collisions at

√
sNN = 130 GeV

[8] and 200 GeV [9]. The results are consistent with that
expected from semileptonic charm decays in addition to
decays of light mesons and photon conversions [8]. However,
electrons originating from semileptonic decays of D mesons
have a significant angular deviation from the original D
meson direction. The effect on v2 has been shown in [10]
and [11]. The results suggest that the effect is not signifi-
cant for the decay electron v2, and the electron v2 reflects
the v2 of the D meson. Therefore the single-electron v2

measurement is a useful method for studying open charm
v2 [12,13].

Currently the single-electron spectra from PHENIX are
consistent with two opposing scenarios: (1) initial perturbative
QCD charm production without final-state interactions and
(2) complete thermal equilibrium for charmed hadrons [14].
Therefore the measurement of the azimuthal anisotropy of
electrons from semileptonic charm decays could give us
important new information regarding the charm dynamics in
high-energy heavy-ion collisions. The measurement is also
important for the quark coalescence model, because of the
large difference between the charm quark and light quark
masses, and for the prediction of v2 for the J/ψ and the D
meson, those contain charm quarks.

In this paper, we present the first measurement of the
single-electron v2, which is expected to reflect the heavy
flavor azimuthal anisotropy, below 4 GeV/c with respect to
the reaction plane in Au+Au collisions at

√
sNN = 200 GeV.

The single-electron v2 was measured by subtracting from the
inclusive electron v2 the v2 of electrons from other sources such

as photon conversions and Dalitz decays from light neutral
mesons.

II. DATA ANALYSIS

About 16 million minimum bias events in RHIC-Run2
(2001) for

√
sNN = 200 GeV are used in this analysis after

a vertex cut is applied (|zvertex| < 20 cm). In this section we
present a brief overview of the PHENIX detectors [15] used
in this analysis and then present details of event selection,
electron identification, and reaction-plane determination.

A. Overview of PHENIX detector

PHENIX consists of four spectrometer arms (central arms
and muon arms) and a set of global detectors. The central
arms are located east and west of the interaction region at
midrapidity. The muon arms are located to the north and south
at forward rapidity. Figure 1 shows the configuration of the
central arms in Run2.

The global detectors consist of the beam-beam-counters
(BBCs) and the zero-degree calorimeters (ZDCs). These
detectors provide the time of the Au+Au collision, the
collision vertex, the event trigger, and the collision centrality.
In this analysis the BBCs are also used to determine the
reaction plane. The BBCs are installed on the north and south
sides of the collision point along the beam axis. Each BBC is
placed 144 cm from the center of the interaction region and
surrounds the beam pipe. This corresponds to a pseudorapidity
range from 3.1 to 3.9 over the full azimuth. Each BBC is
composed of 64 elements and a single BBC element consists
of a 1-in-diameter mesh dynode photomultiplier tube mounted
on a 3-cm-long quartz radiator. The ZDC is a hadron
calorimeter and measures the energy of spectator neutrons.
The ZDCs are located 18 m downstream and upstream along
the beam axis, and each ZDC covers 2 mrad of forward angular
cone, corresponding to η > 6.0.

The central arms are designed to track particles emitted
from collisions, identify charged particles, and reconstruct in-
variant masses. The central arms each cover the pseudorapidity
range |η| < 0.35 and 90◦ in azimuthal angle. The central arms
consist of several subsystems. In this analysis drift chambers
(DCs), pad chambers (PCs), ring imaging Cherenkov counters
(RICHs), and electromagnetic calorimeters (EMCals) are
used. The DCs are located between 2.0 and 2.4 m from
the beam axis on each central arm and measure charged particle
trajectories in the r-φ plane. The central arms have three
layers of PCs, which are multiwire proportional chambers.
The PCs are located at 2.4 m (PC1), 4.2 m (PC2), and 5.0 m
(PC3) from the beam axis. PC1 and PC3 are installed in
each central arm, but PC2 is installed only in the west arm.
The PC measures three-dimensional space points along the
straight-line particle trajectories. A RICH, the primary detector
for electron identification, is installed in each central arm.
The RICH consists of a gas vessel, a thin reflector, and a
photon detector consisting of an array of photomultiplier tubes
(PMTs). During Run2 CO2 was used as the Cherenkov radiator
so only pions with p > 4.7 GeV/c emit Cherenkov light in the
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FIG. 1. (Color online) PHENIX experiment
configuration in Run2. (Top) Cross section per-
pendicular to the beam pipe. (Bottom) East side
view of the cross section along the beam pipe.

RICH. The EMCal is used to measure the spatial position
and energy of electrons and photons. It covers the full central
arm acceptance of 70◦ < θ < 110◦ with each of the two walls
subtending 90◦ in azimuth. One wall comprises four sectors of
Pb-scintillator sampling calorimeter; the other has two sectors
of Pb scintillator and two of Pb-glass Cherenkov calorimeter.
The central magnet (CM) provides a magnetic field around the
interaction vertex that is parallel to the beam. The CM allows
momentum analysis of charged particles in the polar angle
range 70◦ < θ < 110◦ and provides a field integral of about
0.8 T m [16].

B. Event selection

Event selection was done with the BBC and the ZDC in this
analysis. The minimum-bias trigger requires a coincidence
between north and south BBC signals. The trigger included
92.2+2.5

−3.0% of the 6.9-b Au+Au inelastic cross section [17].
The event centrality is determined by combining information
on spectator neutrons measured by the ZDC and the charge sum
information measured by the BBC. The collision vertex point

along the beam line is determined by the timing difference of
the two BBCs. We required |zvertex| < 20 cm for this analysis.

C. Charged particle selection and electron identification

Charged particle tracks are reconstructed by the DC and
the first pad chamber plane (PC1) installed in each central
arm together with the collision vertex determined by the
BBC [18]. For a reconstructed track to be selected, the track
projection to the EMCal and the position of the associated
hit in the EMCal must match within two standard deviations.
The electron candidates are required to have at least three
associated hits in the RICH that pass a ring-shape cut and are
also required to pass a timing cut. To reduce background from
hadrons and photon conversions far from the vertex, energy is
measured in the EMCal, and momentum matching (E/p) is
required. Electrons deposit all of their energy in the EMCal;
therefore the E/p is approximately 1.0. In this analysis
we require −2σ < (E − p)/p < 3σ to reduce background.
Figure 2 shows the (E − p)/p/σ distribution. Here the σ

means a standard deviation of (E − p)/p. A background of
less than 10% remains, caused by accidental association of
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FIG. 2. (E − p)/p/σ distribution. We require −2σ < (E −
p)/p < 3σ to reduce background from hadrons and photon con-
versions far from the vertex.

tracks with RICH hits. The background level is estimated by
an event-mixing method and is subtracted when we calculate
the electron v2.

D. Reaction-plane determination

In this analysis the values of v2 are calculated by the
reaction-plane method, which measures the azimuthal angle
of the particle emission with respect to the reaction plane [19].
The azimuthal angle of the reaction plane for the nth harmonic
is determined by [19]

ψmeas
n =

[
tan−1

∑
i wi sin(nφi)∑
i wi cos(nφi)

] /
n, (2)

where φi is the azimuthal angle of each particle used in
the reaction-plane determination and wi is the corresponding
weight. The azimuthal angle distribution of the particle
emission measured with respect to the reaction plane can be
written as Eq. (1). Because of finite reaction-plane resolution,
coefficients in the Fourier expansion of the azimuthal distribu-
tion with respect to the “measured” reaction plane (vmeas

n ) are
smaller than coefficients measured with respect to the “real”
reaction plane (vn). The resolution correction necessary for
vmeas

n is given by

vn = vmeas
n /σvn

, (3)

where vn is the real coefficient and σvn
is the reaction-plane

resolution for the nth harmonic. The reaction-plane resolution
is defined as 〈cos n(ψmeas

n − ψ real
n )〉 [19]. The value of vmeas

n is
obtained by fitting the azimuthal distribution (relative to the
reaction plane) with

dN

dφ
= N0

[
1 + 2vmeas

n cos(nφ)
]
, (4)

where N0 and vmeas
n are fitting parameters. We can also

calculate vmeas
n directly by

vmeas
n = 〈cos(nφ)〉. (5)

In this analysis the v2 is estimated by using the reaction
plane found from the second harmonic (n = 2), since better ac-
curacy of vn is obtained by using the same harmonic’s reaction
plane [19]. The reaction planes are determined by using both
BBCs. In the PHENIX experiment the reaction plane is also
determined by using the central arm detectors. One of the key
issues of the reaction-plane determination involves nonflow
effects such as jets, resonance decays, and Hanbury-Brown
and Twiss (HBT). Since each BBC is roughly three units of
pseudorapidity away from the central arms, it is expected that
the nonflow effects are smaller there than in the central arm
detectors [2].

Using the BBC information the reaction plane is measured
by

ψ =
[

tan−1

∑64
i=1 qi sin(2φi)∑64
i=1 qi cos(2φi)

] /
2, (6)

where φi is the azimuthal angle of each PMT and qi is
the charge information of each PMT. Owing to the random
distribution of the impact-parameter direction in collisions, the
reaction plane should have an isotropic azimuthal distribution.
Because of the possible azimuthal asymmetries in the BBC
response, however, the measured reaction-plane distribution
is anisotropic. In this paper, we use the following two-step
method to correct the reaction plane. First, the distribution
of

∑64
i=1 qi sin(2φi) and

∑64
i=1 qi cos(2φi) are recentered by

subtracting 〈∑64
i=1 qi sin(2φi)〉 and 〈∑64

i=1 qi cos(2φi)〉 over all
events [19]:

ψ =
[

tan−1

∑64
i=1 qi sin(2φi) − 〈∑64

i=1 qi sin(2φi)
〉

∑64
i=1 qi cos(2φi) − 〈∑64

i=1 qi cos(2φi)
〉
] /

2.

(7)

This method does not remove higher harmonic components
of the determined reaction plane, so we apply an additional
correction method [20]. In this method flattening the reaction
plane is accomplished by using a shift

nψflat = nψobs + �ψ, (8)

where �ψ is the correction factor for the reaction plane. �ψ

is determined by

�ψ =
∑

n

An cos(2nψobs) + Bn sin(2nψobs), (9)

where An and Bn are defined by requiring the nth Fourier
moment of the new reaction plane (ψflat) to vanish.
Hence

An = −2

n
〈sin(2nψobs)〉, (10)

Bn = 2

n
〈cos(2nψobs)〉. (11)

Since the reaction plane depends on collision centrality
and the z vertex, the reaction planes are divided into
40 samples (20 centrality bins and 2 vertex bins), and these
corrections are determined independently for each sample. To
measure the v2 in this analysis, use is made of a combined
reaction-plane, which is defined by weighted averaging of the
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FIG. 3. The azimuthal angle distribution of the combined reaction
plane after applying the flattening corrections. (Note that the vertical
scale is zero suppressed.) After applying the corrections, the reaction
plane has an isotropic azimuthal distribution.

reaction-plane angles obtained by the south-side BBC and the
north-side BBC. Figure 3 shows the azimuthal angle dis-
tribution of the combined reaction plane after applying
the flattening corrections. After applying the corrections,
the reaction plane has an isotropic azimuthal distribution. The
resolution of the combined reaction plane is estimated by using
Eq. 11 in [19]. Figure 4 shows the centrality dependence of
the resolution (σv2 ).

III. RESULTS AND DISCUSSION

In this section we present a method to calculate the single-
electron v2 from inclusive electrons and show its transverse
momentum dependence.
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FIG. 4. (Color online) Centrality dependence of the combined
reaction plane (R.P.) resolution determined by the BBC. The
resolution is estimated by using Eq. 11 in [19].

A. Inclusive electron v2

The azimuthal distributions of electrons relative to the
reaction plane are shown in the middle panel of Fig. 5. The
distributions are overlaid by shifting them on the vertical axis
such that the spacing between each is equal. Each symbol
represents the measured pT region indicated in the left panel,
which shows the raw yields of each distribution with large
symbols. As described in Sec. II C, less than 10% background
remains from accidental RICH associations. The azimuthal
distributions of the background are shown in the right panel,
and the yields are shown as small symbols in the left panel. The
electron v2 are measured after subtraction of this background
(dNeback/dφ) from electrons that are identified by the RICH
(dNecand/dφ):

dNe

dφ
= dNecand

dφ
− dNeback

dφ
. (12)

The transverse momentum dependence of the electron v2

for minimum-bias events (centrality 0–92%) after subtracting
background is shown in Fig. 6. The statistical errors are
shown as vertical lines in the figure. The 1σ systematic
uncertainties are shown as vertical bands. The systematic un-
certainties include the systematic uncertainty of the reaction-
plane determination and electron identification. The systematic
uncertainty of the reaction-plane determination is about 5%.
The uncertainty was estimated by measuring v2 with a reaction
plane determined by the north-side BBC, the south-side BBC,
and a combination of the north and south sides. The systematic
uncertainty from electron identification was estimated by
measuring electron v2 with several different sets of electron
identification cuts. A comparison with v2 for a charged pion [2]
is also shown in Fig. 6. At low pT (pT < 1.0 GeV/c), the
electron v2 is larger than the v2 of the pion. In this region
electrons come mainly from π0 decays, directly from the
Dalitz decays, or indirectly from photon conversions. Because
the decay angle of the π0 decay is small, the electron has
about the same azimuthal angle as the parent π0, wheres the
electron pT is smaller than the π0 pT . Therefore the electron
v2 at a given pT corresponds to the larger v2 of the π0 at
higher pT . The v2 of charged pions is consistent with that
of neutral pions [12]; therefore the inclusive electron v2 is
higher than the pion v2. The v2 at high pT is thought to reflect
parton energy loss in the initial stage of the collisions [21].
As described in Sec. III B, the primary source of electrons at
high pT is semileptonic decays of mesons containing heavy
quarks. If these heavy quarks experience energy loss, the trend
of the electron v2 at high pT might be the same as for pions.
However, the electron v2 at high pT might be smaller than
the pion v2 if the heavy quarks do not lose energy. Owing to
the large systematic and statistical uncertainty of the current
measurement, the electron v2 is consistent with the pion v2.

B. Heavy-flavor electron v2

The inclusive electron sample has two components: (1) a
nonphotonic component, consisting of primarily semi-leptonic
decays of mesons containing heavy (charm and bottom)
quarks, and (2) a photonic component, consisting of Dalitz
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raw yields of each distribution are shown in the left panel.

decays of light neutral mesons (π0, η, η′, ω, and φ) and
photon conversions in the detector material [9]. The azimuthal
distribution of electrons (dNe/dφ) is the sum of the azimuthal
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FIG. 6. (Color online) Transverse momentum dependence of the
electron v2 for minimum-bias events (centrality 0–92%). The data
points for the electrons represent the inclusive single electrons (e+

and e−). The upper horizontal scale shows the bin size in pT .
The statistical errors are shown as vertical lines in the figure. The
systematic uncertainty from the determination of the reaction plane
and electron identification are shown as boxes. A comparison with
the pionπ v2 is also shown.

distributions of photonic electrons (dNγ /dφ) and nonphotonic
electrons (dNnon−γ /dφ):

dNe

dφ
= dN

γ
e

dφ
+ dN

non−γ
e

dφ
. (13)

The second harmonic of the Fourier expansion of each
azimuthal distribution is defined according to

Ne

[
1 + 2v2e

cos(2φ)
]

= Nγ
e

[
1 + 2v

γ

2e
cos(2φ)

] + Nnon−γ
e

[
1 + 2v

non−γ

2e
cos(2φ)

]
= (

Nγ
e + Nnon−γ

e

)[
1 + 2

N
γ
e v

γ

2e
+ N

non−γ
e v

non−γ

2e

N
γ
e + N

non−γ
e

cos(2φ)

]
,

(14)

where v2e
is the v2 of inclusive electron, v

γ

2e
is the v2 of the

photonic electrons, and v
non−γ

2e
is the v2 of the nonphotonic

electrons. From Eq. (14), the inclusive electron v2 is given by

v2e
= N

γ
e v

γ

2e
+ N

non−γ
e v

non−γ

2e

N
γ
e + N

non−γ
e

= N
γ
e v

γ

2e
+ (

Ne − N
γ
e

)
v

non−γ

2e

Ne

= rv
γ

2e
+ (1 − r)vnon−γ

2e
, (15)

where r is defined as r = 1/(1 + RNP), and RNP is the ratio
of the number of nonphotonic electrons to photonic electrons
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FIG. 7. (Color online) Ratio of nonphotonic to photonic e± yields
(RNP, points) and contribution from kaon decays (dashed line) [9].

(Nnon−γ
e /N

γ
e ). We experimentally determined the ratio from

analysis of special runs in which an additional an photon
converter was installed. The details of the method are described
in [9], and the measured ratio is shown in Fig. 7. The increase
in the number of nonphotonic electrons is consistent with that
expected from semileptonic charm decays [9]. From Eq. (15)
v

non−γ

2e
can be expressed as

v
non−γ

2e
= v2e

− rv
γ

2e

1 − r
. (16)

The dominant sources of photonic electrons are photon
conversions and Dalitz decays from π0 [8]. In addition, we also
took into account electrons from η decays when calculating
photonic electron v2. We assumed that the contributions
from η decays is 17% by taking into account η/π0 = 0.45
[9]. The other sources are ignored when calculating the
photonic electron v2 because of their small contribution.
The decay electron v2 from decay electrons of π0 and η

were calculated by Monte Carlo simulation. The transverse
momentum dependence of the π0v2 was obtained from the
measured π0v2 [12] (pT > 1.0 GeV/c) and the measured
charged pion v2 (pT < 1.0 GeV/c). Both measurements were
used since the π0v2 has been measured only above 1.0 GeV/c,
and both v2 measurements are consistent at intermediate pT

(1.0 < pT < 3.0). The measured π0 spectra [22] were used to
give the input transverse momentum spectrum. We assumed
that the transverse momentum dependence of the η v2 is the
same as for the kaon v2 because their mass difference is small.
The transverse momentum spectrum of η was approximated by
assuming mT scaling of π0 spectra. The photonic electron v2

calculated from the results is shown as the dashed line in the left
panel of Fig. 8. The middle dashed line is the mean value of the
photonic electron v2 and the upper and lower dashed lines show
the 1σ systematic uncertainty. The systematic uncertainty of
the photonic electron v2 was estimated from the statistical
error and the systematic error of the measured parent v2. If the
nonphotonic electron v2 is zero, that means the v2 of the parent
particle, such as a D meson, is zero. Additionally, the inclusive
electron v2 is the same as that of the scaled photonic electron
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of inclusive to photonic electrons. The electron v2 is the same as rv2γ
e

if the nonphotonic electron v2 is zero; that is, the v2 of the parent
particle, such as a D meson, is zero. (Right) Transverse momentum
dependence of the heavy quark electron v2 for minimum-bias events.
The vertical line is the statistical error, which is propagated from
the statistical errors of the electron v2 for minimum-bias events. The
systematic uncertainty from the electron v2, the photonic electron v2,
and the ratio RNP is shown as a band.

(rv2γ
e
) from Eq. (15). The scaled photonic electron v2 is shown

as the solid line in the left panel in Fig. 8. At intermediate
pT (1.0 < pT < 1.5) the electron v2 is higher than rv2γ

e
. This

might suggest that the nonphotonic electron has nonzero v2 at
intermediate pT . The details of this discussion are presented
in the next section.

Background from kaon decays (K → π e ν) remains in
the nonphotonic yield. The contribution of kaon decays to the
nonphotonic yield, shown in Fig. 7 as a dashed line, is 18%
at pT = 0.4 GeV/c and decreases rapidly to less than 6% for
pT = 1 GeV/c [9]. The transverse momentum dependence
of the kaon v2 has been measured up to 3.0 GeV/c and that
of the K0

S v2 has been measured up to 6.0 GeV/c [5]. The
kaon and K0

S v2 are consistent up to 3.0 GeV/c, and the quark
coalescence model predicts that these two meson v2 values are
the same. Therefore, kaon and K0

S v2 were combined as input
for the kaon v2. The transverse momentum spectrum of kaons
was obtained from measured kaon spectra up to 2.0 GeV/c.
In the high-pT region we used scaled π0 spectra and assumed
that the shapes of the kaon spectra were the same as for the
π0 spectra, which are matched with measured kaon spectra
around 2.0 GeV/c.

The nonphotonic electrons mainly come from semileptonic
decays of heavy flavor (charm and beauty). Therefore the
non-photonic electron v2 that was obtained by subtracting
photonic electron and kaon decays from inclusive electrons
should be heavy-flavor electron [9] v2, which reflects the
azimuthal anisotropy of heavy quarks. The result of the heavy-
flavor electron v2 for minimum-bias events is shown in the
right panel of Fig. 8. The vertical lines are the statistical errors
that are propagated from the statistical errors of the inclusive
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TABLE I. The relative systematic uncertainty of heavy-quark electron v2.

pT Range Systematic Error Bound Inclusive ev2 (%) Photonic ev2 (%) RNP (%) R.P. (%) Total (%)

0.4 < pT < 1.0 lower <32 <26 <21 4.5 <42
upper <63 <21 <21 4.5 <70

1.0 < pT < 1.75 lower <25 <21 <14 4.5 <36
upper <67 <17 <15 4.5 <70

1.75 < pT < 4.0 lower 280 78 190 4.5 340
upper 220 64 280 4.5 360

Type A A A B

electron v2 shown in Fig. 6. The 1σ systematic uncertainties of
heavy-flavor electron v2 are shown as bands. The systematic
uncertainty includes the systematic uncertainty of the reaction
plane, the measured inclusive electron v2 (without the reaction
plane), the photonic electron v2 (without the reaction plane),
and RNP. The systematic uncertainty of RNP is the quadratic
sum of the statistical and systematic errors because RNP is
measured with a different data set. There are two categories
of uncertainty: Type A is a point-to-point error uncorrected
between pT bins, and type B is a common displacement
of all points by the same factor independent of pT . The
total systematic uncertainty is calculated by propagating the
errors on the individual quantities that enter into Eq. (16).
Table I shows the relative systematic uncertainty of heavy-
quark electron v2.

From the result we calculated the confidence level for a
nonzero v2. We assumed that the data of measured heavy-
flavor electron v2 follow a Gaussian distribution; the σ was
obtained by calculating the quadratic sum of the statistical
and systematic errors of the heavy-flavor electron v2 assuming
these errors to be independent. In the intermediate-pT region
(1.0 GeV/c < pT < 1.75 GeV/c), the confidence level for a
nonzero value for the measured heavy-flavor electron v2 is
90%.

There are various scenarios to consider that lead to different
elliptic flow values for D mesons [14]. One is that the charm
quarks do not interact at all in the medium after being produced
and eventually fragment in vacuum into D mesons. This
scenario leads to zero elliptic flow (v2 = 0). It is also possible
that charm quarks do not flow with the medium but do suffer
energy loss in the medium and then eventually fragment in
vacuum into D mesons. This scenario may yield a nonzero v2.
Alternatively, the charm quarks may flow in the medium and
then hadronize via coalescence or recombination with other
partons from the medium, which could produce significant
nonzero values for v2. Finally, even if the charm quarks do not
flow with the medium, but do hadronize via recombination,
they may pick up some v2 from the light quarks in the medium.

By assuming the quark coalescence model, the decay
electron v2 from D mesons has been predicted [10]. In the
model D mesons are formed from charm quark coalescence
with thermal light quarks at hadronization. For charm quark
momentum spectra, two extreme scenarios are considered. The
first scenario assumes no reinteractions after the production of
charm-anticharm quark pairs in initial-state hard processes
(calculated from PYTHIA). The second scenario assumes
complete thermalization with the transverse flow of the bulk

matter. Figure 9 shows a comparison of the heavy-flavor
electron v2 with decay electrons from D mesons in the “no
reinteraction” scenario as a solid line; the dashed line reflects
the “thermalization” scenario. Because of large systematic
and statistical uncertainty of the current measurement, neither
scenario is excluded by this single-electron v2 measurement.

IV. SUMMARY

In summary, we have measured the elliptic flow, v2, of
single electrons from heavy-flavor decay. This single-electron
v2 is produced by subtracting the v2 of electron sources
such as photon conversion from the v2 of inclusive electrons
measured with the PHENIX detector in Au+Au collisions at√

sNN = 200 GeV with respect to the reaction plane defined
at high rapidities (|η| = 3–4). The measured heavy-flavor
electron v2 is nonzero with a 90% confidence level. Two model
calculations from [10] assume extremely different scenarios:
either no reinteraction of the initially produced charm quarks
or complete thermalization with the bulk matter. Both of these
calculations are consistent within errors with the measured
heavy-flavor electron v2.

High-luminosity Au+Au collisions at
√

sNN = 200 GeV
have been recorded by the PHENIX experiment during Run4

 (GeV/c)Tp
0.5 1.5 2.5 3.5 40 1 2 3

2v

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

=200GeVNNsAu+Au@
min.bias (0-92%)

-,e+heavy flavor e

charm flow
     + recombination
no charm flow
     + recombination

FIG. 9. (Color online) Comparison of the heavy-flavor electron
v2 with two different charm flow scenarios from [10]. The solid
line corresponds to no rescattering of the initially produced charm
quarks (without flow); the dashed line reflects the effect of complete
thermalization (with flow).
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(2003–2004). The much higher statistical precision of these
data should allow an unambiguous result on the important
issue of charm flow.
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A measurement of direct photons in p� p collisions at
���
s
p
� 200 GeV is presented. A photon excess

above background from �0 ! �� �, �! �� � and other decays is observed in the transverse
momentum range 5:5< pT < 7 GeV=c. The result is compared to a next-to-leading-order perturbative
QCD calculation. Within errors, good agreement is found between the QCD calculation and the measured
result.
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Measurements of particle production at large transverse
momenta (pT) in hadronic interactions provide the possi-
bility to test perturbative quantum chromodynamics
(pQCD). Neutral-pion production in p� p collisions at���
s
p
� 200 GeV in the range 2< pT < 13 GeV=c mea-

sured by the PHENIX experiment at the Relativistic
Heavy Ion Collider (RHIC) can be well described by
next-to-leading-order (NLO) pQCD [1]. This comparison,
however, relies on the choice of the parton-to-pion frag-
mentation function. Measurement of direct-photon produc-
tion provides a more direct test of pQCD. Quark-antiquark
annihilation (q �q! �g) and quark-gluon Compton scatter-
ing (qg! q�) contribute to direct-photon production at
leading order [2]. Because of the latter process, which
dominates the production, the measurement of direct pho-
tons can be used to obtain information on the parton
distribution function of the gluon inside the proton.

Previous direct-photon measurements in p� p colli-
sions were made up to energies of

���
s
p
� 63 GeV (see

e.g. [3–5]). For p� �p collisions direct-photon data are
available at considerably higher energies,

���
s
p
� 546,

630 GeV [6–8] up to
���
s
p
� 1800 GeV [9,10]. At these

energies NLO pQCD calculations describe the direct-
photon data within about 20%, although systematic differ-
ences in the spectral shapes were observed [11]. At ener-
gies below

���
s
p
� 63 GeV the agreement between NLO

pQCD and data is generally worse. With phenomenologi-
cal approaches based on soft-gluon radiation of the incom-
ing parton, which leads to an additional transverse
momentum kT , a better description of the data can be
obtained [12]. The RHIC at the Brookhaven National
Laboratory provides p� p collisions at energies between
the existing data sets, allowing better constraints on the
processes affecting incoming partons. A further incentive
to study direct-photon production in p� p at

���
s
p
�

200 GeV comes from the measurement of direct photons
in collisions of gold nuclei at the same center-of-mass
energy per nucleon-nucleon pair [13,14]. In central Au�
Au collisions high-pT neutral-pion production is sup-
pressed [15] which is due to energy loss of the scattered
quarks and gluons in the hot and dense fireball created in
these collisions (jet quenching) [16]. As direct photons are
not subject to the strong interaction they should not be
suppressed in the jet-quenching model. In this context, the
p� p direct-photon results serve as a baseline against
which possible nuclear effects can be identified.

The data presented in this report were collected during
the 2001–2002 run period (Run 2) of RHIC. The neutral-
pion cross sections obtained from this data set were pub-
lished in [1]. The unpolarized neutral-pion spectrum and
the unpolarized direct-photon spectrum presented here
were obtained by averaging over proton bunches with
varying vertical polarization delivered by RHIC.

Direct photons and background photons from decays
�0 ! �� � and �! �� � were measured with the
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electromagnetic calorimeter (EMCal) of the PHENIX ex-
periment [17]. The background from charged particles was
subtracted with the aid of a layer of multiwire proportional
chambers with pad readout (PC3) which was located di-
rectly in front of the EMCal. The minimum-bias trigger
was provided by two beam-beam counters (BBC) which
were also used to determine the collision vertex. In addi-
tion to the minimum-bias trigger conditions, a high-pT

photon trigger was used, derived from the analog energy
signal measured with the EMCal.

The two BBC’s were located symmetrically around the
nominal interaction point at �1:44 m along the beam line.
The BBC’s subtended the pseudorapidity range��3:1–3:9�
with full azimuthal coverage. The collision vertex was
determined by measuring the difference of particle arrival
times in the two BBC’s. This analysis was restricted to
events with a vertex in the range�30 cm. The BBC’s were
calibrated as a luminosity detector with absolute luminos-
ity measurements based on the van der Meer scan tech-
nique [18]. With these scans the cross section for firing the
BBC minimum-bias trigger was determined to be 21:8�
2:1 mb [1]. Thus, roughly 50% of the inelastic p� p
events satisfy the minimum-bias trigger condition if an
inelastic p� p cross section of 42 mb at

���
s
p
� 200 GeV

is assumed. This trigger efficiency is determined by the
geometrical acceptance of the BBC’s.

The PHENIX EMCal comprises two arms each with
4 sectors [19]. The EMCal consists of two different sub-
detectors, a lead-scintillator calorimeter (PbSc, 6 sectors)
and a lead-glass calorimeter (PbGl, 2 sectors). Each sector
covers a pseudorapidity range of j�j< 0:35 and an azimu-
thal range of �� 	 22:5
. Each PbSc (PbGl) sector is
highly segmented and consists of 72� 36 (96� 48) indi-
vidual detector modules, called towers, with a lateral size
of 5:5� 5:5 cm2 (4� 4 cm2). With a radial distance of the
sectors to the beam line of roughly 5 m this corresponds to
a segmentation of ����� 	 0:01� 0:01 such that the
two decay photons of a �0 are well separated up to neutral-
pion momenta of pT 	 20 GeV=c. The different detection
mechanisms of the two subdetectors (measurement of
scintillation light in PbSc and detection of Cherenkov
photons in PbGl) result in a different response to hadrons.
Thus, the PbSc and PbGl provide photon measurements
with different systematic uncertainties. The energy cali-
bration of the detector was obtained from the position of
the �0 invariant-mass peaks. A �4% (� 5%) shift of the
�0 peak position due to energy smearing in conjunction
with the influence of the steeply falling �0 pT spectrum
was taken into account in the PbSc (PbGl) calibration. The
calibration was corroborated by correlating the EMCal
energy with the momentum of electrons measured with
the PHENIX tracking detectors and, in case of the PbSc, by
measuring the energy deposited by minimum-ionizing par-
ticles. From these studies the systematic uncertainty of the
energy measurement was estimated to be less than 1.5%. In
-3
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a direct-photon analysis it is essential to exclude bad
detector modules (‘‘hot towers’’) which might give rise
to spurious direct-photon signals. A detailed quality as-
sessment was carried out to identify such towers.

The EMCal high-pT trigger (called 2� 2) was based on
the analog energy signal measured in 2� 2 groups of
adjacent EMCal towers (called trigger tiles). The average
threshold of the trigger corresponded to an energy signal of
0.75 GeV. The probability as a function of the photon pT to
fire the trigger was determined by Monte Carlo simulations
which included the variation of the trigger tile thresholds,
the EMCal detector response, and the geometry of the
active trigger tiles. This trigger efficiency was confirmed
with minimum-bias data. The photon trigger efficiencies
for PbSc and PbGl reached a plateau above pT �
1:5–2 GeV=c at the limit of about 0.78 expected from the
number of active towers and 2� 2 trigger tiles. The
high-pT-trigger photon sample was used above pT �
3 GeV=c in the final spectrum.

Another EMCal trigger which did not require a coinci-
dence with the minimum-bias trigger was used to account
for the bias on the particle measurement due to the
minimum-bias event selection. To this end the fraction of
�0’s measured with this EMCal trigger for events which in
addition satisfied the minimum-bias trigger condition was
determined to be f � 0:75� 0:02. The unbiased photon
and neutral pions cross sections were then determined by
dividing the total number of measured photons and neutral
pions by this number.

The minimum-bias data sample in this analysis con-
sisted of 16:7� 106 events, corresponding to an integrated
luminosity of 0:77 nb1. About 1 in 47 minimum-bias
events also satisfied the 2� 2 high-pT trigger condition.
The 18:7� 106 analyzed 2� 2 events thus corresponded
to an integrated luminosity of 40:3 nb1.

The first step in the direct-photon analysis was to define
a sample of direct-photon-candidate hits. An EMCal hit
was rejected as a direct-photon candidate if it formed an
invariant mass in the �0 or � range with other hits in the
same or adjacent sectors. The invariant-mass window was
110<m�� < 170 MeV=c2 for the �0 and 500<m�� <
620 MeV=c2 for the �, corresponding roughly to a �2�
window around the observed �0 and � peaks. To keep the
rate of accidental rejections of genuine direct photons low
it was required that the partner hits had a transverse mo-
mentum of pT > 0:4 GeV=c. This cut effectively corre-
sponded to a pT-dependent upper limit on the energy
asymmetry � � jE�1  E�2j=�E�1 � E�2� in the rejection
procedure. In spite of this requirement, a small fraction of
genuine direct photons is rejected. This was studied by
inserting artificially generated direct-photon hits into real
events. In order to keep the hit multiplicity constant, a
randomly selected real hit was removed from an event in
this procedure. It was found that the loss of genuine direct
photons was less than 2% for pT > 3 GeV=c. The final
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direct-photon spectrum was corrected for this effect. In
order to increase the chances of finding the partner photon
for a �0 or � decay photon, direct-photon candidates were
required to lie within a restricted fiducial area which was
defined by a minimum distance of 16 (20) towers to the
edge of the detector for the PbSc (PbGl). For example, for
�0’s with pT � 4 GeV=c and the requirement that one
decay photon has a pT > 0:4 GeV=c the average distance
of the decay photons in tower units is�8 (� 11) for PbSc
(PbGl). With the chosen fiducial area basically all decay
photons from neutral pions with pT * 4 GeV=c could be
tagged, if all towers were active. Monte Carlo studies
showed that the rejection of direct-photon candidates based
on the �0 and � tagging lead to a reduction of background
photons from hadron decays in the fiducial area of about a
factor of 2 for pT > 5 GeV=c. Some direct-photon analy-
ses only measure isolated direct photons for which the total
transverse energy or the number of charged tracks in a cone
centered around the direct photon is required to lie below a
threshold. No such cut was used in this analysis.

In order to reduce the background from hadronic hits in
the EMCal, cuts were applied on the lateral shower shape
and on the time of flight of the hits. The remaining con-
tamination of charged particles was subtracted on a statis-
tical basis by employing the PC3 as a charged-particle veto
detector. The intrinsic efficiency of the PC3 for detecting a
charged particle was higher than 99% and the active PC3
area in the EMCal acceptance was roughly 90%. PC3 hits
were projected onto the EMCal surface using a straight line
given by the PC3 hit and the event vertex. An EMCal hit
within a certain veto radius was counted as a charged hit.
The chosen veto radius decreased with increasing pT and
for pT > 0:8 GeV=c a constant value of 15 cm was used.
The fraction of charged hits was corrected for random
associations with the help of a mixed-event technique.
The charged-particle background in the direct-photon-
candidate sample was �15% around pT � 5 GeV=c for
both PbSc and PbGl. A large fraction of these background
hits, however, comes from photon conversion in the field-
free region between the vertex and PC3. The photon loss
due to conversion was calculated based on the material
budget up to PC3. The photon conversion probability was
4.1% for the 2 PbSc sectors in the East Arm of the central
spectrometer, 5.3% for the 4 sectors in the West Arm, and
7.4% for the PbGl. These conversion losses were taken into
account in the final photon cross section. The correction for
the contamination of the raw spectrum of neutral EMCal
hits with neutrons and antineutrons was determined with a
detailed GEANT simulation [20]. In the case of the PbGl
calorimeter the simulation was based on the creation of
Cherenkov photons in order to achieve a realistic descrip-
tion of the detector response. The background from neutral
particles was found to decrease with pT and was already
less than 1% for pT > 2 GeV=c for both PbSc and PbGl.

The geometric acceptance and the efficiency of the
photon detection were calculated with a Monte Carlo
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TABLE I. Systematic uncertainties of the neutral-pion spec-
trum, the direct-photon-candidate spectrum, and the measured
and simulated �=�0 ratios at pT � 6:75 GeV=c.

�0 error source PbGl PbSc

Yield extraction 5% 5%
Yield correction 8% 6%
Energy scale 9% 8%
Total 13% 12%

�cand
direct error source PbGl PbSc

Non-� background correction 4% 4%
Yield correction 6% 5%
Energy scale 9% 9%
Total 12% 11%

Total error PbGl� PbSc combined
�cand
direct=�

0 9%
�bckg=�

0 4%
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simulation. The efficiency takes the distortion of the direct-
photon-candidate spectrum due to energy smearing into
account. Moreover, it corrects the small ( & 5%) loss of
photons due to the shower shape and time-of-flight cuts.
The final direct-photon spectrum was corrected for the
difference between the average direct-photon cross section
within a finite pT bin and the value of the cross section at
the bin center.

With the described corrections the unbiased differential
cross section �cand

direct � Ed3�=d3p for the direct-photon
candidates calculated from the minimum-bias data sample
reads

E
d3�

d3p
�

1

L̂
�

1

2�pT
�
Creco � Cconv � Closs

f
�
Ncand

direct�

�pT � �y
(1)

where Ncand
direct� is the total number of direct-photon candi-

dates in a pT bin �pT and rapidity bin �y; Creco is the
acceptance and efficiency correction for photons; Cconv is
the correction for photon conversions; Closs is the correc-
tion for the loss of genuine direct photons in the �0 and �
tagging; f � 0:75� 0:02 is the fraction of the unbiased
direct-photon yield which is measured under the
minimum-bias trigger condition; and L̂ is the integrated
luminosity for the analyzed data sample. The high-pT

triggered sample required an additional correction for the
efficiency of this trigger for photon detection.

The pT spectrum of the direct-photon candidates con-
tains direct photons as well as remaining background
photons from hadron decays. These background photons
mostly come from �0 and � decays for which one decay
photon misses the detector. At a representative bin of pT �
6:75 GeV=c about 93% of the background photons origi-
nate from �0 and � decays, the remaining background
photons come from decays of other hadrons like ! and
�0. The background was calculated with the same Monte
Carlo code that was used for the acceptance and efficiency
calculation. The Monte Carlo code took a parametrization
of the measured �0 spectrum as input. The �0 and �
tagging was done with the same reconstruction cuts as in
the analysis of real events. The spectra of � mesons and
other hadrons with photon decay branches were assumed to
have the same shape as the �0 spectrum as a function of

mT �
������������������
p2
T �m

2
0

q
(mT scaling [21,22]). The �=�0 invariant

cross section ratio as a function of mT was taken as 0:48�
0:1 which was confirmed by the measured � spectrum.

The dominant systematic uncertainty of the neutral-pion
spectrum and the direct-photon-candidate spectrum came
from the uncertainty of the energy scale and the uncertainty
of the yield correction. At pT � 6:75 GeV=c, the 1.5%
uncertainty of the energy scale resulted in a 9% uncertainty
in the photon yield. The yield correction included the
correction for energy and position smearing of the detector,
for photon losses due to particle-identification cuts, for
photon conversions, and for the detector acceptance. For
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the neutral pions an additional 5% uncertainty came from
the extraction of the �0-peak content. In the case of the
photon measurement the uncertainty due to the subtraction
of charged and neutral backgrounds was taken into ac-
count. In the ratio �cand

direct=�
0 of the direct-photon-candidate

spectrum and the neutral-pion spectrum systematic uncer-
tainties partially cancel. Monte Carlo studies showed that
the uncertainty of this ratio at pT � 6:75 GeV=c due to a
possible nonlinearity of the energy scale was �2%.

For the determination of the direct-photon spectrum the
expected background photons from hadronic decays need
to be subtracted from the spectrum of direct-photon can-
didates. To this end the ratio R� � ��cand

direct=�
0�=��bckg=�0�

of the measured direct-photon candidates to the calculated
background was determined. The direct-photon spectrum
was then calculated as

�direct � �1 R1� � � �cand
direct: (2)

The relative systematic uncertainty of the direct-photon
cross section was calculated as the quadratic sum of the
relative uncertainties of the two factors in Eq. (2). The
factor 1 R1� contains the (statistical and systematic)
significance of the direct-photon signal. When multiplying
with �cand

direct, only the systematic uncertainties that cancelled
in the ratio R� are added (e.g. the energy scale error). The
overall normalization uncertainty from the luminosity de-
termination was 9.6%. The estimated systematic uncertain-
ties for the measured neutral-pion spectrum and the
measured direct-photon-candidate spectrum are shown in
Table I for a representative bin (pT � 6:75 GeV=c) of the
spectrum. The systematic uncertainty of the direct-photon
measurement was corroborated by comparing results ob-
tained for the different photon-identification criteria.
Moreover, the individual PbGl and PbSc results were found
to agree within systematic errors.
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FIG. 2 (color online). Measured cross section and NLO pQCD
calculations for direct-photon production in p� p collisions at���
s
p
� 200 GeV. The normalization error of 9.6% is not shown.

The two data points plotted with an arrow indicate the beginning
of the low- and high-pT ranges where the direct-photon signal is
consistent with zero. The upper edges of the arrows indicate an
upper limit (90% confidence level) for the direct-photon cross
section calculated from the statistical and systematic uncertainty.
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FIG. 1 (color online). Ratio of direct-photon candidates to the
�0 spectrum. The histogram represents the expected background
signal from the Monte Carlo calculation. The error bars represent
the statistical error and the boxes the systematic error.
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To make the best use of the available Run-2 statistics the
photon and�0 spectra from PbSc and PbGl were combined
for the final result. The ratio of the acceptance- and
efficiency-corrected direct-photon candidate pT spectrum
to the measured �0 spectrum is depicted in Fig. 1. In
addition, the Monte Carlo calculation for the ratio of the
expected background photons to the �0 spectrum is shown.
At high pT the statistical significance of the direct-photon-
candidate spectrum is weak. However, around pT 	
6–7 GeV=c there is clear evidence of a photon signal
above the background.

The extracted invariant direct-photon spectrum is shown
in Fig. 2 and the numerical values are given in Table II. The
experimental result was compared to NLO pQCD calcu-
lations [23–28] which used the CTEQ6 parton distribution
functions [29] and the Glück-Reya-Vogt parton-to-photon
fragmentation function [30]. There are in general two
mechanisms for the production of direct photons: the direct
contribution from elementary scattering processes of
quarks and gluons, described in the introduction, and the
contribution from photons which are produced in the frag-
mentation of quark or gluon jets. The latter is a long-
TABLE II. Invariant differential cross section for direct-
photon production in p� p collisions at

���
s
p
� 200 GeV.

Asymmetric uncertainties (�low, �high) are given for the cross
section. The absolute normalization error of 9.6% is not in-
cluded.

Stat. error Sys. error
pT (GeV=c) Ed3�=d3p (mbGeV2c3) �low �high �low �high

5.75 5:61� 107 50% 42% 53% 54%
6.25 2:68� 107 75% 56% 55% 56%
6.75 2:37� 107 59% 42% 37% 38%

071102
distance process which is not perturbatively calculable. It
is described by a parton-to-photon fragmentation function
which is determined experimentally. Since no isolation cut
was used in the data analysis the pQCD calculation in
Fig. 2 includes contributions from the direct production
mechanism and the fragmentation mechanism. The sepa-
ration of short-distance and long-distance processes in the
pQCD calculation introduces unphysical renormalization,
factorization, and fragmentation scales. Identical values
for all three scales were used in the pQCD calculation. In
Fig. 2, results are shown for three choices of the scales
(� � pT, � � pT=2, and � � 2pT). The theoretical and
experimental results agree within the large uncertainties of
the data points.

Prior to the Run-2 p� p beam time PHENIX took data
from Au� Au collisions at

��������
sNN
p

� 200 GeV. A clear
direct-photon signal was observed in midcentral and cen-
tral Au� Au reactions [13]. The strong suppression of
�0’s and �’s in Au� Au significantly reduced the number
of background photons and eased the extraction of the
direct-photon signal. The p� p NLO pQCD was used as
a baseline reference for the interpretation of the Au� Au
result. In contrast to neutral pions no sign of a suppression
of direct photons in Au� Au collisions was found. The
direct-photon measurement presented in this paper sup-
ports the use of the NLO pQCD calculation as a reference
for the results measured in Au� Au.

In summary, a small but significant direct-photon signal
has been observed at midrapidity in p� p collisions at���
s
p
� 200 GeV. The measured direct-photon cross section

is in agreement with pQCD calculation, albeit within large
errors.
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M. Grosse Perdekamp,18,41 H.-Å. Gustafsson,30 T. Hachiya,16 J. S. Haggerty,5 H. Hamagaki,8 A. G. Hansen,28

E. P. Hartouni,27 M. Harvey,5 K. Hasuko,40 R. Hayano,8 X. He,15 M. Heffner,27 T. K. Hemmick,45 J. M. Heuser,40

P. Hidas,22 H. Hiejima,18 J. C. Hill,19 R. Hobbs,34 W. Holzmann,44 K. Homma,16 B. Hong,23 A. Hoover,35

T. Horaguchi,40,41,48 T. Ichihara,40,41 V. V. Ikonnikov,24 K. Imai,25,40 M. Inaba,49 M. Inuzuka,8 D. Isenhower,1

L. Isenhower,1 M. Ishihara,40 M. Issah,44 A. Isupov,20 B. V. Jacak,45 J. Jia,45 O. Jinnouchi,40,41 B. M. Johnson,5

S. C. Johnson,27 K. S. Joo,32 D. Jouan,37 F. Kajihara,8 S. Kametani,8,51 N. Kamihara,40,48 M. Kaneta,41 J. H. Kang,53

K. Katou,51 T. Kawabata,8 A. Kazantsev,24 S. Kelly,9,10 B. Khachaturov,52 A. Khanzadeev,39 J. Kikuchi,51 D. J. Kim,53

E. Kim,43 G.-B. Kim,26 H. J. Kim,53 E. Kinney,9 A. Kiss,13 E. Kistenev,5 A. Kiyomichi,40 C. Klein-Boesing,31

H. Kobayashi,41 L. Kochenda,39 V. Kochetkov,17 R. Kohara,16 B. Komkov,39 M. Konno,49 D. Kotchetkov,6 A. Kozlov,52

P. J. Kroon,5 C. H. Kuberg,1 G. J. Kunde,28 K. Kurita,40 M. J. Kweon,23 Y. Kwon,53 G. S. Kyle,35 R. Lacey,44 J. G. Lajoie,19

Y. Le Bornec,37 A. Lebedev,19,24 S. Leckey,45 D. M. Lee,28 M. J. Leitch,28 M. A. L. Leite,42 X. H. Li,6 H. Lim,43

A. Litvinenko,20 M. X. Liu,28 C. F. Maguire,50 Y. I. Makdisi,5 A. Malakhov,20 V. I. Manko,24 Y. Mao,38,40 G. Martinez,46

H. Masui,49 F. Matathias,45 T. Matsumoto,8,51 M. C. McCain,1 P. L. McGaughey,28 Y. Miake,49 T. E. Miller,50 A. Milov,45

S. Mioduszewski,5 G. C. Mishra,15 J. T. Mitchell,5 A. K. Mohanty,4 D. P. Morrison,5 J. M. Moss,28 D. Mukhopadhyay,52

M. Muniruzzaman,6 S. Nagamiya,21 J. L. Nagle,9,10 T. Nakamura,16 J. Newby,47 A. S. Nyanin,24 J. Nystrand,30

E. O’Brien,5 C. A. Ogilvie,19 H. Ohnishi,40 I. D. Ojha,3,50 H. Okada,25,40 K. Okada,40,41 A. Oskarsson,30 I. Otterlund,30

K. Oyama,8 K. Ozawa,8 D. Pal,52 A. P. T. Palounek,28 V. Pantuev,45 V. Papavassiliou,35 J. Park,43 W. J. Park,23 S. F. Pate,35

H. Pei,19 V. Penev,20 J.-C. Peng,18 H. Pereira,11 V. Peresedov,20 A. Pierson,34 C. Pinkenburg,5 R. P. Pisani,5

M. L. Purschke,5 A. K. Purwar,45 J. M. Qualls,1 J. Rak,19 I. Ravinovich,52 K. F. Read,36,47 M. Reuter,45 K. Reygers,31

V. Riabov,39 Y. Riabov,39 G. Roche,29 A. Romana,26 M. Rosati,19 S. S. E. Rosendahl,30 P. Rosnet,29 V. L. Rykov,40

S. S. Ryu,53 N. Saito,25,40,41 T. Sakaguchi,8,51 S. Sakai,49 V. Samsonov,39 L. Sanfratello,34 R. Santo,31 H. D. Sato,25,40

S. Sato,5,49 S. Sawada,21 Y. Schutz,46 V. Semenov,17 R. Seto,6 T. K. Shea,5 I. Shein,17 T.-A. Shibata,40,48 K. Shigaki,16

M. Shimomura,49 A. Sickles,45 C. L. Silva,42 D. Silvermyr,28 K. S. Sim,23 A. Soldatov,17 R. A. Soltz,27 W. E. Sondheim,28

S. P. Sorensen,47 I. V. Sourikova,5 F. Staley,11 P. W. Stankus,36 E. Stenlund,30 M. Stepanov,35 A. Ster,22 S. P. Stoll,5

T. Sugitate,16 J. P. Sullivan,28 S. Takagi,49 E. M. Takagui,42 A. Taketani,40,41 K. H. Tanaka,21 Y. Tanaka,33 K. Tanida,40

M. J. Tannenbaum,5 A. Taranenko,44 P. Tarján,12 T. L. Thomas,34 M. Togawa,25,40 J. Tojo,40 H. Torii,25,41 R. S. Towell,1
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(PHENIX Collaboration)

1Abilene Christian University, Abilene, Texas 79699, USA
2Institute of Physics, Academia Sinica, Taipei 11529, Taiwan

3Department of Physics, Banaras Hindu University, Varanasi 221005, India
0031-9007=05=94(8)=082302(6)$23.00 082302-1  2005 The American Physical Society



PRL 94, 082302 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
4 MARCH 2005
4Bhabha Atomic Research Centre, Bombay 400 085, India
5Brookhaven National Laboratory, Upton, New York 11973-5000, USA
6University of California–Riverside, Riverside, California 92521, USA

7China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China
8Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan

9University of Colorado, Boulder, Colorado 80309, USA
10Columbia University, New York, New York 10027, USA and Nevis Laboratories, Irvington, New York 10533, USA

11Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France
12Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
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We report on charged hadron production in deuteron-gold reactions at
��������
sNN
p

� 200 GeV. Our
measurements in the deuteron direction cover 1:4<�< 2:2, referred to as forward rapidity, and in the
gold direction �2:0<�<�1:4, referred to as backward rapidity, and a transverse momentum range
pT � 0:5–4:0 GeV=c. We compare the relative yields for different deuteron-gold collision centrality
classes. We observe a suppression relative to binary collision scaling at forward rapidity, sensitive to low
momentum fraction (x) partons in the gold nucleus, and an enhancement at backward rapidity, sensitive to
high momentum fraction partons in the gold nucleus.
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Deep inelastic scattering of leptons on the proton re-
vealed the proton’s substructure of pointlike parton con-
stituents [1]. This substructure, usually described quan-
titatively as parton distribution functions, evolves as one
probes the proton at shorter wavelength or equivalently
higher momentum transfer, Q2. Using the measured quark
and antiquark distribution functions and the DGLAP [2]
and BFKL [3] evolution equations, a strong increase in the
gluon density is expected at high Q2 and small x (fraction
of the proton momentum carried by the parton). Such an
increase is, indeed, observed at HERA [4], suggesting that
at sufficiently small x, gluons should overlap in space and
time. This overlap should result in gluon fusion, and thus
reduce the gluon density at low x and enhance it at larger x.
This gluon fusion limits the achievable gluon density,
leading to gluon saturation. This saturation is sometimes
described as the formation of a color glass condensate [5].
Gluon saturation is expected to be a larger effect in nuclei
where the partons from different nucleons overlap as well.
Suppression of low x partons in nuclei relative to nucleons
has been experimentally observed and is referred to as
nuclear shadowing [6]. However, this shadowing is often
described in terms of modification of the leading-twist
parton densities in nuclei [7].

In 2003 the Relativistic Heavy Ion Collider (RHIC)
collided deuteron and gold nuclei at

��������
sNN
p

� 200 GeV.
At this energy, most hadrons with pT > 2:0 GeV=c arise
from parton-parton interactions and can be used as a probe
of nuclear partonic structure. Hadrons with pT >
2:0 GeV=c at forward rapidity 1:4<�< 2:2 are sensitive
to low x partons in the gold nucleus 0:001< x< 0:03.
Hadrons at backward rapidity �2:0<�<�1:4 are sen-
sitive to high x partons in the gold nucleus 0:04< x< 0:5.
It has been predicted that gluon saturation at small x will
suppress hadronic yields at forward rapidity [8] with the
transverse momentum scale for the onset of the gluon satu-
ration set by Q2

s�GeV2� � 0:13Ncolle�y [9] for d� Au col-
lisions at RHIC. Here ��0:3 is determined from HERA
data [10] and Ncoll is the number of nucleon-nucleon
inelastic collisions. Thus, for central collisions and within
our forward rapidity coverageQ2

s is expected to be of order
2–4 GeV2 and may have observable consequences. Novel
hadron production mechanisms, such as quark recombina-
tion [11], can also impact the distribution of particles in the
forward rapidity region.

Results on charged hadron yields at forward rapidity
from the BRAHMS experiment have shown a suppression
of the yield of hadrons in central, compared to peripheral,
d� Au collisions [12]. At midrapidity, PHENIX has re-
ported a modest enhancement of the yield of hadrons with
pT > 1:5 GeV=c [13]. This enhancement, generally re-
ferred to as the ‘‘Cronin effect’’ is often ascribed to initial
state scattering of the parton traversing the nucleus prior to
the high Q2 scattering [14]. At backward rapidities (large
x), antishadowing and other effects of the surrounding
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nuclear medium (e.g., the EMC effect) [15] may compete,
making predictions challenging.

It is important to note that in the transverse momentum
range of this measurement, 0:5< pT < 4:0 GeV=c, had-
ron production is also sensitive to soft physics phenomena
which are determined by coherent hadron-hadron interac-
tions. In p� A reactions at lower energies soft hadron
production shifts from forward to backward rapidity, with
a larger shift for larger nuclear targets. Thus, at low pT one
may observe an increase (decrease) in hadron yields at
backward (forward) rapidity which is not necessarily a
reflection of changes at the partonic structure level.

In this Letter, we present results from the PHENIX
experiment [16] on the ratio of hadron yields at forward
and backward pseudorapidity for different centrality
classes of d� Au collisions. PHENIX has two spectrom-
eters designed for measuring muon production over the
pseudorapidity range �2:2<�<�1:2 (backward spec-
trometer) and 1:2<�< 2:4 (forward spectrometer) [16].
The spectrometers start with a thick hadron absorber com-
posed of 19 cm of brass and 60 cm of low-carbon steel
between the collision point and active detectors along the
beam axis, primarily to reduce hadronic background for
muon measurements [17]. After this material, the Muon
Tracker (MuTr) detector, consisting of three stations of
cathode strip chambers, tracks charged particles in a mag-
netic field. The momentum resolution is 5% (for typical
momenta in this analysis) and the absolute scale is known
to better than 1%. Following the muon magnet backplate
[30 (20) cm of steel in the forward (backward) spectrome-
ter] there is a Muon Identifier (MuID) detector. The MuID
consists of five layers of planar drift tubes interleaved with
layers of steel for further hadron absorption (10 cm thick in
the first two layers and 20 cm thick for the remaining
layers). The layers are numbered 0–4, with 4 being the
most downstream. The MuID is used to separate muons
from hadrons and provide triggering capabilities.

Although these spectrometers were designed to detect
muons, they can also be used to measure charged hadrons
via two independent methods. The first method is via the
identification of hadrons which penetrate part way through
the MuID, referred to as ‘‘punch-through hadrons.’’ The
second method is via muons from light mesons�;K which
decay before interacting in the absorber material. By mea-
suring these decay muons, we can reconstruct the yield of
their parent light mesons. In both of these methods the
absolute yield of hadrons is difficult to determine due to
uncertainties in the punch-through and decay probabilities.
However, this small probability is independent of d� Au
collision centrality, and thus not knowing the absolute
yields does not affect the precision of measured ratios of
hadron yields between the different classes of events.

The punch-through hadron identification is achieved by
studying particles that stop somewhere within the MuID
before the last layer. For muons penetrating up to layers 2
2-3
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and 3 we expect the average momenta measured in the
MuTr of p � 1:0 and 1:2 GeV=c, respectively, corre-
sponding to the average ionization energy loss in traversing
the spectrometer material. The reconstructed momentum
distributions for particles stopping in layers 2 and 3 of the
MuID are shown in Fig. 1. In addition to the expected
muon peaks, there is a broad distribution extending to
higher momentum which is the result of punch-through
hadrons. These hadrons also suffer ionization energy loss
up to the relevant layer, then suffer an inelastic collision in
the MuID steel, and do not penetrate further. We thus select
a clean sample of hadrons by demanding that a track stop in
MuID layer 2 or 3 and have momentum more than 3� away
from the muon peaks. Muon contamination in our sample
is estimated from simulations to be less than 5%.

Another source of background for the punch-through
hadrons is secondary particles produced from hadronic
showering in the absorber. This background is reduced
by requiring that the track point back to the primary
collision vertex, as determined from the beam-beam
counter (BBC). The background from secondary particles
varies as a function of pT and is typically �1%–5% of the
signal based on simulations. We also apply acceptance cuts
�2:0<�<�1:4 and 1:4<�< 2:2 in order to reduce
the background at small angles.

Some hadrons will decay into muons before the ab-
sorber, and the decay muons are then measured by the
muon spectrometers. Muons can result from many sources
including decays of �, K, D mesons, and J= . These
particles have a finite decay probability Pdecay before
they reach the absorber

Pdecay�p; L	 � 1� e�Lm=�p; (1)

where L� 41 cm is the distance from the collision vertex
to the absorber; p, m, and � are the momentum, mass, and
proper lifetime of the parent particle.

Thus, collisions that occur far from the absorber are
more likely to produce muons from light meson decays
than those that occur close to the absorber. Charm hadrons,
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FIG. 1 (color online). Left: The total momentum ptot measured
in the MuTr without energy loss correction of all charged tracks
penetrating to MuID layers 2 (gray) and 3 (black). Right: Colli-
sion vertex distribution for events with muons at forward rapid-
ity, corrected for the minimum bias collision vertex distribution.
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however, due to their very short proper decay lengths,
e�Lm=�p 
 1, will have minimal collision vertex depen-
dence. The right panel of Fig. 1 shows the collision vertex
distribution from events in which muons are detected at
forward rapidity, corrected for the minimum bias collision
vertex distribution. The large vertex dependence indicates
a significant fraction of the muons are from pion and kaon
decay. Using this distribution, we can separate the muons
from pion and kaon decay from other contributions. The
acceptance and efficiency vary by less than 5% over the z
vertex range, which establishes an upper bound on the
systematic error attributable to the subtraction of these
nonsignal contributions. It should be noted that the mea-
sured muon pT is approximately 15% lower on average
than the parent hadron pT , which is not corrected for in this
analysis.

The data set for this analysis was collected under two
different trigger conditions. We recorded 67� 106 mini-
mum bias triggers which required at least one hit in both
the PHENIX forward 3:0<�< 3:9 and backward�3:9<
�<�3:0 BBC and a reconstructed vertex position within
jzj< 30 cm along the beam axis. The minimum bias trig-
ger accepts 88% 4% of all inelastic d� Au collisions
[13]. The second data set, sampling 5:3� 109 minimum
bias events, was collected with the MuID trigger which
requires at least one track penetrating the first four layers of
the MuID.

We divide these events into four centrality classes based
on the number of particle hits in the backward BBC coun-
ter covering �3:9<�<�3:0. Using a Glauber model
[13] and simulation of the BBC, we determine the average
number of binary collisions in each centrality class. The
classes are categorized as follows: 60%–88% (hNcolli �
3:1 0:3), 40%–60% (hNcolli � 7:0 0:6), 20%–40%
(hNcolli�10:60:7), and 0%–20% (hNcolli�15:41:0).

There is a correlation between having a particular phys-
ics process (for example, the production of a high pT
hadron) and the BBC response. The BBC coverage in
pseudorapidity is well separated from the muon spectrome-
ters so the correlation is not predominantly due to jet
fragmentation, but rather an underlying event correlation.
We have studied this effect in detail using proton-proton
and d� Au data, as well as in simulations, and have
accounted for this correlation bias. The bias correction
factors we apply range from 0%–7% depending on the
centrality category and the physics process. The systematic
errors on these corrections are less than 4%.

The nuclear modification factor Rcp is defined as the
ratio of the particle yield in central collisions to the particle
yield in peripheral collisions, each normalized by the
average number of nucleon-nucleon binary collisions
(hNcolli):

Rcp �
h� dN
d�dpT

	centrali=hNcentral
coll i

h� dN
d�dpT

	peripherali=hNperipheral
coll i

: (2)
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centrality classes.
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The hadron Rcp, using the most peripheral centrality class
(60%–88%) for normalization, is shown in Fig. 2 as a
function of pT at forward and backward rapidities. The
results from the punch-through hadron and hadron decay
muon techniques are both shown and are in quite good
agreement. We also show the results integrated over 1:5<
pT < 4:0 GeV=c as a function of pseudorapidity in Fig. 3.

There are two types of systematic uncertainties in our
analysis. Common systematic errors which move all data
points up and down together include the error on

Ncentral
coll

Nperipheral
coll

(10.8% for the most central bin), the centrality bias cor-
rection factors (4%), and the centrality-dependent tracking
efficiency (4%) determined by embedding Monte Carlo
particles in real data. Common systematic errors are shown
as a black bar. Point-to-point systematic errors result from
sensitivities to analysis cuts and are 5%–10%. They are
added in quadrature with the statistical errors and shown as
error bars.

It is notable that our two measurement methods have
different sensitivity to different hadrons. The particle com-
position (�=K=p ratio) of the observed sample is modified
relative to the particle composition at the collision vertex
due to species-dependent nuclear interaction cross sections
affecting the punch-through hadrons and due to species-
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FIG. 3 (color online). Rcp as a function of � for 1:5< pT <
4:0 GeV=c for different centrality classes.
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dependent decay lifetimes affecting the hadron decay
muons. Both effects enhance the kaon contribution to our
Rcp measurements. The uncertainty on our charged hadron
Rcp values introduced by this effect is estimated to be less
than 4% by calculating the difference between the kaon
Rcp and inclusive charged particle Rcp determined by
PHENIX at midrapidity [18].

We observe that Rcp shows a suppression at forward
rapidity that is largest for the most central events. The
opposite trend is observed at backward rapidity where
Rcp shows an enhancement that is also largest for the
most central events. We observe a weak pT dependence
with slightly smaller Rcp values at lower pT . We observe a
clear pseudorapidity dependence at forward rapidity with
Rcp dropping further at larger � values. Within our current
uncertainties we are unable to discern any pseudorapidity
dependence at backward rapidity.

In Fig. 4 we compare results from the BRAHMS experi-
ment [12] with our results at forward rapidity. The
PHENIX data and the BRAHMS data are in agreement
within systematic uncertainties.

The suppression of hadron yields relative to binary
collision scaling at forward rapidity is expected from initial
state nuclear effects. However, detailed comparisons with
various theoretical approaches is necessary in order to
discriminate between different models. In particular, the
lack of a strong pT dependence at both forward and back-
ward rapidities must be understood as the physics pro-
cesses transition from ‘‘soft’’ to ‘‘hard’’ physics scales.

To summarize, we observe a suppression in hadron
yields relative to binary collision scaling at forward ra-
pidities and an enhancement at backward rapidity for
central relative to peripheral d� Au reactions at

��������
sNN
p

�

200 GeV. The forward rapidity suppression is in qualita-
tive agreement with the expectation of shadowing and
saturation effects in the small x region in the gold nucleus.
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FIG. 4 (color online). PHENIX Rcp as a function of pT at
forward rapidities shown as the average of the two methods.
Note that the BRAHMS results are for negative hadrons at � �
2:2 and 3.2, and their centrality ranges (0%–20%=60%–80% and
30%–50%=60%–80%) are somewhat different from ours.
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However, other physics effects must also be considered in
understanding the full pT and � dependence. The source of
the backward rapidity enhancement, and the possible con-
tribution of antishadowing of large x partons, has yet to be
understood.
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J. Velkovska,5,49,54 M. Velkovsky,49 R. Vertesi,12 V. Veszprémi,12 L. Villatte,51 A. A. Vinogradov,26 M. A. Volkov,26
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New measurements are presented for charged hadron azimuthal correlations at midrapidity in Au� Au
collisions at

��������
sNN
p

� 62:4 and 200 GeV. They are compared to earlier measurements obtained at
��������
sNN
p

�
130 GeV and in Pb� Pb collisions at

��������
sNN
p

� 17:2 GeV. Sizeable anisotropies are observed with
centrality and transverse momentum (pT) dependence characteristic of elliptic flow (v2). For a broad
range of centralities, the observed magnitudes and trends of the differential anisotropy, v2�pT�, change
very little over the collision energy range

��������
sNN
p

� 62–200 GeV, indicating saturation of the excitation
function for v2 at these energies. Such a saturation may be indicative of the dominance of a very soft
equation of state for

��������
sNN
p

� 60–200 GeV.

DOI: 10.1103/PhysRevLett.94.232302 PACS numbers: 25.75.Ld
Extremely high energy-density nuclear matter is pro-
duced in energetic Au� Au collisions at the relativistic
heavy ion collider (RHIC) [1,2]. The dynamical evolution
of this matter is predicted to reflect the presence and
evolution of the quark gluon plasma (QGP)—a new phase
of nuclear matter [3–5]. Azimuthal correlation measure-
ments are important in several ways. They serve as a
‘‘barometric sensor’’ for pressure gradients developed in
the collision and hence yield insight into crucial issues of
thermalization and the equation of state (EOS) [6–8]. They
provide important constraints for the density of the me-
dium and the effective energy loss of partons which tra-
verse it [9]. They can provide valuable information on the
gluon saturation scale in the nucleus [10].

Recent measurements at RHIC (
��������
sNN
p

� 130 and
200 GeV) indicate a mixture of (di-)jet and harmonic
contributions to azimuthal correlations in Au� Au colli-
sions [11–14]. The asymmetric (di-)jet contributions are
found to be relatively small but can be separated; they
show an increase with pT and indicate strong suppression
of away-side jet yields [13]. Significant modifications to
the away-side jet topology have also been reported [15].
These observations, which are particularly striking for very
central collisions, have been interpreted as evidence for
parton energy loss and jet quenching in the produced
medium [3]. The harmonic contributions show significant
strength at midrapidity with characteristic dependencies
on pT and centrality [11,16–18]. They are typically char-
acterized by the second order Fourier coefficient, v2 �

hei2�
1��RP�i, where 
1 represents the azimuthal emission
angle of a charged hadron and 
RP is the azimuth of the
reaction plane. The brackets denote statistical averaging
over particles and events. At low pT (pT & 2:0 GeV=c) the
magnitude and trends of v2 are under-predicted by had-
23230
ronic cascade models supplemented with string dynamics
[19], but are well reproduced by models which incorporate
hydrodynamic flow [5,7]. This has been interpreted as
evidence for the production of a thermalized state of par-
tonic matter [3–5]. At higher pT the predictions of quark
coalescence [20] are consistent with the data [18,21], and
quantitative agreement has been achieved with transport
model calculations which incorporate large opacities [22].

At Super Proton Synchrotron (SPS) energies (
��������
sNN
p

�

17 GeV) azimuthal correlation measurements also indicate
a mixture of (di-)jet and harmonic contributions [23,24].
However, the observed anisotropy of the harmonic contri-
bution is approximately 50% of the value observed at full
RHIC energy (

��������
sNN
p

� 200 GeV). Therefore, an important
outstanding issue is the detailed behavior of v2 over the
range which spans SPS-RHIC energies. In recent work, the
PHOBOS Collaboration has investigated the patterns for
pT-integrated v2 over a broad range of pseudorapidities
[25]. We present more revealing differential measure-
ments for Au� Au collisions at

��������
sNN
p

� 62:4–200 GeV
and the first excitation function for differential v2 which
spans beam energies from the Alternating Gradient
Synchrotron (AGS) to RHIC (

��������
sNN
p

� 3–200 GeV).
The colliding Au beams (

��������
sNN
p

� 62:4, 130, and
200 GeV) used in the measurements presented here have
been provided by RHIC in three separate experimental
running periods (years 2004, 2000, and 2001, respec-
tively). Charged tracks were detected in the two central
arms (j�j � 0:35) of PHENIX [26]. Track reconstruction
was accomplished at each collision energy via pattern
recognition using a drift chamber (DC) followed by two
layers of multiwire proportional chambers with pad read-
out (PC1 and PC3) located at radii of 2, 2.5, and 5 m,
respectively [26]. For each analysis, the collision vertex z
2-3
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along the beam direction was constrained to be within
jzj< 30 cm. A confirmation hit within a 2� matching
window was required in PC3 to eliminate most albedo,
conversions, and decays. Particle momenta were measured
with resolutions �p=p � 0:7% � 0:91%p, �p=p �
0:6% � 3:6%p, and �p=p � 0:7% � 1:0%p�GeV=c� at��������
sNN
p

� 62:4, 130, and 200 GeV, respectively.
Event centralities were obtained at

��������
sNN
p

� 62:4 GeV
via a series of cuts on the analog response of the PHENIX
beam counters (BBC). For

��������
sNN
p

� 130 and 200 GeV, cuts
in the space of BBC versus zero-degree calorimeter analog
response were employed; they reflect percentile cuts on the
total interaction cross section at each beam energy [27].
Estimates for the number of participant nucleonsNpart were
also made for each of these cuts following the Glauber-
based model detailed in Ref. [27]. Systematic uncertainties
associated with these determinations are estimated to be
less than �10% for central and midcentral collisions.

The differential v2 measurements reported in this Letter
have been obtained via three separate methods of analysis:

First, we used the reaction plane technique which corre-
lates the azimuthal angles of charged tracks detected in the
central arms with the azimuth of an estimated event plane
�2, determined via hits in the north and south BBC’s
located at j�j � 3–3:9 [18]. This method was used for
the analysis of data taken at both

��������
sNN
p

� 62:4 and
200 GeV. Corrections [18,28] were applied to account for
possible azimuthal distortions in the distribution of the
estimated reaction planes. Values of v2 were calculated
via the expression

v 2 �
hcos�2�
��2��i

hcos�2��2 ��RP��i
; (1)

where the denominator represents a resolution factor
which corrects for the difference between the estimated
and the true azimuth of the reaction plane �RP [18,28]. The
estimated resolution of the combined reaction plane
from both BBC’s [18] has an average of 0:33�0:16� over
centrality with a maximum of about 0:42�0:19� for

��������
sNN
p

�

200�62:4� GeV. Thus, the estimated correction factor,
which is the inverse of the resolution for the combined
reaction plane, ranges from 2:4�5:4� to 5:0�13�.

Second, we performed a cumulant analysis on data
collected at

��������
sNN
p

� 200 and 62.4 GeV to obtain the
anisotropy directly [29]

he2i�
1�
2�i � he2i
1ihe�i2
2i � hhe2i�
1�
2�ii; (2)

where the double brackets denote an average over pairs of
particles emitted in an event followed by further averaging
over events. For a detector having full azimuthal accep-
tance, the averages he2i
1i and he�2i
2i vanish due to
symmetry considerations to give the second order cumu-
lant estimate v2f2g [29] of v2

hhe2i�
1�
2�ii � v2f2g
2: (3)
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Since PHENIX does not have full azimuthal acceptance,
he2i
1i and he�2i
2i do not vanish and this leads to an initial
underestimate of the extracted anisotropy. To correct for
this underestimate, separate correction factors (�30%)
were evaluated and applied for each centrality and pT
cut, at each collision energy, following the procedures
detailed in Ref. [29].

Third, we extracted the anisotropy at
��������
sNN
p

� 62:4, 130,
and 200 GeV via assorted two-particle correlation func-
tions [11,18]: C��
� � Ncor��
�=Nmix��
�, where
Ncor��
� is the observed �
 distribution for charged
particle pairs selected from the same event, and
Nmix��
� is the �
 distribution for particle pairs selected
from mixed events. Mixed events were obtained by ran-
domly selecting each member of a particle pair from differ-
ent events with the same multiplicity and vertex cuts.

To extract the anisotropy of these correlations, two
correlation functions were generated for each pT and cen-
trality selection [11,18]. For the first, charged hadron pairs
were formed by selecting both particles from a reference
range pT;ref , which excluded the pT range of interest (i.e., a
reference correlation). For the second, assorted hadron
pairs were formed by selecting one member from the pT
range of interest and the other from pT;ref . The elliptic flow
v2 was obtained via the ratio A2;a=

�p A2;ref � v2, where
A2;a and A2;ref are the anisotropies extracted from the
assorted and reference correlation functions (respectively)
with the fit function:

C��
� � a1�1� 2A2 cos�2�
� � �e��0:5��
=��2��; (4)

where the Gaussian and harmonic terms are used to char-
acterize the asymmetry (at small �
) and the anisotropy of
the correlation function, respectively [11,13].

Figure 1 shows representative �
 correlation functions
obtained for charged hadrons detected in the PHENIX
central arms (�0:35<�< 0:35) at

��������
sNN
p

� 62:4 GeV.
Correlation functions for midcentral events (centrality �
20%–40%) are shown for hadrons with 0:5< pT <
0:7 GeV=c and 1:0< pT < 1:5 GeV=c in Fig. 1(a) and
Fig. 1(c), respectively. The same pT cuts have been made
for the correlation functions shown in Figs. 1(b) and 1(d)
but for more peripheral collisions (centrality �
40%–60%). For both sets of correlation functions 0:65<
pT;ref < 2:5 GeV=c. Figures 1(a)–1(d) show a clear aniso-
tropic pattern with relatively small asymmetries (0�=180�

ratios). Such asymmetries have been attributed to small jet
contributions to the correlation functions [11,13], and are
expected to decrease with decreasing

��������
sNN
p

. The curves in
Fig. 1 indicate a fit to the correlation function with Eq. (4);
they show an increase of the anisotropy with increasing
impact parameter and pT . These trends are similar to those
of prior AGS, SPS, and RHIC measurements [16,23,24,30]
and are consistent with the expected patterns for in-plane
elliptic flow [5,7].
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FIG. 1. Assorted-pT correlation functions (0:65< pT;ref <
2:5 GeV=c) for charged hadrons of 0:5< pT < 0:7 GeV=c
(top panels) and 1:0< pT < 1:5 GeV=c (bottom panels) ob-
tained in Au� Au collisions at

��������
sNN
p

� 62:4 GeV. The left
and right panels show correlation functions for centrality cuts
of 20%– 40% and 40%–60%, respectively. The lines represent
fits to the correlation functions (see text).
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Figure 2 compares the differential anisotropy v2�pT�,
obtained at

��������
sNN
p

� 62:4 GeV for all three methods of
extraction. The error bars shown indicate statistical errors.
Systematic errors are estimated to be �10%, 5%, and 5%
for extractions via the reaction plane, cumulant, and cor-
relation function methods of analysis, respectively. The
results, which are shown for two separate centrality cuts
(0%–20% and 20%–40%) in each case, indicate an initial
increase of v2 with pT followed by the previously observed
plateau for pT * 2:5 GeV=c [11,17]. The close agreement
of v2�pT� values obtained from the cumulant and correla-
tion function methods of analysis serve to confirm the
reliability of these methods of extraction. On the other
hand, the agreement between results from these latter
methods and that obtained from the reaction plane method
is quite striking, given the large rapidity gap (�3 units)
between the particles used for reaction plane determination
 (GeV/c)Tp
0 1 2 3 4 5

2v

0

0.1

0.2

0.3
CF

Cum

RP

Centrality (%)
0-20   (open)

20-40 (filled)

 = 62.4 GeVNNsAu+Au  

FIG. 2. Differential anisotropy v2�pT� for charged hadrons in
Au� Au collisions at

��������
sNN
p

� 62:4 GeV with centrality cuts of
0%–20% (open symbols) and 20%–40% (filled symbols), ob-
tained via the methods of correlation functions (CF), cumulants
(Cum), and reaction plane (RP).
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and the midrapidity particles correlated with this plane. It
is expected that the latter correlations are less influenced by
nonflow contributions, especially for pT < 2:0 GeV=c.
Consequently, we attribute this agreement to the absence
of strong nonflow contributions to the hadron correlations
(for pT < 2:0 GeV=c) at midrapidity. A similarly good
agreement between the different methods of analysis was
obtained for all centralities presented in this work.

Figure 3 compares the centrality and pT dependence
(respectively) of the anisotropy obtained at several colli-
sion energies. The circles, stars, and squares in Fig. 3(a)
show v2�Npart� for hpTi selections of 0.4, 0.75, and
1:35 GeV=c obtained via the cumulant and correlation
function methods of analysis. The same results obtained
via the reaction plane method are consistent with prior
results [18]. The open and filled symbols show measure-
ments performed at

��������
sNN
p

� 62:4 and 130 (200) GeV as
indicated; they show rather striking agreement between the
magnitudes of the v2 values obtained at all three collision
energies. Further evidence that this agreement persists
down to

��������
sNN
p

� 62:4 GeV is given in Fig. 3(b). The
open and filled circles compare the differential anisot-
ropy v2�pT�, obtained at

��������
sNN
p

� 62:4 and 200 GeV for
the 13%–26% most central collisions (hNparti � 200). The
comparison indicates that v2�pT� saturates above 2 GeV=c
independent of beam energy. Such a saturation is compat-
ible with surface emission from a relatively opaque source
[22]. More importantly, very little change in v2 is observed
as the collision energy is raised from

��������
sNN
p

� 62:4 to
200 GeV. The latter contrasts with the much lower v2

values measured in Pb� Pb collisions (filled squares) by
the CERES Collaboration at

��������
sNN
p

� 17:2 GeV for the
same centrality cut (13%–26%) [23].

Figure 4 summarizes the
��������
sNN
p

dependence of v2 for
charged hadrons produced in Au� Au collisions for two
separate pT selections (0.65 and 1:75 GeV=c) and
>part<N
0 100 200 300

2v

0

0.1

0.2

0.4

0.75

1.35

(a)  (GeV/c)Tp   (GeV)NNs

62.4  (open)

130  (filled grey)

200  (filled)

 (GeV/c)Tp
1 2 3 4 5

200 (PHENIX)

62.4 (PHENIX)

17 (CERES)

(b)  (GeV)NNs

FIG. 3. Differential anisotropy v2�Npart� (left) and v2�pT�
(right) for several energies as indicated. v2�pT� is shown for
the centrality selection 13%–26% (hNparti � 200) which facili-
tates a comparison with CERES data (filled squares) from
Ref. [23].
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centrality � 13%–26%. These data are taken from the
current measurements and earlier measurements at the
SPS [23] and the AGS [30–32]. The AGS [E895] mea-
surements [30–32] are for protons but the transition energy
is not very different for pions and protons. The STAR
results were obtained for a slightly different centrality
selection (10%–30%) [17] having essentially the same
mean centrality. For both pT cuts, the magnitude of v2

shows a significant increase with collision energy (�50%
increase from SPS to RHIC) up to the energy

��������
sNN
p

�

62:4 GeV. Thereafter, it appears to saturate for larger beam
energies. We note that this saturation is not in conflict with
the recent observation of an increase of the pT-integrated
v2 with

��������
sNN
p

[25]. The latter increase is expected if the
hpTi increases with

��������
sNN
p

.
To summarize, we have measured differential azimuthal

anisotropies for charged hadrons in Au� Au collisions
spanning the energy range

��������
sNN
p

� 62:4–200 GeV. De-
tailed comparisons of these differential measurements in-
dicate no significant collision energy dependence of the
anisotropy over this range. By contrast, comparisons to
differential measurements obtained at AGS and SPS ener-
gies indicate that v2 increases with collision energy up to��������
sNN
p

� 62:4 GeV. The energy density is estimated to
increase by approximately 30% over the range

��������
sNN
p

�

62:4–200 GeV. In a hydrodynamic scenario v2 is driven by
a pressure gradient which is related to the energy density
via the equation of state [5,7]. Thus, the apparent saturation
of v2 above

��������
sNN
p

� 62:4 GeV may be indicative of the
role of a rather soft equation of state. Such a softening
could result from the production of a mixed phase [31] for
the range

��������
sNN
p

� 62:4–200 GeV. Additional combined
measurements of v2, particle spectra, and the space-time
23230
extent of emission sources are required to further constrain
the EOS.
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Abstract

Directed and elliptic flow of inclusive photons near mid-rapidity in 158A GeV Pb+ Pb collisions has
been studied. The data have been obtained with the photon spectrometer LEDA of the WA98 exp
at the CERN SPS. The flow strength has been measured for various centralities as a function ofpT and
rapidity over 0.18< pT < 1.5 GeV/c and 2.3 < y < 2.9. The angular anisotropy has been studied rela
to an event plane obtained in the target fragmentation region that shows the elliptic flow to be in-pla
elliptic flow has also been studied using two-particle correlations and shown to give similar results. A
directed flow component is observed. Both the directed and elliptic flow strengths increase withpT . The
photon flow results are used to estimate the corresponding neutral pion flow.
 2005 Elsevier B.V. All rights reserved.

Keywords: NUCLEAR REACTIONS208Pb(208Pb, X),E = 158 GeV/nucleon; measured inclusive photons direct and
elliptic flow vs. centrality, rapidity and transverse momentum; deduced neutral pion flow features.
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1. Introduction

Heavy ion collisions at relativistic energies provide a means to study the properties of n
matter at high temperature and density. In such collisions it is expected that a high densit
action zone is formed. If this system thermalizes, the thermal pressure will generate co
transverse expansion [1]. Such collective flow, and especially its anisotropy, will reflect th
evolution of the pressure gradients of the system and can provide information on the eq
of state (EOS) in the initial phase [2,3] and during the expansion [4], and in particular abo
possible formation of the quark–gluon plasma (QGP) [5,6].

QGP formation requires high energy density and local thermalisation of the system.
transverse energy measurements indicate the attainment of high energy densities [7], the
of thermalization has not been unambiguously determined. Measurements of collective flo
be one of the strongest hints related to the degree of thermalisation. One may consid
extreme cases: the low density limit, where the mean free path is comparable or larger t
system size for which cascade models may be appropriate, and the hydrodynamic limit, wh
mean free path of the particles is much less than the system size. The detailed study of co
flow as a function of beam energy, system size, transverse momentum, rapidity, and p
species may allow to separate these two scenarios and to recognize the hadronic or
(QGP) nature of the reaction [8].

The anisotropic flow of charged fragments has been measured in nuclear collisions
ous beam energies: at 0.1–1.0A GeV [9–11], at 10A GeV [12], at 158A GeV [13–17] and also
at

√
sNN = 130 and 200 GeV [18–20]. The firstpT -integrated photon flow measurement w

performed by the WA93 experiment [15] for 200A GeV S+ Au collisions, where photons wer
measured with the Photon Multiplicity Detector (PMD). In the present work we report firs
sults of photon collective flow measurements in 158A GeV Pb+ Pb collisions using photon
identified and momentum analyzed in the lead glass calorimeter LEDA of the WA98 exper
Preliminary results have been presented in [21,22].

2. Experimental setup

The data presented here were obtained in the WA98 experiment [23] for 158A GeV Pb+ Pb
collisions at the CERN SPS. The WA98 setup consisted of large acceptance hadron and
spectrometers, calorimeters for forward and transverse energy measurements, and dete
photon and charged particle multiplicity measurements.

The centrality of the event was determined by the total transverse energy,ET , measured
with the mid-rapidity calorimeter (MIRAC) [24], which covered the pseudo-rapidity rang
3.5 < η < 5.5. It was placed at 24.7 meters downstream from the target and consisted
stacks, each divided vertically into 6 towers, of size 20× 20 cm2 each. The MIRAC measure
both the transverse electromagneticEem

T and hadronicEhad
T energies. Events with largeET cor-

respond to the most central collisions with small impact parameter. The minimum bias t
required a beam trigger with a MIRAC transverse energy greater than a low threshold. D
datataking, central collision events were accumulated preferentially without prescale by u
high transverse energy trigger (15% of event sample with largestET ) [25].

The Plastic Ball spectrometer, used for the reaction plane (RP) determination, had f
imuthal coverage in the pseudorapidity range of−1.7< η < 0.5 (i.e., in the target fragmentatio
region with polar angles 70◦ < θ < 160◦). It consisted of 655 detector modules and allowed
identify pions, protons, deutrons, tritons,3He, and4He with kinetic energies of 50 to 250 MeV b
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the�E–E method. Each module comprised a slow 4 mm thick CaF2 �E scintillator followed
by a fast plastic scintillator, both read out by a common photomultiplier [26].

Photons, of which∼ 85% originate fromπ0 decay [25], were detected in the electrom
netic calorimeter LEDA, a highly segmented photon detector located 22.1 m downstrea
target and covering the photon rapidity region 2.3 < y < 2.9, i.e., backwards of mid-rapidit
(y = 2.9). LEDA consisted of 10 080 TF1 lead-glass modules, read out by FEU-84 phot
tipliers. The photomultiplier high voltage was generated on-base with custom develope
Cockcroft–Walton voltage-multiplier type bases which were individually controlled by a V
processor. The photomultiplier signals were digitized with a custom-built ADC system [28
dimensions of each module were 4× 4× 40 cm3 (14.3 radiation lengths depth and 1.1 Molie
radius width). Each group of 24 modules had its own calibration and gain monitoring s
based on a set of 3 LEDs mounted inside a sealed reflecting cover dome. Each module
the reflected LED light through an aperture on the front surface, while the LED light was s
taneously monitored by a PIN-photodiode [29].

LEDA was calibrated with 10 GeV electrons in the X1 beam at the CERN SPS in the
1993–1994. Electron beams with energies from 3 to 20 GeV were used to measure the ene
position resolution, and the energy non-linearity. The measured energy resolution wasσ/E =
(5.5 ± 0.6)%/

√
E + (0.8 ± 0.2)% and the measured position resolution wasσ/E = (8.35±

0.25)mm/
√

E + (0.15± 0.07) mm. A more detailed description of the WA98 setup is given
[16,23,25].

3. The methods

Two complementary methods have been used in this analysis of anisotropic flow: the s
single-particle angular distributions with respect to an estimated reaction plane (reaction plane
method) and the study of two-particle correlations (correlation method). Both methods assum
that the underlying azimuthal distribution of particles with respect to the reaction plane
which is the plane that contains the impact parameter and beam direction vectors, can
scribed by a Fourier decomposition

1

N

dN

d(φ − ΨRP)
= 1+ 2v1 cos(φ − ΨRP) + 2v2 cos

(
2(φ − ΨRP)

)
, (1)

whereφ is the azimuthal angle of the emitted particle, andΨRP is the azimuthal angle of the R
The anisotropic flow is characterized by the values of the Fourier coefficientsv1, for directed
flow, andv2, for elliptic flow.

3.1. The reaction plane method

The conventional reaction plane method [30,31] uses the distribution of particles in th
imuthal angle relative to the estimated reaction plane. Because the true reaction plan
known in the experiment, one has to establish anevent plane (EP) from the measured particl
as an estimate for the reaction plane.

Particles measured in the target fragmentation region show significant directed flow—p
deuterons, and heavier fragments are emitted in the reaction plane in one direction, whil
are emitted in the opposite direction, as has been measured with the Plastic Ball detect
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This information has been used to calculate an event plane angle from the particles mea
the Plastic Ball

ΦEP= tan−1
( ∑N

i=1 Ei
T sinφi∑N

i=1 Ei
T cosφi

)
, (2)

where the sum runs over all fragments and identified positive pions.Ei
T andφi are the transvers

kinetic energy and azimuthal angle in the laboratory frame of theith particle, respectively. Fo
pions,φ was replaced byφ + π to account for the opposite sign pion directed flow [32].

The azimuthal distribution of photons detected by the LEDA calorimeter has been s
relative to this event plane angle. The distributions are studied as a function of�Φ = φγ − ΦEP
and are fitted with:

1

N

dN

d�Φ
= 1+ 2vobs

1 cos(�Φ) + 2vobs
2 cos(2�Φ). (3)

The measured EP does not coincide exactly with the true RP because of the finite n
of detected particles and resulting fluctuations. Because of this finite reaction plane reso
the coefficients obtained from the fits have to be corrected by dividing them by the event
resolution correction factors (RCFn):

vn = vobs
n

RCFn

. (4)

The resolution correction functions RCFn are given by [31]

RCFn = 〈
cos

(
n(ΦEP− ΨRP)

)〉
=

√
π

2
√

2
χm exp

(−χ2
m

4

)[
I k−1

2

(
χ2

m

4

)
+ I k+1

2

(
χ2

m

4

)]
, (5)

whereΨRP is the true RP angle,χm is the resolution parameter, which is proportional to
square root of the multiplicity,m is the order of the Fourier component used for calculatio
the event plane andk = n/m.

SinceΨRP is unknown, the RCF’s must be determined from the measured EP thems
This can be done by a subevent analysis in which each event, in this case consisting of hi
Plastic Ball detector, is randomly divided into two subevents (A andB) and for each subevent th
EP angleΦEP (ΦA or ΦB ) is calculated. The quantity〈cos(n(ΦA −ΦB))〉 is determined directly
from the subevent correlation function. It is then equated to the lefthand side of equatio
obtain the parameterχsub

m for the subevent multiplicity, which is then used to calculateχm =√
2χsub

m for the full event, and finally to obtainRCFn. In this analysis we have usedm = 1
(k = 1) for RCF1 and forRCF2 (k = 2).

3.2. The correlation method

Alternatively, the flow values have been obtained from the azimuthal correlations of p
pairs as described in [2,31,33–35]. The correlation function is calculated as

Cγγ (�φ) ≡ d2N/dφ1 dφ2

dN/dφ1 · dN/dφ2
, (6)

where�φ = φ1 − φ2. TheCγγ are calculated as the ratio of the true two-photon distribu
to the pair distribution from mixed events. This is necessary to correct for distortions fro



134 WA98 Collaboration / Nuclear Physics A 762 (2005) 129–146

care to
ng the
n been

is

since
articles,
corre-

rrection,
entum

f

tal
tions of
,
allow

ins and

com-
o
d in

s in the

onizing

d show-

dead
re ex-
by two

re
limited acceptance of the photon detector. In the event-mixing procedure we have taken
mix only events with similar global properties and to use identical cuts, especially regardi
two-cluster separation within the detector. The two-photon correlation functions have the
fitted with

Cγγ (�φ) = 1+ 2v2
1 cos(�φ) + 2v2

2 cos
(
2(�φ)

)
. (7)

From these fits, no significantv1 component was observed. Since very little directed flow
expected near mid-rapidity, we have setv1 ≡ 0 in this analysis.

If collective flow is dominant, this method should be equivalent to the previous one
(a) the correlation between every particle and the RP induces a correlation amongst the p
and (b) correlating two subevents amounts to summing two-particle correlations [36]. The
lation method has the advantage that no EP determination, and therefore no resolution co
is needed. However, non-flow correlations, such as back-to-back correlations due to mom
conservation [22], should be taken into account.

4. Analysis

The data presented here were taken in 1995 and 1996 with the 158A GeV Pb ion beams o
the CERN SPS. Pb targets of 495 and 239 mg/cm2 thickness were used. About 107 events were
analyzed. The events were divided into 8 centrality classes defined by intervals in the toET

measured by MIRAC, as summarized in Table 1. The centralities are expressed as frac
the minimum bias cross sections as a function of the totalET , measured by MIRAC. In addition
a multiplicity of greater than 3 fragments measured in the Plastic Ball was demanded to
for a reasonable determination of the EP. This has a significant effect for the peripheral b
causes a slight bias towards higher multiplicity within the bin.

In addition to the 8 classes of centrality shown in Table 1, studies were performed with
bined centrality classes: 3+ 4 (24–65%), 5+ 6 (13–24%) and 7+ 8 (0–13%). The table als
shows the number of participantsNpart as calculated in a Glauber type calculation discusse
[37].

To further suppress the hadron contamination in the photon sample, only those shower
calorimeter have been used which satisfy the following cuts:

• The measured energy was greater than 0.75 GeV. This cut suppressed minimum i
particles.

• The lateral dispersion of the shower was less than a maximum value. This suppresse
ering hadrons.

These cuts kept the hadron contamination in the photon sample to less than≈ 7% [25,39].
The observed rawΦEP-distributions showed a variation due to detector biases, such as

channels and inefficiency, of less than 5%. This non-uniformity has to be removed befo
tracting the flow strength from the measured correlation functions. This has been done
methods:

• The real distribution was divided by the equivalent distribution for mixed events, wheφγ

andΦEP are taken from different events.
• In accumulating the distributions, the entries were weighted with the inverse of theΦEP

distribution.
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Table 1
Centrality classes used in this analysis. The percentage of the measured minimum bias cross section include
class is given. Also given is the corresponding average number of participants for each class with an estima
systematic error. Cuts onET are for 1995 data set, 1996 data set cuts are shown in [38]

ET class ET (GeV) Npart

1 83–100% 0–28.35 10±2
2 65–83% 28.35–79.05 28±2
3 47–65% 79.05–161.55 63±2
4 24–47% 161.55–281.05 133±3
5 19–24% 281.05–318.05 205±2
6 13–19% 318.05–361.55 247±2
7 6.5–13% 361.55–410.95 291±2
8 0–6.5% > 410.95 351±1

Fig. 1. Left: the measured photon azimuthal correlation functions for different centralities. The solid lines show
Eq. (3). Right: subevent correlation functions of particles measured in the Plastic Ball for different centralities. Th
circles show the measured correlation functions. The open circles show the results for mixed subevents.

Both methods gave consistent results within errors, we have used the second method for
result.

Fig. 1 (left) shows examples of the measured photon azimuthal correlation functions f
ferent centralities. A clear modulation is seen, especially in the semi-central classes, wh
be described well with fits to Eq. (3).

The resolution correction factors RCF’s for each centrality were determined as des
above from the subevent correlation functions as shown in Fig. 1 (right). In this case the
Ball acceptance correction was done by using mixed subevents, i.e., subevents from d
events. The deviation of the mixed subevents from unity, i.e., the order of magnitude o
correction, was less than 2% (as shown in Fig. 1 (right)).
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Fig. 2. (a) The resolution correction factors obtained from subevent correlation functions of particles measure
target fragmentation region as a function of the number of participants. The filled circles show the values for direc
the open circles for elliptic flow. (b) The elliptic flowv2 of photons extracted by the reaction plane method (solid circ
pT � 0.18 GeV/c) and by the correlation method (open circles,pT 1 � 0.18 GeV/c, pT 2 � 0.18 GeV/c), integrated
overpT > 0.18 GeV/c andy = 2.3–2.9 as a function of the number of participants. The solid and dashed lines in
the systematic error regions of the two measurements. The inclusive photonv2 results from Ref. [42] integrated over a
pT and withy = 3.25–3.75 are shown by stars with error bars which include both statistical and systematical err

Fig. 2(a) shows the values of the resolution correction factors RCF’s determined in th
as a function of the number of participants. A stronger subevent correlation implies a
determination of the RP, and the corresponding values of the RCF’s are larger [40]. It is se
the subevent correlation is strongest for semi-central events, whereas for peripheral and
events the quality of the EP—determination is worse. The RCF’s shown in Fig. 2(a) hav
obtained for the 1996 beam time. The RCF’s have been calculated and applied independe
the 1995 beam time, with values found to be smaller by∼ 20–40%.

Possible non-flow correlations in the RCF determination have been estimated and
tions have been applied. Among such non-flow effects relevant for azimuthal correl
are the correlations due to momentum conservation, long- and short-range two- and
particle correlations (due to quantum statistics, resonances, jet or mini-jet production
The contribution of non-flow correlations scales as 1/N , whereN is the multiplicity of parti-
cles used to determine the event plane. The “momentum conservation” contribution inc
with the fraction of particles detected, and the relative contribution of Bose–Einstein co
tions would be independent ofN . The effect of non-flow correlations in the reaction pla
method is expected to be small as the event plane is determined from particle which
large pseudorapidity separation�η > 1.8 from the photons. The non-flow contributions to t
event plane determination have been investigated by studying the dependence of the
on the Plastic Ball multiplicity. The conventional subevent analysis was performed ex
ing various fractions of the Plastic Ball particles to investigate the deviation of the flow
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Fig. 3. The elliptic flowv2 of photons extracted by the reaction plane method (solid circles,pT � 0.18 GeV/c) and
by the correlation method (open circles,pT 1 � 0.18 GeV/c, pT 2 � 0.18 GeV/c), integrated overy = 2.3–2.9 for three
centrality selections.

rameterχm from χm ≈ √
N (see Eq. (5)). A multiplicity-dependent bias was observed

used to extrapolate anM = ∞ RCF value. These corrections varied from 2–4% with a s
tematic error of< 4%. The determination of the RCF’s for the two most peripheral c
trality bins has been deemed unreliable due to the fact that the non-target backgrou
rections are significant [25] and the average multiplicity in the Plastic Ball is too low
than 5 hits). Therefore finalvn results for the two most peripheral centralities are not p
sented.

The v2 elliptic flow values for photons have also been obtained from the two-photon c
lation functions for various centrality classes, although not all of these precisely match
used for the reaction plane method analysis [41]. Thev2 elliptic flow values for photons ob
tained by the two methods are compared in Figs. 2(b) and 3. The two photon corre
functions have been fitted with Eq. (7) to extractv2 with v1 ≡ 0. Fig. 2(b) shows the cen
trality dependence ofv2 integrated overpT > 0.18 GeV/c. The solid circles are the value
obtained from the reaction plane method and the open circles are those from the c
tion method. The inclusive photonv2 results measured with the WA98 Photon Multiplic
Detector (PMD) preshower detector are also shown [42] in Fig. 2(b). The PMD pro
a pT integrated result in the rapidity regiony = 3.25–3.75. For centralities correspondin
to Npart > 50 there is good agreement between the different results. Fig. 3 shows the
tic flow as a function ofpT for central and two semi-central classes for the reaction p
and two-particle correlation methods. There is reasonably good agreement between th
ods.

One should note that the reaction plane and correlation methods suffer from system
fects. The determination of the reaction plane has a large uncertainty due to fluctuatio
backgrounds for low multiplicities. The correlation method is more susceptible to non-flow
ponents [22] which would influence the extraction of the flow. Furthermore, the directed
has been neglected in the correlation analysis which may also lead to systematic errors iv2
determination. The results from the reaction plane method are used in the discussions tha
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As a consistency check we have performed the reaction plane analysis independently
data from the two different beam periods, where the quality of the RP determination was
to be different. The resulting flow values are in good agreement.

5. Systematic error

The systematic errors of the obtained coefficients include:

• Uncertainties in the event plane determination in the Plastic Ball due to non-uniform
acceptance and efficiency or imperfect particle identification, estimated as< 2%.

• Uncertainties due to non-flow effects in the determination of the RCFs from the Plasti
event plane, estimated as< 4%.

• Uncertainties in the photon angular distributions due to charge particle contaminat
photons in LEDA. This contamination is less than≈ 7% [25]. The uncertainties are relat
to a difference in the observed flow between charged pions and pion decay photons a
estimated as< 3.5%.

Other sources of the systematic errors have been investigated by comparing the res
tained under different conditions. The following checks have been performed:

(1) Different weights (ET vs.pT ) have been used for the determination of the event plane.
(2) Different acceptance regions of the Plastic Ball detector (70◦ < θ < 160◦ or 60◦ < θ < 160◦)

have been used.
(3) Different identification cuts for the Plastic Ball fragments were used.
(4) The event plane was determined with and without including pions in the Plastic Ball.
(5) Results of the two different beam periods were analyzed separately.

All of these systematic checks lead to a total systematic error estimate of±16% (±50% for
the most central bin) for the measured values of both flow coefficients. Unless explicitly
otherwise, the systematic errors are not included in the figures.

6. Results

Fig. 4(a), (b) shows the final values of the directed flowv1 and the elliptic flowv2 coefficients
as a function of the number of participants. The data were integrated overpT > 0.18 GeV/c and
over rapidityy = 2.3–2.9.

Both types of flow decrease in strength with the number of participants. The sign of all v
is positive with the sign convention that positivev1 corresponds to the directed flow direction
the protons in the projectile fragmentation direction and positivev2 corresponds to the in-plan
direction. Thus, the directed flow of photons below mid-rapidity is in the same direction a
directed flow of pions, opposite to the protons, in the target fragmentation region, and the
flow is oriented in the reaction plane.

The transverse momentum dependence of the photon flow integrated overy = 2.3–2.9 is
shown in Fig. 4(c), (d) for different centrality classes. Both flow coefficients show an inc
with pT which is compatible with a blast-wave fit (see below [19,43]).

To be able to compare the flow of photons to other experimental results we have atte
to establish the relation between the observed photon flow and the underlying flow of the
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Fig. 4. Directed flow (v1) (a) and elliptic flow (v2) (b) of inclusive photons integrated overpT > 0.18 GeV/c and
y = 2.3–2.9 as a function of the number of participants. Directed flow (v1) (c) and elliptic flow (v2) (d) of inclusive
photons integrated overy = 2.3–2.9 as a function ofpT for various centralities. Solid circles show results for semi-cen
events (24–65%), open circles show results for semi-central events (13–24%), solid squares show results for cen
(0–13%). Solid lines are fitted results to a blast-wave model functional form (Eqs. (9) and (10)).

neutral pions. This has been investigated in Monte Carlo simulations. In the simulationsπ0’s
andη were generated according to thepT spectra measured by WA98 [25]. Theπ0 andη az-
imuthal distributions were modulated with directed and elliptic flow components. The valu
theπ0 v1 andv2 and theirpT -dependence have been constrained by the photon measure
ThepT -dependence of the azimuthal asymmetry has been parameterized following a sim
drodynamically motivated blast-wave model, described in [19,44], and generalized in [43] t
describev1:

vn(pT ) =
∫ 2π

0 dφb cos(nφb)In(α)K1(β)[1+ 2sn cos(nφb)]∫ 2π

0 dφbI0(α)K1(β)[1+ 2sn cos(nφb)]
, (8)

where the harmonicn can be either 1 or 2,I0, In, andK1 are the modified Bessel function
φb = φ − ΨRP, α(φb) = (pT /Tf )sinh[ρ(φb)], β(φb) = (mT /Tf )cosh[ρ(φb)], sn is the surface
emission parameter, andTf is the freeze-out temperature. The azimuthal flow rapidity is g
asρ(φb) = ρ0 + ρa cos(nφb) with ρ0 is the mean transverse expansion rapidity (v0 = tanh[ρ0])
andρa is the amplitude of its azimuthal variation, respectively. Further details are given in

Without regard to the physical interpretation of the parameters of this model it can be u
provide a convenient parameterization of thepT dependence of the flow. For this purpose Eq.
can be further simplified by settingρa = 0. The integrals can be solved to reduce the expres
to two parameters,an andbn. The expressions for thepT dependence of the directed and ellip
flow are then

v1(pT ) = a1
I1(b1pT )

I0(b1pT )
, (9)

v2(pT ) = a2

(
1− 2

I1(b2pT )
)

. (10)

b2pT I0(b2pT )
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Table 2
The blast-wave parametersan andbn of Eqs. (9) and (10) for various centralities obtained by fits to the WA98 inclu
photon data (left) and the corresponding parameters extracted for neutral pions (right) from simulations that re
the inclusive photon results

Centrality Fit toγ Extracted forπ0

a1 b1 a2 b2 a1 b1 a2 b2

3 0.0072 3.06 0.22 5.2 0.0072 3.06 0.28 3.09
4 0.006 3.06 0.17 5.1 0.0078 3.06 0.217 2.98
5 0.005 3.06 0.12 5.0 0.005 3.256 0.158 2.87
6 0.0045 3.06 0.095 4.9 0.0044 3.06 0.118 2.93
7 0.004 3.06 0.06 4.8 0.0042 3.06 0.068 3.1
8 0.003 3.06 0.03 4.7 0.0026 3.06 0.028 3.8

The measured photonvn(pT ) are described well by these expressions as shown by the
lines of Fig. 4(c), (d). The extractedan andbn were constrained to have a smooth centra
dependence and are tabulated in Table 2.

In order to extract theπ0 vn(pT ) from the measured photonvn(pT ), the simulatedπ0 pT

distributions have been parameterized as

1

NEvent

d2N

dy dpT

= 1

NEvent
E

d3N

dp3
pT = C′pT

(
p′

0

p′
0 + pT

)n′

(11)

with parametersC′,p′
0, n

′ taken from the measuredπ0 results [25]. Theη photon decay con
tributions were also included with theη yield assumed to proportional to theπ0 yield at the
same transverse mass (mT -scaling) [25]. Jetset 7.4 was used to generate theπ0- andη-decay
photons which were then filtered in the simulations with the detector acceptance an
ciency.

In the simulations, theπ0’s were generated with an azimuthal asymmetry withpT dependen
vn parameterized by Eqs. (9) and (10). Theη vn were taken to be the same as those of theπ0’s,
v

η
n(pT ) = vπ

n (pT ). As an initial ansatz, the measured photonvn(pT ) = g(pT ) for each centrality
was used for thevn(pT ) = f (pT ) of the simulated pions. The outputvn(pT ) = g′(pT ) of the
simulated decay photons was compared to the measured photon dependence and used
theπ0 vn(pT ) for the next iteration. The procedure was iterated until the simulated (g′) and mea-
sured (g) photon results were in agreement, which typically required two to three iterations
an andbn coefficients obtained from the fit to the photon results and the coefficients extr
for theπ0’s by the iteration procedure are summarized in Table 2. The ratio of the flow c
cients extracted for the simulated decay photons to the input pion flow coefficients provid
correction factorskn(pT ) = v

γ
n (pT )/vπ

n (pT ) used to extract theπ0 vπ
n (pT ) from the measure

photonv
γ
n (pT ). To extractpT integrated correction factorskn over the region of measureme

pT > 0.18 GeV/c, or k0
n extrapolated to zero transverse momentum,pT > 0 GeV/c, the fitted

vn(pT ) results were weighted by the measured inclusive photon orπ0 spectra extrapolated t
pT = 0 GeV/c and integrated overpT . The systematic errors on thekn were determined from
the uncertainties� of the fit parameters:an ± �an, bn ± �bn, p′

0 ± �p′
0 andn′ ± �n′. The

analysis was repeated assuming instead a linear or a square-root dependence ofvn onpT and the
variation of the results was found to be about 10% and 2% fork1 andk2, respectively, and ha
been included in the systematic errors onkn. The systematic error onkn from theη contribution
in the simulations is estimated to be less than 5%.
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Fig. 5. The ratio of photon elliptic flow to parent pion elliptic flow coefficients. (a)k2 = v
γ
2 /vπ

2 for min. bias,

(b) k2 = v
γ
2 /vπ

2 for different centrality bins.

Fig. 5(a), (b) showsk2, the ratio of thev2 coefficients of photons and pions, obtained fr
the simulations. Thek1 ratio is found to be independent of centrality andpT with a value of
〈k1〉 = 1.183± 0.03 with a systematic error ranging from 14% to 22% from peripheral to ce
collisions. Sincevπ

1 is small,k1 ≈ 1.
The k2 are seen in Fig. 5(a) to be strongly dependent onpT , rising at lowpT where thev2

are small. However, thepT -integratedk2 ratios are found to be independent of centrality w
〈k2〉 = 1.215± 0.002 and a systematic error which varies from 11% to 14% from peripher
central collisions. The observation that thekn ratios are greater than unity can be understood
simple effect of theπ0 decay and the fact that thevn increase withpT . Comparing photons an
π0’s at a givenpT , the decay photons will have been produced fromπ0’s with largerpT and
hence largervn, giving kn > 1 (see Fig. 5(a) and (b)).

The π0 v2 extracted from the measured WA98 photonv2 as a function of centrality
are compared to the results from NA49 for charged pions [43] in Fig. 6. For this
parison the WA98 results for photons withpT > 0.18 GeV/c were extrapolated to the ex
pectation for the pions withoutpT threshold (pT > 0 GeV/c) as for NA49 results, with
the correction factork0

1 = 1.43 ± 0.036 and k0
2 = 1.59 ± 0.003. The estimated system

atic errors on the WA98 points including the errors of the measured photonvn values
and the additional error of thek0

n correction are less than±20% (±55% for the most
central bin), except for the lowestpT points where the upper systematic errors incre
(Fig. 8). The systematic errors on the NA49 data points vary from 13% for the mos
ripheral to 80% for the most central bin. The two measurements are seen to be in
ment.

The rapidity dependence of the pion flow coefficients is shown in Fig. 7 for two
trality selections. The WA98 photonvn with pT > 0.18 GeV/c were extrapolated to th
expectation forπ0’s without pT threshold using the correction factorsk0

n described above
The NA49 results for pions withpT > 0 GeV/c with appropriate corrections ([43]) are al
shown and the two measurements are seen to be in agreement. Similar agreement bet
NA49 and WA98 results is seen in the transverse momentum dependence of thev2 shown in
Fig. 8.

Fig. 9 shows the WA98π0 v2 coefficient deduced from the measured photonv2 (corrected
by k0

2) together with a compilation of results [43] from other experiments. Results are s
from E877 [8,12], CERES [45], NA49 [43], PHOBOS [46], PHENIX [47], and STAR [48]. T
WA98 result follows the general trend of the smooth increase of the elliptic flow with incre
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Fig. 6. The centrality dependence of pion elliptic flowv2 extracted from the measured photon flow from WA98 (so
circles,−0.6 < yCM < 0), compared to pion flow results of NA49 (open circles, 0< yCM < 2.1, [43]).

Fig. 7. The rapidity dependence of pion flow extracted from the measured photon flow from WA98 (circles) co
to pion flow results of NA49 (stars, [43]). The results are shown for central on the left panel (WA98: 0–13%,
0–12.5%) and semi-central on the right panel (WA98: 13–47%, NA49: 12.5–33.5%) selections for the directed fl
(b) and elliptic flow (c), (d). Systematic error bands are shown on (c) for NA49 (dashed curves) and for WA98
curves). Open points are reflected at mid-rapidity.

beam energy. It should be kept in mind that thepT and rapidity coverages as well as centra
selections differ somewhat for the various experiments.

Since the strength of the elliptic flow should be proportional to the initial eccentricity o
collision zone, it is useful to normalize the measuredv2 to the eccentricity of the reaction geom
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Fig. 8. The transverse momentum dependence of theπ0 elliptic flow extracted from the measured photon flow fro
WA98 (solid circles) compared toπ+ elliptic flow results of NA49 (open circles, [43]). The results are shown
semi-central selections (top: WA98: 13–47%,−0.6 < yCM < 0, NA49: 12.5–33.5%, 0< yCM < 0.8) and for central
selections (bottom: WA98: 0–13%,−0.6 < yCM < 0, NA49: 0–12.5%, 0< yCM < 0.8). Systematic error bands a
shown for NA49 (dashed curves) and for WA98 (solid curves).

Fig. 9. Comparison of the WA98pT -integrated elliptic flow results at
√

sNN = 17 GeV (13–47%,−0.6 < yCM < 0)
with results from other experiments for different collision energies. The WA98 result is theπ0 elliptic flow extracted
from the measured photon elliptic flow, as described in the text. The total statistical and systematic error is show
WA98 point.

etry when investigating the systematics of the elliptical flow [49]. The initial spatial eccent
was calculated within a Glauber model calculation [37] as

ε = 〈y2〉 − 〈x2〉
2 2

,
〈y 〉 + 〈x 〉
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Fig. 10. The scaled elliptic flowv2/ε as a function of particle density. Results are shown for the WA98pT -integrated
v2 values at

√
sNN = 17 GeV (−0.6 < yCM < 0). The WA98 results are compared to results from the E877, NA

and STAR experiments. The WA98 result is theπ0 elliptic flow extracted from the measured photon elliptic flow,
described in the text.

wherex andy are the participant nucleon coordinates in the plane perpendicular to the bea
x denotes the in-plane direction.

It is of interest to plot the quantityv2/ε versus the particle density as estimated by thedN/dy

of charged particles divided by the area of the overlap region S [8,43]. Neglecting the
incident energy and centrality dependence of the averagepT , the scaled particle density is pr
portional to the initial energy density in the Bjorken estimate [52]. Fig. 10 shows the WA98
for v2/ε for neutral pions together with results for charged pions from NA49 [43] and resul
charged particles from STAR [50,51] and E877 [8]. The RHIC data have been correct
their pT cutoff, the errors are statistical. For the WA98 points thedN/dy are taken from WA98
measurements [37].

The WA98 results confirm the previous observation [8,43] of a universal dependence ov2/ε

on the particle density. It should be noted that results at different incident energies but
average particle density correspond to dramatically different collision geometries. Gene
central collision at low energy will have a particle density similar to a more peripheral col
at higher energy. Thus, the universal dependence demonstrates that the scaledv2 depends only on
the initial energy density, or initial pressure, rather than being dependent on the particle
times pathlength, which would be the expectation if only partial thermalization was atta
The observed increase of the scaled elliptic flow with increasing particle density is qualita
similar to that seen in a recent hydrodynamical model study [53] in which thev2 value for fixed
impact parameter increases smoothly with increasingdNch/dy corresponding to the increase
pressure. That systematic study of hadron spectra and flow results indicated that existing
best reproduced by hydrodynamic model calculations with an equation of state which inc
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transition to a quark gluon plasma phase at a critical temperature ofTc = 165 MeV with a latent
heat of 800 MeV [53].

7. Summary

Directed and elliptic flow of photons have been measured in 158A GeV Pb+Pb collisions us-
ing the LEDA electromagnetic calorimeter and the Plastic Ball detector of the WA98 experi
The conventional reaction plane method for directed and elliptic flow and the pair-corre
method for elliptic flow have been used in the analysis. The elliptic flow values obtained b
two methods are consistent.

The centrality andpT dependences of the photon directed and elliptic flow coefficients
presented. In-plane elliptic flow is observed. Both flow values increase for more peripher
lisions and with increasingpT .

For comparison with charged pion measurements, the neutral pion flow coefficients hav
extracted from the measured photon flow coefficients using Monte Carlo simulations. The
Carlo simulations demonstrate that the average photon flow coefficients are≈ 7–21% greate
than the parentπ0 flow coefficients. The extracted neutral pion flow results are compatible
the NA49 charged pion flow and with the general trend of the elliptic flow behaviour as a fun
of beam energy. The universal dependence of the elliptic flow, scaled by the eccentricity
initial nuclear overlap, on particle density is confirmed.
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We present the results of φ meson production in the K+K− decay channel from Au+Au collisions at√
sNN = 200 GeV as measured at midrapidity by the PHENIX detector at Brookhaven National Laboratory’s

Relativistic Heavy Ion Collider. Precision resonance centroid and width values are extracted as a function of
collision centrality. No significant variation from the Particle Data Group accepted values is observed, contrary
to some model predictions. The φ transverse mass spectra are fitted with a linear exponential function for which
the derived inverse slope parameter is seen to be constant as a function of centrality. However, when these data
are fitted by a hydrodynamic model the result is that the centrality-dependent freeze-out temperature and the
expansion velocity values are consistent with the values previously derived from fitting identified charged hadron
data. As a function of transverse momentum the collisions scaled peripheral-to-central yield ratio RCP for the
φ is comparable to that of pions rather than that of protons. This result lends support to theoretical models that
distinguish between baryons and mesons instead of particle mass for explaining the anomalous (anti) proton
yield.
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I. INTRODUCTION

Relativistic heavy-ion experiments have a goal of producing
matter at extreme temperatures and energy densities such that
conditions are favorable for the transition to a deconfined
state of quarks and gluons, the quark gluon plasma (QGP).
Theoretical calculations predict that the temperatures and
energy densities that can be reached at the Brookhaven
National Laboratory’s Relativistic Heavy Ion Collider (RHIC)
will exceed those needed for the formation of the QGP
[1–3].

The production and decay of the φ meson have long been
recognized as an important probe for the state of matter
produced in relativistic heavy-ion (RHI) collisions [4–21]. In
pp collisions the creation of the φ is suppressed according
to the Okubo-Zweig-Iizuka rule [22]. Hence, if there is an
enhancement of the φ yield in RHI collisions relative to
pp collisions, this could be evidence of nonconventional
production mechanisms such as strange quark coalescence via
the formation and subsequent hadronization of the QGP. The
fact that the φ yield is undistorted by feed-down from higher
mass resonances makes it an attractive probe in this respect.

The decay modes of the φ, specifically the dilepton channels
(e+e− or µ+µ−) and the K+K− channel, will probe the final
state differently should the decay take place in the presence
of the QGP-mixed or the completely hadronized phase. The
dileptons will have insignificant interactions with the medium,
whereas the kaons can scatter until freeze-out. The lifetime
of the φ in vacuum is large (≈45 fm/c) compared to say a
10-fm-sized interaction region. However, several theoretical
calculations [13,21,23] predict that the φ mass and width could
be significantly modified in either the hot or the cold nuclear
medium. These medium-induced effects could be manifested
through measured shifts in the mass centroid of the resonance
or changes in the resonance width. Also predicted are changes
in the relative branching ratio between kaon and lepton pairs,
with respect to the Particle Data Group (PDG) [24].

The production mechanism of strangeness in heavy-ion
collisions can be investigated through the measurement of the
particle yields. In this paper, we study system size dependence
by analyzing centrality-selected data. A comparison between
different systems can be made by normalizing to the number
of participant pairs. The expectation is that for production
dominated by soft processes, the yields scale as the number
of participants. We compare the centrality dependence of
strange and nonstrange particle yields to reveal a possible
flavor dependence.

An additional important question is whether the φ mesons
participate in radial flow together with the other hadrons, or if
they freeze-out earlier, as might be true if the small vacuum
cross sections of the φ with hadrons persist in the fireball.
Previous measurements have yielded contradictory results [25,
26]. One of the important advantages of RHIC experiments
is the capability to examine the momentum spectrum as a
function of centrality for a variety of hadrons, which should
yield important additional information on the radial flow issue.
A spectral shape analysis including a simultaneous treatment
of the φ and the more abundant hadrons (π,K, p) will be
presented here.

At high pT , hadrons are primarily produced from the frag-
mentation of hard-scattered partons. One of the most exciting
results from RHIC was the discovery of hadron suppression in
central Au+Au collisions [27,28]; this suppression is absent
in d + Au collisions [29]. Surprisingly, it was also discovered
that proton and antiproton production at intermediate pT (1.5–
4.5 GeV/c) scales with the number of binary nucleon-nucleon
collisions (Ncoll) as would be expected for hard scattering
in the absence of any nuclear modification [30]. In fact, the
intermediate pT antiproton to pion ratios were found to exceed
by a factor of 3 the values expected from parton fragmentation
[30,31]. These experimental results lead to the conclusion that
protons and pions have different production mechanisms at
intermediate pT [30]. One possible explanation invokes parton
recombination from the QGP [32–35]. A measurement of the
nuclear modification factor for the φ meson, which has a mass
comparable to the proton but carries only two quarks, is crucial
for understanding the hadron production at intermediate pT .
In this work we have measured the nuclear modification factor
through the ratio RCP of central to peripheral yields scaled by
their respective Ncoll value.

To put our results into perspective, we begin by describing
the currently available φ data obtained in RHI collisions. The
production of φ mesons has been studied systematically at ever
increasing

√
s from the AGS to RHIC. The E802 collaboration

made the first observation of the φ in fixed-target central
collisions of 14.6A GeV Si+Au (

√
sNN = 5.39 GeV) via the

K+K− channel [36]. They obtained a ratio Nφ/NK− = 11.6%,
roughly consistent with the ratio obtained in pp data over a
wide range of

√
s [37]. The analysis of the E802 rapidity

distributions indicated that the φ production scaled with the
product of the K+ and K− separate yields and that either
there was significant rescattering of the φ after production or
the production itself came after rescattering of the colliding
participants.

Also at the AGS the E917 experiment has reported another
φ measurement with 11.7A GeV Au+Au (

√
sNN = 4.87 GeV)

in the rapidity range 1.2 < y < 1.6 in five centrality bins [38].
The observed yield of the φ increased toward more central
collisions with a distinctly greater than linear dependence
on the number of participants. The yield increase of the φ

in central collisions was stronger than that of the π since
the Nφ/Nπ ratio increased in central collisions. However, the
Nφ/NK+ and Nφ/NK− ratios were constant as a function of
centrality.

At the SPS the NA49 experiment has measured φ pro-
duction in pp, p+Pb, and Pb+Pb collisions with Ebeam =
158A GeV (

√
sNN = 17.5 GeV) in the rapidity range 3.0 <

y < 3.8 [39]. Relative to the pp yields, these data showed
that the ratio of the φ yield to the π yield in central Pb+Pb
collisions was enhanced by a factor of 3.0 ± 0.7. Another SPS
collaboration, NA38/NA50, has measured the φ in the µ+µ−
channel [40,41], for which the extracted effective temperature
and dN/dy differ from those obtained in the K+K− channel
in the same systems. The yield difference between the two
SPS experiments has been calculated to be factors of 2–4 [42],
with the NA38/NA50 result being higher.

The first measurement of the φ meson at RHIC was reported
by the STAR Collaboration [43], in the collisions of Au+Au
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at
√

sNN = 130 GeV at three centralities, 0–11%, 11–26%,
and 26–85%, in the rapidity range −0.5 < y < +0.5. The
extracted temperature T and the ratio Nφ/Nhadrons did not vary
with centrality.

One may summarize the current state of knowledge on
φ production in heavy-ion collisions by stating that the
topic remains highly unexplored territory. The heavy-ion
measurements do indicate that the observed φ yield is not
a simple linear superposition of nucleon-nucleon collisions.
Rather, the data imply the influence of some collective effects.
Whether those effects are induced by cold and/or hot nuclear
matter is not known since there does not yet exist definitive
evidence. Moreover, thus far there has not been precise enough
heavy-ion data that can address the question of the change
in the φ mass or its width in the cold nuclear or the hot
QGP medium. And except for one experiment measuring the
dimuon channel, there is a scarcity of useful quantitative in-
formation in heavy-ion collisions concerning the φ decay into
dileptons.

In this paper we report on a measurement of the φ yield
at midrapidity in collisions of Au+Au beams from RHIC at√

sNN = 200 GeV as measured in the K+K− channel by the
PHENIX detector. The paper is organized as follows. In Sec. II
we give a short review of the PHENIX detector configuration.
In Sec. III we describe the data analysis procedure. Section IV
presents and discusses the results. The first precision measure-
ments of φ mass and width values obtained in RHI collisions
as a function of centrality are given in Sec. IV A. Absolute
yields as a function of pT for three centrality bins are shown
in Sec. IV B. The centrality dependence of yields and ratios
are studied in Sec. IV D. In Sec. IV D the spectra shapes are
interpreted in the framework of a hydrodynamical model and
the freeze-out conditions are extracted. Finally, the nuclear
modification factor RCP for the φ is obtained and compared to
those of pions and protons in Sec. IV E.

II. PHENIX DETECTOR

The PHENIX detector consists of two spectrometer arms at
near zero rapidity, two forward rapidity muon spectrometers,
and three global event characterization detectors. The central
arm spectrometers, shown schematically in Fig. 1, are located
east and west of the beam line with π/2 radian azimuthal
coverage each. These spectrometers are designed to detect
photons, electrons, and charged hadrons. The φ data for this
paper were obtained with the central arm detector subsys-
tems, which provide high-resolution particle identification
and momentum reconstruction. A complete description of the
PHENIX apparatus has been published elsewhere [44–49]. We
present a brief review of the relevant detector subsystems in
the following sections.

A. Global detectors

The global detectors furnish the start time signals, collision
vertex measurements, and interaction centrality. The centrality
for events in the Au+Au collisions is determined [50] by
combining the data from two subsystems: the zero degree
calorimeters (ZDC) [48] and the beam-beam counters (BBC)

West Beam View

PHENIX Detector

East

BB

MVD

PbSc PbSc

PbSc PbSc

PbSc PbGl

PbSc PbGl

TOF

PC1 PC1

PC3

PC2

Central
Magnet TEC

PC3

RICH RICH

DC DC

FIG. 1. (Color online) Beam’s-eye view of the PHENIX central
arm detector subsystems.

[47]. The ZDC are hadronic calorimeters located 18 m
downstream and upstream of the interaction point along the
beam line. These calorimeters detect the energy carried by
spectator neutrons. The BBC are Čerenkov telescopes placed
±1.44 m from the center of the beam collision region in the
pseudorapidity region 3.0 < |η|< 3.9. The correlation between
the ZDC energy sum and the charge sum recorded in the BBC
determines the centrality of the collision event. The BBC data
also determine the longitudinal collision coordinate (zvertex)
and the start time for the time-of-flight measurements.

B. Central arm detectors

The central arm spectrometers [49] in PHENIX provide
charged particle tracking and particle identification. This
analysis was done with the east arm spectrometer. The φ →
K+K− decay kinematics are such that that the PHENIX
detector has negligible acceptance for the very low pT φ

particles, which would decay into east-west kaon pairs. The
data included information from the drift chamber (DC), the pad
chambers (PC1 and PC3), the high-resolution time-of-flight
(TOF) wall, and the electromagnetic calorimeter (EMCal)
lead-scintillator detectors (PbSc), as depicted in Fig. 1.

Pattern recognition and tracking of the charged particles are
accomplished using the DC information by a combinatorial
Hough transform method [51]. The DC subsystem is located
at an average radial distance of 2.2 m from the beam line.
It is a projective tracking detector providing high-precision
measurements in the azimuthal XY plane, which are combined
with the XYZ single spatial point measurement from the
PC1 located at 2.45 m. These data, together with the BBC
zvertex information, are sufficient to determine the track’s
initial momentum vector, whose magnitude is obtained with a
resolution δp/p � 0.7% ⊕ 1.0% × p (GeV/c). The first term
in this expression is due to the multiple scattering before the
DC and the second term is the angular resolution of the DC.
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Based on identified mass measurements obtained with the TOF
subsystem, the absolute momentum scale is known to ±0.7%.

Tracks obtained from the DC/PC1 detectors are projected
to the PC3, TOF, and PbSc detectors where associations can
be made. The high-resolution TOF subsystem provides one
set of mass measurements while the PbSc detectors provide
a geometrically independent set of mass measurements. The
TOF wall is positioned 5.06 m from the beam line and consists
of 960 scintillator slats oriented along the azimuthal direction.
It is designed to cover |η| < 0.35 and �φ = π/4 in azimuthal
angle.

The PbSc detector, covering half of the east arm and entire
west arm, can also be used for hadron timing measurements.
The present analysis uses the PbSc modules in the east arm,
which are located at 5.1 m in radial distance from the beam line
and cover a �φ = π/4 azimuthal range. This detector is con-
structed as separate towers of dimension 5.25 × 5.25 × 37 cm3,
in an alternating lead-scintillator sandwich-type structure
(“shish-kebob”), approximately 18 radiation lengths in depth.
As illustrated in Fig. 1 the TOF and the PbSc sectors are
completely nonoverlapping.

III. DATA ANALYSIS

In this section, we describe the event and track selection,
particle identification, the details of K+K− pair reconstruc-
tion, and the corrections for geometrical acceptance, particle
decay in flight, multiple scattering, and detector occupancy
factors, all of which couple into deriving the φ meson spectra.

A. Event selection

The events selected for this analysis were based on the
PHENIX minimum-bias trigger provided by the BBC and
ZDC. As noted previously, the centrality of each Au+Au
collision event was determined by correlating the BBC
charge sum and the ZDC total energy [50]. The PHENIX
minimum-bias data sample included 92.2+2.5

−3.0% of the 6.9-b
Au+Au total inelastic cross section [29]. This analysis used
20 million minimum-bias events with a vertex position within
|zvertex| < 30 cm.

To study the centrality-dependent physics, we divided these
events into different centrality bins. For the φ meson line-
shape analysis, we used five centrality bins: 0–10%, 10–20%,
20–40%, 40–60%, and 60–92%. The transverse mass (mT )
spectra were reconstructed for three centrality bins: 0–10%,
10–40%, and 40–92%. These bin divisions were chosen to
have approximately equal statistical significance for their re-
spective data points. The centrality of collisions is additionally
characterized by the average number of participants (〈Npart〉)
and the average number of binary nucleon–nucleon collisions
(〈Ncoll〉). These two global quantities, shown in Table I as
a function of centrality, are derived from a Glauber model
calculation [29].

B. Track selection

Only tracks with valid information from the DC and the PC1
were used for the analysis. These tracks were then confirmed

TABLE I. Average number of participants and collisions in
Au+Au reaction at RHIC for different centralities determined from
a Glauber model [29]. The error associated with each number is the
systematic error.

Centrality 〈Npart〉 〈Ncoll〉
(%)

0–10 325.2 ± 3.3 955.4 ± 93.6
10–20 234.6 ± 4.7 602.6 ± 59.3
20–40 140.4 ± 4.9 296.8 ± 31.1
10–40 171.8 ± 4.8 398.7 ± 40.5
40–60 59.9 ± 3.5 90.6 ± 11.8
60–92 14.5 ± 2.5 14.5 ± 4.0
40–92 32.0 ± 2.9 45.2 ± 7.3
Minimum Bias 109.1 ± 4.1 257.8 ± 25.4

by matching the projected and associated hit information at
the TOF wall for the TOF analysis, or at the PC3 and the
EMCal for the PbSc analysis. The differences between the
actual azimuthal and longitudinal hit coordinates compared to
the projected hit coordinates were determined. These tracking
coordinate residuals were converted to standard deviation
residuals by a momentum-dependent function that computed
the expected residual coordinate value. On this basis, a 3σ

track-matching cut was used to accept track associations.
Lastly, for the TOF wall, an energy-loss cut is applied on
the analog signal height from the scintillator slat. This cut has
been described in a previous publication [50].

C. Particle identification

As mentioned earlier, the PHENIX central arm spectrom-
eter utilizes the high-resolution TOF wall and PbSc modules
for hadron mass identification. The kaons in the TOF wall
were identified via reconstructed momentum combined with
a TOF measurement. The timing resolution of this subsystem
is σ � 115 ps. A momentum range of 0.3–2.0 GeV/c was
selected to compute the mass distributions [52]. Figure 2 shows
the mass-squared distribution of all tracks passing through the
TOF module for six different momentum bins. The kaons were
identified by applying a 2σ mass-squared cut, which is shown
by the shaded region in each plot.

The particle identification with the electromagnetic
calorimeter modules is sensitive to the fact that the electro-
magnetic and hadronic interactions produce quite different
patterns of energy sharing between calorimeter towers [53].
As a consequence, the hadron timing properties of the PbSc
depend on the energy deposited on the central tower of the
cluster, particle momentum, particle type, charge, angle of
incidence of the track, etc. The PbSc hadronic timing response
was corrected for these effects and we obtained an overall
timing resolution of σ � 450 ps, which is sufficient to enable
a clear π/K separation within 0.3 < p(GeV/c) < 1.0 using a
2σ mass-squared selection criterion. In Fig. 3 the mass-squared
distributions are plotted for four different momentum slices for
all tracks passing through PC3 and PbSc. The identified kaons
are also shown in the figure by the 2σ width shaded histograms
superimposed on the M2 distributions for all tracks in different
momentum bins.
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FIG. 4. (Color online) K+K+ [(a) and (a′)]
and K−K− [(b) and (b′)] invariant mass spectra
and ratio of real to mixed event spectra, respec-
tively, for the TOF-PbSc combination.

D. K+ K− invariant mass spectra and φ signal extraction

All identified K+ and K− tracks in a given event were
combined to form the invariant pair mass distributions. Three
different pair combinations were used:

(a) both K+ and K− identified by the TOF detector (TOF-
TOF combination),

(b) K+ identified with TOF and K− identified with the PbSc
detector (TOF-PbSc combination), and

(c) both K+ and K− identified with the PbSc detector (PbSc-
PbSc combination).

We did not use the K+ from PbSc and K− from TOF in
the (b) combination. This is because the PHENIX central
arm geometry, in the presence of a 0.8 T m magnetic
field, does not have any acceptance for such pairs be-
low an invariant mass of 1.06 GeV/c2 in the TOF-PbSc
combination.

A large combinatorial background is inherent to the
K+K− pair invariant mass distribution. The combinatorial
background was estimated by an event-mixing method in
which all K+ tracks from one event were combined with
K− tracks of ten other events within the same centrality and
vertex class. The mixed-event technique reproduces the shape
of the unlike-sign combinatorial background. Finally, the size
of the combinatorial background is obtained by normalizing
the mixed-event invariant mass spectra to 2

√
N++N−−, where

N++ and N−− represent the measured yields in K+K+ and
K−K− mass distributions, respectively. This normalization
is derived analytically starting from the assumption that the
number of K± tracks per event-follows a Poisson distribution.
A complete derivation of this is given in Appendix A.

The ability of this event-mixing method to reproduce
correctly the shape of the combinatorial background dis-
tribution was confirmed by constructing, in a similar way,
the mixed-event like-sign spectrum and comparing it to the
same-event like-sign pair distribution. The assumption is that
the like-sign pair distributions are purely combinatoric. For
the three detector combinations, TOF-TOF, TOF-PbSc, and
PbSc-PbSc, the ratio of the measured and combinatorial like-
sign invariant mass distributions were found to be consistent
with 1.0 as a function of the pair mass within statistical errors
for all centrality bins. As an example, in Fig. 4 we plot the
measured and combinatorial “+ +” and “− −” invariant mass
distributions and their ratios for the TOF-PbSc combination as
a function of the invariant mass of K+K+ and K−K− pairs
for minimum-bias events. As can be seen from the figures,
these ratios are equal to the expected value of 1.0 within the
statistical fluctuations.

The systematic uncertainty associated with this normaliza-
tion procedure was estimated to vary between 0.5% and 2% for
the different centralities in the different detector combinations.
When we added all data together to derive the φ spectrum, the
range of the systematic uncertainty is reduced to 0.7–1.0%.

Finally, the φ meson signal was obtained by subtracting
the combinatorial background from the measured unlike-sign
invariant mass spectrum. An example of the K+K− invariant
mass spectrum for the TOF-PbSc combination is shown in
Fig. 5, where we plotted the measured and scaled mixed-event
invariant mass distributions for minimum-bias events. The
lower panel of the figure shows the subtracted mass spectrum.
The corrected yield of the φ mesons from the experimental
data is then determined by integrating the subtracted invariant
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FIG. 5. (Color online) K+K− invariant mass spectra for the
measured and mixed events (top) in the TOF-PbSc combination, and
the subtracted mass spectrum showing the φ meson peak clearly
above the background (bottom).

mass spectrum within a mass window of ±5 MeV/c2 about
the measured φ mass centroid. This narrow mass window
was used as it provided a better signal-to-background ratio
compared with a wider window. Since we will show that there
is no significant centrality dependence of the intrinsic width,
then the extracted yields as a function of centrality are not
being biased by the use of a constant integration window. The
systematic effect of the mass integration window itself on the
corrected yield was studied by varying the stated integration
limit and was found to contribute 2.6–3.2%, depending on
centrality, to the total systematic uncertainty in the integrated
yield.

E. Acceptance, decay, and multiple-scattering corrections

The φ meson yields were corrected for the geometrical
acceptance of the detectors, in-flight kaon decay, multiple-
scattering effects, and nuclear interactions with materials in the
detector using the PISA software package, which is a GEANT-
based [54] Monte Carlo detector simulation of the PHENIX
detector. The simulation was carried out by generating
34 million single φ mesons in a ±0.6 rapidity interval with an
exponential transverse momentum distribution

dN/dpT = pT exp[−mT /(tfo + β2Mφ)] (1)

with tfo = 157 MeV and β = 0.4, that is, an effective slope of
T = 320 MeV in the range 0 < pT < 10 GeV/c. The gener-
ated φ mesons were then propagated through the simulation
package. In this simulation, the BBC, DC, PC, TOF, and
PbSc detector responses were tuned to match the real data
by including their dead areas and by matching their track
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FIG. 6. Detector acceptance efficiency vs transverse mass of the
simulated K+K− pairs for the TOF-TOF, TOF-PbSc, and PbSc-PbSc
combinations. The statistical errors are smaller than the size of the
data symbols.

associations and mass-squared resolutions. That is, the track
association and mass-squared cut boundaries in the Monte
Carlo analysis were parametrized to match the real data. The
K+K− pair acceptance efficiency as a function of transverse
mass was calculated as

ε(mT ) = N reconstructed
φ (mT )

N
generated
φ (mT )

. (2)

The calculated acceptance efficiencies for the TOF-TOF,
TOF-PbSc, and PbSc-PbSc combinations are shown in Fig. 6
as a function of mT . The points in the figure are located at
the center of the bins. In the actual mT spectra, the proper bin
centroids were used. The figure shows that the TOF detector
(closed circles) has low acceptance for the low-momentum
kaon pairs owing to their large opening angles. However, the
TOF covers the largest mT range for the φ particles. As a
result, the TOF efficiency function increases toward higher
transverse mass. In contrast, the TOF-PbSc (open squares)
and PbSc-PbSc (closed triangles) combinations offer better
low-pair-momentum acceptance than the TOF. However, the
high-momentum kaon identification limit in the PbSc leads
to the efficiency function decreasing at the highest transverse
mass values.

To check the sensitivity of the acceptance correction
factors to the input inverse slope of the φ mesons, the
acceptance corrections are calculated for two input inverse
slope parameters, T = 320 and 440 MeV. Both are found to
be almost consistent within ∼1% uncertainty as a function of
the momentum of the generated φ mesons. This is added as a
systematic uncertainty to the acceptance correction factor.

In general, the PHENIX east arm (|η| < 0.35) particle
identification detectors, in the presence of the central arm mag-
netic field, accepts 0.5% of the φ → K+K− pairs generated
within |y| < 0.5 and 1.2 < m

φ

T (GeV/c2) < 4.0. The factors
that influence this geometrical acceptance are the geometry
of TOF and PbSc at the PHENIX east arm, in-flight kaon
decay, multiple-scattering effects, nuclear interactions of the
kaons with detector materials, and the central arm magnetic
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field. Out of those, about 17% of the kaon pairs are finally
reconstructed after single-track reconstruction, track selection
criteria, particle identification cuts, and finally the φ meson
reconstruction within ±5 MeV mass window with respect to
its centroid.

The systematic error associated with the acceptance correc-
tion factor originates from

(i) tuning of detector alignments and mass-squared param-
eters in the Monte Carlo with reference to the real data
(∼3%),

(ii) systematics in the fiducial geometries in the data and the
Monte Carlo (∼12%), and

(iii) variation of the input inverse slope of the event generator
(∼1%).

F. Detector-occupancy correction

The high-multiplicity environment in the heavy-ion col-
lisions produces multiple hits in a detector cell such as in
the slats of the TOF or in the towers of the PbSc. These
occupancy effects reduce the track reconstruction efficiency
in central collisions compared to that in peripheral collisions,
and these occupancy-dependent effects need to accounted for
in calculating the invariant yields. The multiplicity-dependent
efficiency (εoccupancy) factors were calculated by embedding
simulated K+K− pairs into real data events. This study was
done for different centrality bins from 0 to 92% in steps of
10%. We calculated the multiplicity-dependent efficiencies
for TOF-TOF, TOF-PbSc, and PbSc-PbSc pairs separately.
The systematic uncertainty associated with the embedding
procedure was estimated for the three centrality bins used in the
yield determinations, namely, 0–10%, 10–40%, and 40–92%.
The systematic errors, calculated by estimating the occupancy-
efficiency corrections for different track-confirming criteria,
were found to vary from 7% to 10% for the three centrality
bins used here, independent of the pair momenta. Figure 7
shows the εoccupancy factors as a function of collision centrality
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FIG. 7. Multiplicity-(occupancy-)dependent efficiency correc-
tion for detecting the φ meson in the PHENIX detector as a function
of the collision centrality. The most central collisions are to the right;
the most peripheral collisions are to the left. The statistical errors are
less than the size of the data points.

for the K+K− pairs both identified in the TOF detector.
The occupancy-dependent efficiency factors were found to be
independent of the transverse momenta of the pairs.

IV. RESULTS AND DISCUSSION

In this section, we present and discuss the results of
our measurements, which consist of (1) the φ line-shape
analysis, (2) the transverse mass spectra analysis, (3) the
integrated yields and ratios analysis, (4) hydrodynamical fits to
π±,K±, p, p, and φ transverse momentum spectra, and (5) the
centrality dependence of the yields and nuclear modification
factor RCP as compared to that of pions and (anti)protons.

A. Line-shape analysis

The invariant mass spectra of the φ mesons are obtained
by subtracting the combinatorial backgrounds from the same
event K+K− mass spectra. The details of the combinatorial
background analysis were described in Sec. III D. For the best
statistical precision, we combine data from TOF and PbSc
detectors to analyze the φ mass centroids and widths at the
five different centrality bins. This is done by simply adding
the measured and combinatorial invariant mass spectra from
the three independent subsystem combinations mentioned
in Sec. III D and then subtracting the total combinatorial
background from the total measured mass spectra.

Figure 8 shows the minimum-bias φ → K+K− invariant
mass spectrum for the PHENIX data. The subtracted φ mass
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FIG. 8. (Color online) Minimum-bias φ → K+K− invariant
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background K+K− mass distributions. The bottom panel shows
the subtracted mass spectrum fitted with a relativistic Breit-Wigner
function convolved with a Gaussian resolution function.
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TABLE II. φ meson mass centroid and width for the minimum-
bias Au+Au collisions at

√
sNN = 200 GeV. The corresponding PDG

values are Mφ = 1.019456 GeV/c2, 	φ = 4.26 MeV/c2.

Parameter Value (MeV/c2)

Centroid 1.01877 ± 0.00014 (stat) ± 0.00085 (syst)

Width 4.24 ± 0.45 (stat) ± 0.55
0.51 (syst)

spectrum (lower panel), containing approximately 5100 φ

mesons in the fit region, is fitted with a relativistic Breit-
Wigner (RBW) mass distribution function [38] convolved
with a Gaussian experimental mass resolution function. Using
Monte Carlo studies based on the experimentally measured
single-kaon momentum resolution, the experimental φ mass
resolution is calculated to be 1.0 MeV/c2. This pair mass
resolution value is found to be almost constant across the
kinematic region of acceptance.

The errors on the data points in Fig. 8 reflect the statistical
errors only. The systematic errors associated with the mass
centroid and width measurements originate from the magnetic
field uncertainties in the kaon momentum determination and
the combinatorial background normalization procedure. The
minimum-bias line-shape parameters (centroid and width)
derived in our analysis are listed in Table II. The fitted
minimum-bias φ mass centroid and width are consistent at the
one standard deviation (1σ ) level with the PDG values [55],
taking into account both systematic and statistical errors. The
centroids and widths from the mass spectra of the three
independent subsystem combinations are also found to be
consistent with PDG values within errors.

We investigated the centrality dependence of the φ meson
line shapes. For each centrality bin, we again fitted the φ mass
spectrum with the RBW function convolved with a Gaussian
experimental φ mass resolution. The results are presented
in Fig. 9. The left panel of the figure shows the centrality
dependence of the fitted centroids. The upper and lower 1σ

systematic error limits are indicated. The dotted line shows the
PDG mass centroid. The solid line indicates the result obtained
with a one-parameter constant fit through the measured data

points. These results lead to two immediate conclusions. First,
to within less than 1 MeV/c2 there is no observed centrality
dependence of the φ meson mass centroid, and second, the
fitted centroids at all centralities are consistent with the PDG
value within the statistical and systematic uncertainties of our
measurements.

The φ mass widths, as shown in the right panel of the
figure, are studied as a function of the centrality. The error
bar on each point shows the statistical error; the bands on the
points indicate the systematic errors. The dotted line shows
the PDG φ mass width. The solid line shows the results of the
constant-fit assumption to the data points. Again, within the
statistical and systematic error limits shown, there is no
convincing evidence of a variation of the φ width as a function
of centrality.

The topic of medium effects on meson masses has been ac-
tively investigated in the recent literature [7–10,20,23,56–58].
The predictions are that for both cold and hot nuclear matter
there could be a decrease of the φ mass value by a few MeV/c2

or even tens of MeV/c2. Even more dramatically the width
could increase by several multiples above the PDG value
of 4.26 MeV/c2. A sample of such predictions is given in
Table III. However, one of the models [20] considers the
φ → K+K− channel largely insensitive to medium effects
since the kaons are “unlikely to escape without reacting
further, thus destroying any useful information possessed
about the φ.” In this sense the φ → K+K− is inherently
biased in that only φ decays that are unaffected by the medium
changes, for example those produced peripherally, can be
detected.

It is sometimes thought that because the vacuum cτ of the
φ is ≈ 45 fm/c there will be only limited sensitivity to medium
effects in any case. However, if the resonance width were to
actually increase by several times, as indicated in Table III,
then the cτ would then approach or be even substantially less
than 10 fm/c, which is a size compatible with the expected
collision volume. The dramatic width changes predicted in
either cold or hot nuclear matter might be visible, at least
in the dilepton channel if not also the K+K− channel, as a
function of centrality.
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FIG. 9. (Color online) Centrality depen-
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φ intrinsic width (right panel), where the Npart

to Centrality correspondence is given in Table I.
For the mass centroid plot, the 1σ systematic
error limits on the data points are shown by the
two continuous bands. The dotted line shows
the PDG centroid value (1.019456 GeV/c2). The
solid line indicates the centroid value obtained
from a one-parameter-fit assumption. For the
width plot the systematic errors on the RBW
widths are indicated as bands on each data point.
Similarly, the dotted line shows the PDG width
value (4.26 MeV/c2), and the solid line shows
a one-parameter-fit result for the measured data
points.
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TABLE III. Theoretical predictions for changes in the φ resonance.

Authors Models Environment Predictions

Caberara and Vicente Chiral SU(3) Cold hadronic Mφ → 1.011 Gev
Vacas [23]

	φ → 30 MeV/c2

Pal, Ko, and Lin [13] AMPT Hot hadronic Mφ → 0.95 GeV/c2 at twice normal nuclear density (ρ0)
Chiral Lagrangian 	φ → 45 MeV/c2 at 2ρ0

Suppression of φ → K+K− relative to φ → e+e−

Oset and Ramos [21] Kaon mass renormalization Cold hadronic Mφ unchanged
	φ → 22 MeV/c2

Smith and Haglin [20] One-Boson exchange Hot hadronic Mφ unchanged
	φ → 14–24 MeV/c2

Blaizot and Mendez Nambu-Jona-Lasino Hot hadronic Mφ → 2MK at T ≈ Tcritical

Galain [12]
	φ reduced by a factor of 6
φ → K+K− disappears

Bi and Rafelski [14] Bag model Hot hadronic Mφ → 1.029 GeV/c2 at T ≈ Tcritical

Chiral invariance 	φ → 10 MeV/c2

The present mass centroid and width data, which are
integrated over the available mT range, rule out any major
changes with respect to the PDG values. Specifically, the
one-parameter fit result of 3.97 ± 0.34 MeV/c2 obtained
here excludes at the 99% confidence level a width value of
4.75 MeV/c2 or greater. Possibly at the lowest mT values,
where the φ would remain longer in the collision volume, or
with the availability of more finely binned centralities, there
could be visible evidence of in-medium effects. However,
the current data sample is insufficient to explore these
possibilities.

It seems clear from the current set of theoretical models that
an observed change in the φ width would not be itself indicative
of a QGP formation. One would first have to constrain the
cold nuclear medium effects on the φ as could be obtained in
d+Au collisions, or by comparing peripheral Au+Au collision
data results with central collision data. It is also important to
measure the φ mass in the dilepton e+e− channel. That channel
should be more sensitive to the φ that are produced deeper or
earlier in the collision volume.

B. Spectral-shapes analysis

At low mT , the spectral shapes carry information about the
kinetic freeze–out conditions. Since the centrality dependence
reveals the effect of the system size on the fireball evolution
it becomes desirable to study the centrality dependence of the
spectral shapes. Transverse mass spectra were obtained in three
centrality bins corresponding to 0–10%, 10–40%, and 40–92%
of the total geometrical cross section. We count the same event
K+K− pairs within a defined mass window (±5 MeV/c2 with
respect to the φ mass centroid) and estimate the number of
combinatorial background pairs within that window. In each
centrality bin, the data are divided into different mT bins.
The invariant mass spectrum for the same events and the
background distributions are obtained for each of these mT

bins. Finally, the background is subtracted from the same-

event invariant mass spectrum within the aforementioned
±5 MeV/c2 φ mass window to determine the number of
reconstructed φ mesons within that mT bin. The reconstruction
of the φ in the Monte Carlo simulation takes into account the
effect of the φ mass window size.

The φ mesons are reconstructed using kaons identified in
the TOF and the PbSc detectors. Three detector combinations
(TOF-TOF, TOF-PbSc, and PbSc-PbSc) are used to obtain
three independent transverse mass spectra. Figure 10 shows
the minimum-bias mT spectra for these three combinations.
The combined result, which is the weighted sum of the three
combinations, is also included. For better visibility of the
data points, TOF-TOF, TOF-PbSc, and PbSc-PbSc spectra are
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FIG. 10. Minimum-bias mT spectra of the measured φ mesons for
three different PHENIX subsystem combinations, with scale factors
as indicated. The combined spectrum is fitted with an exponential
function in mT , Eq. (3). The lines drawn through the individual
spectra (TOF-TOF, TOF-PbSc, and PbSc-PbSc) represent the same
fit parameters as in the minimum-bias case. Statistical error bars are
shown.
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TABLE IV. Minimum-bias dN/dy and T for different subsystem combinations. The statistical and systematic errors are shown after the
first and second ± signs, respectively.

Subsystem Combination TOF-TOF TOF-PbSc PbSc-PbSc Full Data Set

dN/dy 1.16 ± 0.17 ± 0.19 1.37 ± 0.15 ± 0.22 1.47 ± 0.26 ± 0.27 1.34 ± 0.09 ± 0.21
T (MeV) 380 ± 18 ± 22 385 ± 34 ± 28 311 ± 47 ± 65 366 ± 11 ± 18

scaled by a factor of 0.5, 0.1, and 0.05, respectively. The mT

spectrum obtained from the PHENIX detector is fitted with
the exponential function

1

2πmT

d2N

dmT dy
= dN/dy

2πT (T + Mφ)
e−(mT −Mφ )/T , (3)

where dN/dy and the inverse slope T are returned as two
fitting parameters. The lines drawn through the TOF-TOF,
TOF-PbSc, and PbSc-PbSc spectra represent the same fit but
are scaled with the same scaling factors as the data points.
Comparison of the individual spectra to the fit obtained from
the combined spectrum demonstrates the consistency among
the different measurements, which have different systematic
uncertainties. The TOF-TOF, TOF-PbSc, and PbSc-PbSc spec-
tra are also independently fitted using Eq. (3). The resulting
dN/dy and T are tabulated in Table IV. Both statistical and
systematic errors are quoted. The systematic errors on dN/dy

originate from the systematic uncertainties associated with
extraction of the yields in each mT bin (see Appendix C)
and the uncertainties from the fitting procedure. The latter is
sensitive to the extrapolation of the mT spectra to mT = mφ .
A detailed account of systematic errors on dN/dy and T in
the full dataset from all sources is shown in Appendix C. We
also fitted the TOF-TOF and TOF-PbSc data over the smaller
mT range of the PbSc-PbSc data and obtained consistent sets
of dN/dy and T values from that check.

Figure 10 and Table IV indicate that the three different
analyses with different systematic uncertainties give consistent
results. This allowed us to combine the results and make use
of the maximum available statistics in each mT bin. This
combined spectrum was used to obtain the physics results
discussed in the next sections.

Figure 11 shows mT spectra of the φ mesons in 0–10%,
10–40%, 40–92%, and minimum-bias centrality classes. The
data points representing the invariant yield as a function of
transverse momentum are given in Appendix B. Each spectrum
is fitted with an mT -exponential function, Eq. (3). The φ yield
per unit of rapidity (dN/dy) and inverse slope (T ) obtained
from the fits are shown in Table V and are summarized in
Figs. 12 and 13 [59].

C. Yields and ratios

Hadron yields and ratios carry information about the chem-
ical properties of the system. The yields of strange particles
have been of particular interest as they help in understanding
the strangeness enhancement in heavy-ion collisions and the
equilibration of strangeness. It is important to study these
phenomena as a function of system size. Centrality-selected
data can be particularly useful in this respect. Here we present

the yield of the φ mesons at midrapidity as a function of
centrality and compare this yield to the yields of other hadrons
and the results from lower energy heavy-ion collisions. The
dN/dy of φ (shown in Fig. 12) is found to increase steadily
with centrality. In the right panel, the yield is normalized to the
number of participant pairs to take into account the size of the
system. Within the error bars this normalized rapidity density
is approximately independent of centrality with a possible
slight increase from peripheral to the midperipheral colli-
sions. The trend is quite different from lower energy results
measured at the AGS. In [38], the yield of φ was reported
to be increasing greater than linearly with the number of
participants.

We now consider the ratio of strange to nonstrange particles
to understand the extent and mechanism of the strangeness
enhancement in heavy-ion collisions. The ratios K+/π+ and
K−/π− are shown in Figs. 14 (a) and (b). Both ratios show
an increase of ≈60% from peripheral to central collisions.
Most of this increase is for Npart < 100. Only a mild increase
or saturation is observed from midcentral to the top centrality
bin [50]. Figures 14 (c) and (d) show the centrality dependence
of the φ/π and φ/K ratios. The limited statistics prevent us
from extending the φ measurements into larger number of
centrality bins spanning the more peripheral events. The φ/K

ratio, in this limited number of centrality bins, is approximately
flat as a function of centrality. The possibility of structure in the
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FIG. 11. mT spectra of φ mesons for 0–10%, 10–40%, 40–92%,
and minimum-bias (0–92%) centrality classes, with scale factors as
indicated. Each spectrum is fitted with an exponential function in mT ,
Eq. (3), with the fit parameters listed in Table V. Statistical error bars
are shown.
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TABLE V. dN/dy and T for different centrality bins.

Centrality dN/dy T
(%) (MeV)

0–10 3.94 ± 0.60 (stat) ± 0.62 (syst) 376 ± 24 (stat) ± 20 (syst)
10–40 2.22 ± 0.18 (stat) ± 0.35 (syst) 360 ± 13 (stat) ± 23 (syst)
40–92 0.32 ± 0.03 (stat) ± 0.05 (syst) 359 ± 15 (stat) ± 16 (syst)
Minimum Bias 1.34 ± 0.09 (stat) ± 0.21 (syst) 366 ± 11 (stat) ± 18 (syst)

φ/π ratio is difficult to infer from our data within the error bars.
One might expect to see some centrality dependence in the φ/π

ratio because there is obviously a centrality dependence to the
K/π ratio. However, we do not have enough centrality bins,
nor enough signal in each bin, from which to conclusively
identify a centrality dependence in φ/π . The flat behavior of
the φ/K ratio indicates that there is no pronounced difference
in the production of open (kaon) and hidden (φ) strangeness
in heavy ion collisions at RHIC energies. Production in the
hadronic stage via kaon coalescence K+K− → φ seems to be
excluded by these data, as it would result in an increase in
φ/K− as a function of Npart, which is not observed.

The collision energy dependence of the φ yield is shown
in Fig. 15, where we plot the dN/dy per participant pair
as a function of the number of participants for different
colliding energies. The figure indicates two aspects of φ meson
production at various energies. First, as we go from AGS to
SPS to RHIC, the φ meson yield per participant increases by
an order of magnitude overall. Secondly, at the AGS energy,
we find a steady increase of φ production per participant pair
from peripheral to central collisions. It is worth mentioning
that the NA50 experiment [25] at CERN SPS reported an
increase in fiducial φ yield (in the µ+µ− decay channel) per
participant from peripheral to central collisions although the
yield per participant showed saturation within the error for
the top centrality bins. The yield of φ mesons at RHIC,
on the contrary, is found to be almost independent of
centrality.

To investigate further the mechanism of φ enhancement
with increase in collision energy, we study the two ratios φ/π

and φ/K− as a function of collision energy as illustrated in
Fig. 16. The φ/π ratio is found to increase with the collision
energy from AGS to RHIC. The φ/K− ratio, in contrast,
remains almost constant within the error bar with increasing
collision energy.

D. Hydrodynamical model fits to the spectral-shape data

From the φ spectral data shown in the preceding sections,
we can conclude that the transverse mass distributions are
well described by an exponential distribution and are quite
similar for all the centralities. There is little, if any, centrality
dependence of the inverse slope parameter in the measured
centrality bins, as shown in Fig. 13. The exponential behavior
is expected for particle production from a thermal source.

If the system develops collective motion, particles expe-
rience a velocity boost resulting in an additional transverse
kinetic energy component. This motivates the use of the trans-
verse kinetic energy (i.e., transverse mass minus the particle
rest mass) for studying flow effects. Traditionally, the CERN
experiments [60,61] have used simple exponential fits to the
transverse kinetic energy distributions and often quote just one
number, the inverse slope T, to characterize the spectra. These
fits are usually done in the range (mT − m0) < 1 GeV/c2 to
minimize the contribution from hard processes.
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FIG. 12. (Color online) Centrality depen-
dence of φ yield at midrapidity. The value
of dN/dy increases steadily with the number
of participants Npart (left) whereas the dN/dy

per participant pairs increases slightly from
peripheral to midcentral events and saturates
after that (right). The error bars indicate the
statistical errors. The shaded boxes on each data
point are the systematic errors.
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FIG. 13. (Color online) Centrality dependence of the inverse
slope T.

The results of such fits, obtained from previously published
PHENIX π±,K±, p, and p data [50] are shown in Fig. 17.
The slope parameters show a clear mass dependence, as
expected from radial flow. The mass dependence increases
from peripheral to central collisions, indicating stronger

collectivity in the more central events. The φ meson has
mass similar to that of the proton. Hence we expect that
if the φ participates in the collective flow then its inverse
slope will be affected by this motion. For protons, the slope
parameter changes significantly from peripheral to central
collisions. As just noted, the φ inverse slopes show no such
centrality dependence. An important difference between the
results obtained for p, p, and φ is that those for the proton
and antiproton have been fitted within a limited low-mT

range [(mT − m0) < 1 GeV/c2] as motivated by the previous
discussion. In the case of the φ the full measured range has
been used for the fit because of the limited data at low mT .
As shown in Fig. 11, the three data points below 1 GeV/c2 are
consistent with the fit over the entire mT range.

The detailed study of the higher statistics (anti)proton
spectra [50] indicated that (anti)proton spectra cannot be
described by a single exponential in mT − m0, if the full
measured range is considered. Although easy to visualize,
the one-parameter inverse-slope analysis proves to be too
simplistic as a way to infer the kinetic properties of the system.
In particular, the degree to which the φ mesons participate in
the collective expansion will be shown (see Fig. 22) to be
obscured in this simple approach.

A more sophisticated approach to this problem is to
compare the particle spectra to a functional form that describes
a boosted thermal source, based on relativistic hydrodynamics
[62]. This is a two-parameter model, termed the “blast-wave”
model, in which the surface radial flow velocity (βT ) and the
freeze-out temperature (Tfo) are extracted from the invariant
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cross-section data according to the equation

dN

mT dmT

∝
∫ R

0
f (r) r drmT I0

(
pT sinh ρ

Tfo

)
K1

(
mT cosh ρ

Tfo

)
,

(4)

where I0 and K1 represent modified Bessel functions with
ρ being the transverse boost, which depends on the radial
position according to

ρ = tanh−1(βT )r/R. (5)

Here the parameter R is the maximum radius of the expanding
source at freeze-out. The function f (r) represents the density,
which is taken to be uniform in this calculation. A detailed
comparison between our implementation of the blast-wave
model and the results of full hydrodynamics calculations has
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as a function of collision energy. The data symbols have the same
meanings in both the top and the bottom parts of the figure.

been reported previously in [63] and the results were found to
be consistent.

To study the parameter correlations, we make a grid of (Tfo,
βT ) pairs and then for each pair we perform a chi-squared
minimization for each particle type. We use a linear velocity
profile and constant particle density distribution. The first fit
attempt is performed simultaneously for the six particle species
π±,K±, p, and p in the range (mT − m0) < 1.0 GeV/c2.

The experimental data for p and p have been corrected for
� and � decays. However, the invariant yields of π± and K±
include feed-down from the decay of resonances and weak
decays. To take this into account we add the decay of mesonic
(ρ, η, ω,K∗, . . .) and baryonic (�,�,�, . . .) resonances as
follows:

(1) Generate resonances with the transverse momentum distri-
bution determined by each combination of Tfo and βT .

(2) Simulate the decays using a Monte Carlo approach and
obtain π± and K± distributions.

(3) Merge all particles, where the particle abundance is
calculated with chemical parameters [64]Tch = 177 MeV,
µB = 29 MeV.

The two-parameter Tfo versus βT fit results obtained in this
analysis for the most central bin are shown in Fig. 18. Shown in
the lower panel of the figure are the χ2 contour levels obtained
from fitting each particle spectrum separately. We observe
that the parameters Tfo and βT are anticorrelated; the different
particles have different preferred parameter space and different
sensitivity to the parameters. For example, the contours for the
heavier particles are more sensitive to the flow velocity than
to the kinetic freeze-out temperature. The minimum valleys
in the contours for the six particle species do overlap at a
single common point at the 2σ level. To find the values of
the parameters at this overlap point, a simultaneous fit for the
six single-particle spectra (π±,K±, p, and p) was done; the
result converges to a best fit value of Tfo = 108.9+2.6

−2.4 MeV
and βT = 0.771+0.003

−0.004. Using these parameters, we obtain the
transverse momentum shapes shown in Fig. 19, where we also
include the prediction for the φ spectrum shape, which was
not part of the original fit. The shape of the φ spectrum is
reproduced well.

For the two other centrality bins in this study, 10–40%
and 40–92%, we show the best-fit hydrodynamical results in
Figs. 20 and 21, respectively. Again we see that the φ transverse
momentum shapes are reproduced by the same flow parameters
that fit the identified hadron data at the same centrality bins.

For a second hydrodynamical fit attempt, we include
the φ transverse momentum 0–10% centrality data along
with the previously identified hadron data as part of the
χ2 minimization search. The flow parameters derived with
the φ data included are numerically consistent with the
flow parameters derived previously without the φ data being
included.

The two-dimensional grid-search best-fit values for the
blast-wave parametrization as a function of centrality are
tabulated in Table VI. The radial average expansion velocity
〈βT 〉 is also given in this table. For the range of centralities
studied here, the expansion velocity parameter is seen to
decrease moderately for more peripheral collisions whereas
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Au+Au collisions at
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in mT − m0. Figure taken from Ref. [50].

the kinetic freeze-out temperature increases more significantly,
by approximately 40%. If one takes these parameters literally,
then the more peripheral collisions are subject to decreased
radial flow while correspondingly the particles are decoupling
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FIG. 18. (Color online) Contour plots for the hydrodynamical fit
to the 200-GeV single-particle transverse momentum spectra for the
π±, K±, p, and p in the 0–10% centrality bin. The contour lines are
in 1σ steps. The upper plot is from a simultaneous fit with the best
value shown as the dot. The lower plot is from independent fits for
the six-particle spectra.

kinetically from each other at temperatures closer to the
chemical freeze-out temperature. This is a physically reason-
able scenario given fewer participants in the initial expansion
phase.

It should be pointed out that our present φ transverse
momentum range does not extend below 0.8 GeV/c. The
spectral shapes at low mT , especially for the heavier particles,
are mostly sensitive to the expansion velocity. In the range
of our φ measurement, it is more appropriate to consider the
asymptotic behavior of the spectral shapes, which for mT �m0

is given by [62]

Teff = Tfo

√
(1 + βT )/(1 − βT ), (6)

where Teff is the slope parameter obtained using an mT

exponential fit, as in Eq. (3). It is interesting to note that
the measured asymptotic slopes do not seem to depend on
centrality, although both Tfo and βT show a clear centrality
dependence. This either is due to a cancellation effect in
Eq. (6), since the parameters are anticorrelated, or indicates
that the hydrodynamics description is no longer valid at these
large transverse momenta. We conclude that although the φ

data themselves cannot constrain the kinematic freeze-out
conditions, they are consistent with the hydrodynamical results
obtained from the simultaneous fit to the π±,K±, p, and p

spectra.

TABLE VI. Blast-wave-model parameters [62] as a function of
centrality from fitting π±, K±, p, and p spectra. The fit parameters
quoted here are the results from fitting the six identified hadrons
spectra simultaneously, without including the φ.

Centrality Tfo [MeV] βT 〈βT 〉 χ 2/NDF
(%)

0–10 108.9+2.6
−2.4 0.771+0.003

−0.004 0.572+0.003
−0.003 148.0/46

10–40 119.0+1.5
−1.5 0.748+0.003

−0.003 0.550+0.002
−0.002 212.1/46

40–92 150+2
−2 0.630+0.005

−0.005 0.447+0.004
−0.004 150.9/46
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E. Nuclear modification factor RCP for φ mesons

One of the most important result demonstrated so far in
the study of relativistic heavy ions at RHIC is the observed
suppression of high-pT pions in central collisions as compared
to either pp collisions or peripheral Au+Au collisions [65].
A second, quite surprising observation is the unusually large
(anti)proton-to-pion ratio at high pT . In particular, PHENIX
has observed [30] that in central Au+Au collisions the p/π

and p/π ratios are enhanced by a factor of 3 at intermediate
pT (1.5 < pT < 4.5 GeV/c) as compared to the ratios in
pp collisions and the ratios obtained in quark and gluon
jets measured in e+e− collisions [66]. It was also observed
that proton and antiproton production scales with Ncoll in
this pT region, in sharp contrast to the strong suppression

of pion production [30]. In pp collisions high-pT particles
are the result of the fragmentation of partons. Because of
the power-law nature of the hard-scattering spectrum, most
of the particles at high pT are expected to be leading
hadrons. The fragmentation functions, at least in vacuum, are
expected to be universal and independent of the colliding
system under consideration. However, at intermediate pT

(1.5–4.5 GeV/c) the PHENIX results from central Au+Au
collisions are inconsistent with the known fragmentation
functions.

There are several conjectures that may explain the unex-
pected PHENIX result:

(1) hydrodynamic flow generated from the hadronic stage
[67],
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(2) hydrodynamic flow generated at a partonic stage together
with particle production from the recombination [32–34],

(3) baryon junctions as a mechanism for an usually large
buildup of baryons and antibaryons at midrapidity
[68], or

(4) in-medium modified fragmentation functions [69].

The first three possibilities invoke soft processes to populate
a region of pT that is dominated by hard scattering in pp
collisions. The soft production at intermediate pT is enhanced
for protons and antiprotons, whereas pions remain dominated
by hard scattering. In conjecture 4, the production for both
pions and p, p is by hard scattering, but the fragmentation
functions are modified in the medium, thus resulting in
enhanced p/π and p/π ratios.

The second of these conjectures is particularly impor-
tant since this hypothesis presupposes a partonic state with
collective behavior. A critical factor that may differentiate
among these scenarios is whether the large abundance of
protons is due to its mass or to the number of con-
stituent quarks [32–35]. Hydrodynamic flow generated at
the hadronic stage imparts a single velocity to the moving
matter; hence similar mass particles should exhibit the same
momentum increase from this effect. In contrast, hypotheses
2 and 3 depend on whether the particles are baryons or
mesons.

The φ meson which has a mass similar to that of a
proton yet, like the pion, has two constituent quarks, should
distinguish between conjecture 1 and 2 or 3. We examine
the scaling properties of the intermediate-pT yields of the
φ and compare those to the yields of (p + p)/2. Figure 22
shows the transverse momentum spectra measured in three
different centralities, each scaled down by the number of
binary nucleon-nucleon collisions. The (anti)proton spectra
show two pronounced features. Below pT < 1.5 GeV/c, the
spectral shapes are strongly influenced by the radial flow
and thus the more central data have a harder slope. Above

pT = 1.5 GeV/c, the effect of radial flow is negligible. The
spectra converge to the same line. Moreover, they scale with
Ncoll for all centrality classes, as expected for hardscattering
unaffected by the nuclear medium. The φ spectra have a quite
different behavior. There is no visible curvature at lower pT .
This could be because the φ spectra have only two (rather wide)
bins below pT = 1.5 GeV/c—the region where the curvature
in the proton spectra is most pronounced. A curved functional
form can be fit to the spectra with acceptable χ2, as already
discussed in Sec. IV D. At higher pT the φ spectra run parallel
to the (anti)proton spectra, but they do not obey Ncoll scaling.
To examine this feature on a linear scale, we plot the ratio
between the central and peripheral data, that is, the ratio RCP
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014903-18



PRODUCTION OF φ MESONS AT MIDRAPIDITY IN
√

sNN = 200 GeV Au+Au . . . PHYSICAL REVIEW C 72, 014903 (2005)

 [GeV/c]Tp
0 1 2 3 4 5 6 7

cp
R

0

0.5

1

1.5

2

2.5

40 - 92%
0 - 10%φ

2
pp + 

0π

FIG. 23. (Color online) Ncoll scaled central to peripheral ratio RCP

for (p + p)/2, π 0, and φ. The proton and pion results are published
[30]. The vertical dotted bar on the right represents the error on
N 0−10%

coll /N 40−92%
coll . The shaded solid bar around RCP = 1 represents

12% systematic error, which can move the proton and/or φ points
with respect to one another. The dotted horizontal line at RCP = 0.62
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(Fig. 23). The systematic error arising from the determination
of Ncoll is about 19%. It is common for all three particle species
shown in the figure, because the nuclear modification factors
were obtained from the same centrality classes. The dotted
horizontal line at RCP = 0.62 is a straight-line fit to the φ data.
To facilitate the comparison between the proton results and
the φ including systematic errors, the Ncoll error is plotted in
two places: with a solid bar around RCP = 1 and with a dotted
bar around RCP = 0.62. Since these errors are correlated, if
the curves in the figure were to change owing to a change
in the value of Ncoll, they will move together up or down
within the extent of the error bars shown. We would like to
emphasize the comparison between the RCP values for the
protons and the φ. In this comparison, the systematic errors in
determining Ncoll cancel. The important systematic errors to
consider are those that can move the φ points with respect to the
proton points. When determining a ratio of spectra measured
at different centralities, most systematic errors cancel. After
removing the Ncoll error, the sources of error that remain for
the φ come from the multiplicity-dependent corrections and
the effect of the mass window as described previously. For the
protons and pions [29,30], the error that remains that is
independent of the error determined for the φ comes from the
multiplicity-dependent corrections. The relative error between
the φ and the proton measurements is evaluated at 7% and
is represented by the extended solid bar just below RCP = 1.
Clearly, the φ’s behavior is more like that of the pions and
not like that of the protons. Thus we conclude that the φ

meson exhibits a suppression effect at intermediate pT similar
to that of the pions. Although we cannot conclude whether φ

production at this intermediate pT is dominated by soft or hard
processes, this observation provides support for models that
depend on the number of constituent quarks in the particle as
opposed to models that depend on just the mass of the particle
to explain the anomalous proton yields. Other RHIC data on
this subject are reviewed in Ref. [70].

V. CONCLUSIONS

A systematic measurement has been made of φ production
at midrapidity in Au+Au collisions with

√
sNN = 200 GeV at

RHIC. The general features of the data include the yield, which
rises from 0.318 ± 0.028 (stat) ± 0.051 (syst) in peripheral
collisions to 3.94 ± 0.60 (stat) ± 0.62 (syst) in central
collisions. There is seen to be little centrality dependence
to the inverse slope, which is about 360 MeV. The centroid
mass and resonance width are extracted with high enough
precision to rule out any large (MeV/c2 scale) deviations
from the accepted PDG values. At pT below 1.5 GeV/c, a
blast-wave analysis of the most central pion, kaon, and proton
spectra with a freeze-out temperature Tfo of 109 MeV and
a transverse velocity βT of 0.77 describes the most central
φ data as well. A similar conclusion, with monotonically
changing results for Tfo and βT , holds for the less central
events. At higher transverse momenta, all particles lie above
the blast-wave fits, which suggests that the dominant particle
production mechanism is no longer soft physics but is giving
way to the expected jet fragmentation. A study of the ratio
RCP of the φ provides a critical new piece of information
in understanding the anomalous proton-to-pion ratio seen in
central heavy ion collisions at RHIC, since the φ is a meson
with a mass similar to that of a proton. The RCP value for
the φ above a transverse momentum of 1.5 GeV/c is about
0.6, similar to that of the pions but inconsistent with the
proton value of 1. This indicates that the φ meson is being
suppressed in this pT range for the more central collisions.
The lower pT blast-wave fits imply hydrodynamic behavior
at the hadronic stage, whereas the inconsistency with simple
hydrodynamics at higher pT is something one would expect
in the jet fragmentation region. This transition is an important
factor to consider as one begins to understand the mechanism
of particle production in central collisions at RHIC.
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APPENDIX A: COMBINATORIAL BACKGROUND

Assume there are N tracks per event of which n are positive
and N − n are negative, the probability of the partition being
P (n) such that

∑N
n=0 P (n) = 1.

All the following expressions refer to the average number
of pairs per event

1. General relation between the number of like and
unlike pairs

The total number of pairs is

Npairs = N (N − 1)

2
. (A1)

The number of +− pairs is

n+− =
N∑

n=0

n(N − n)P (n) = N〈n〉 − 〈n2〉. (A2)

The number of ++ pairs is

n++ =
N∑

n=0

n(n − 1)

2
P (n) = 〈n2〉 − 〈n〉

2
. (A3)

The number of − − pairs is

n−− =
N∑

n=0

(N − n)(N − n − 1)

2
P (n) (A4)

= N (N − 1)

2
−

(
N − 1

2

)
〈n〉 + 〈n2〉. (A5)

We therefore get

n++ + n−− = N (N − 1)

2
− (N〈n〉 − 〈n2〉). (A6)

The last expression is trivial: The number of like-sign pairs is
equal to the total number pairs minus the number of unlike-sign
pairs.

The ratio R of unlike to like pairs is therefore

R = n+−
n++ + n−−

= N〈n〉 − 〈n2〉
N (N − 1)/2 − (N〈n〉 − 〈n2〉) . (A7)

This is a general result, free of any assumption, and
should always be fulfilled, in pure combinatorial back-

ground as well as in a mixture of signal plus combinatorial
background.

2. Combinatorial background

Consider a pure combinatorial background sample. By its
essence there are no correlations between tracks in such a
sample; that is, within an event the probability p to have a
positive (or a negative) track is constant and independent of
the number of tracks. Therefore the probability P (n) of having
n positive tracks out of the total of N tracks is given by a
binomial distribution

P (n) = N !

n!(N − n)!
pn(1 − p)N−n, (A8)

〈n〉 = pN, (A9)

〈n2〉 = σ 2 + 〈n〉2 = Np(1 − p) + p2N2. (A10)

Replacing these values in expression (6) gives

R = (p − p2)

(1/2 − p + p2)
. (A11)

If there is charge symmetry (i.e., p = 0.5) one gets R = 1
and consequently the combinatorial background is given by

nCB
+− = n++ + n−−. (A12)

This is an exact relation. It holds with quite good accuracy
even if there is some charge asymmetry. For example, for an
asymmetry of 10% (i.e., p = 0.525), R = 0.995.

3. The formula NCB
+− = 2

√
N++ N−−

The combinatorial background is rigorously given by this
formula provided that the number N of tracks per event has a
Poisson distribution:

P(N ) = 〈N〉Ne−N

N !
. (A13)

Again we assume that the N tracks are divided into
n positive and N − n negative tracks, the partition is given by
the binomial distribution (A7), and all expressions to follow
refer to average number of pairs per event.

The number of ++ pairs is

N++ =
∞∑

N=2

P(N )
N∑

n=0

P (n)
n(n − 1)

2
. (A14)

Using relations (A7) and (A11) and some algebra leads to

N++ = 1
2p2〈N〉2. (A15)

Similarly, the number of −− pairs is given by

N−− =
∞∑

N=2

P(N )
N∑

n=0

P (n)
(N − n)(N − n − 1)

2
(A16)

= 1

2
(1 − p)2〈N〉2. (A17)
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TABLE VII. mT spectra of φ mesons in different centrality bins. The systematic errors on invariant yields are from combinatorial background
normalization, φ counting mass window, acceptance correction efficiencies from Monte Carlo and occupancy-dependent corrections.

Centrality mT mT Bin Size 1
2πmT

d2N

dmT dy
Stat. Error Syst. Error

(%) (GeV/c2) (GeV/c2) [(GeV2/c4)−2] [(GeV2/c4)−2] [(GeV2/c4)−2]

0–10 1.365 0.4 0.51114 0.15120 0.0778747
1.691 0.2 0.19114 0.04656 0.029121
1.891 0.2 0.12065 0.02702 0.018382
2.091 0.2 0.07313 0.01758 0.011142
2.291 0.2 0.03335 0.01372 0.005081
2.565 0.4 0.01683 0.00541 0.002564
2.891 0.2 0.01353 0.00406 0.002061
3.300 1.0 0.00268 0.00074 0.000408

10–40 1.364 0.4 0.37232 0.04145 0.05667
1.691 0.2 0.09224 0.01255 0.01404
1.891 0.2 0.04872 0.00719 0.00742
2.091 0.2 0.03867 0.00483 0.00589
2.291 0.2 0.02320 0.00389 0.00353
2.564 0.4 0.01246 0.00160 0.00189
2.891 0.2 0.00415 0.00110 0.00063
3.294 1.0 0.00120 0.00021 0.00018

40–92 1.364 0.4 0.04432 0.00622 0.00645
1.691 0.2 0.01295 0.00185 0.00189
1.891 0.2 0.01009 0.00110 0.00147
2.091 0.2 0.00531 0.00074 0.00077
2.291 0.2 0.00287 0.00060 0.00042
2.563 0.4 0.00126 0.00024 0.00018
2.891 0.2 0.00062 0.00019 0.00009
3.293 1.0 0.00019 0.00004 0.00003

The number of combinatorial background +− pairs is

NCB
+− =

∞∑
N=2

P(N )
N∑

n=0

P (n)n(N − n) (A18)

= p(1 − p)〈N2〉. (A19)

Inspecting (A15), (A16), and (A17) shows that

NCB
+− = 2

√
N++N−−. (A20)

APPENDIX B: DATA TABLES OF
CENTRALITY-SELECTED φ SPECTRA

The invariant yields, ( 1
2πmT

)( d2N
dmT dy

), of the φ mesons in
different centrality bins are shown in Table VII.

TABLE VIII. Systematic error in dN/dy.

Centrality δnorm δmass δextrap δMC δoccu δtot
sys

(%) (%) (%) (%) (%) (%) (%)

Minimum Bias 0.7 2.6 4.0 12.4 7.8 15
0–10 0.8 4.2 5.2 12.4 10 17

10–40 1.1 2.3 5.9 12.4 8.5 16
40–92 0.7 3.1 6.0 12.4 7 16

APPENDIX C: SYSTEMATIC ERRORS ON
d N/d y, T , AND mT − SPECTRA

The sources of the systematic errors on yield (dN/dy),
T, and mT − spectra measurements come from the following
sources:

(a) Systematic error on the combinatorial background nor-
malization δnorm: This originates from the systematics of
the event mixing. Since both same-event and mixed-event
like-sign distributions represent pure combinatorials, we
estimated unlike-sign combinatorial background by nor-
malizing the mixed-event unlike-sign distributions to
2
√

NSame event
++ NSame event

−− and 2
√

NMixed event
++ NMixed event

−− ,
and the difference in the extracted φ signal from the real
data between these two normalizations are attributed to
the systematic uncertainty.

TABLE IX. Systematic error in T.

Centrality δmass δfit δtot
sys

(%) (%) (%) (%)

Minimum Bias 0.6 4.9 5
0–10 1.1 5.2 5

10–40 1.1 6.2 6
40–92 1.1 4.2 4
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We use the same normalization factor for all mT bins. So,
these systematics are applicable to the measured dN/dy

only and the absolute normalization of the mT spectra, but
they do not affect their shape and the inverse slope, T.

(b) Systematics of the φ mass window, δmass: We count the
number of reconstructed φ mesons by integrating the φ

meson invariant mass spectra within a ±5 MeV mass
window with respect to the measured centroids in both
data and Monte Carlo. The systematic associated with
this mass window is estimated by measuring the extent of
the changes in dN/dy and T after constructing φ meson
mT spectra within five different mass windows (±3, ±5,
±8, ±10, and ±15 MeV) with respect to the measured φ

centroids.
(c) Uncertainties in extrapolation of φ meson mT spectra to

mT = mφ, δextrap: This is studied by

(i) fitting the mT distributions with two different fitting
functions (exponential and Boltzmann functions)
and

(ii) fitting the transverse mass spectra within differ-
ent mT ranges. These are applied to both dN/dy

and T.

(d) Acceptance correction systematics, δMC: The systematics
associated with acceptance correction factors derived
from Monte Carlo analysis are investigated by considering
two sources:
(i) tuning of detector alignments in Monte Carlo with

reference to the real data (∼3%) and
(ii) systematics in the fiducial geometries in data and

Monte Carlo (∼12%).
The systematic error from this source is independent
of the momenta of reconstructed φ mesons. So, this is
attributed to dN/dy and the absolute normalization of the
mT spectra.

(e) Systematic error in the occupancy-dependent efficiency
corrections, δoccu: The systematic error associated with
this efficiency is estimated by calculating the occupancy-
dependent correction with different track confirmation
criteria and is independent of the pair momenta. This
systematic effect was shown to be momentum indepen-
dent and hence affects these normalization of spectra and
dN/dy, but not the extracted slope parameters.

These systematic errors are quoted in Tables VIII and IX
for dN/dy and T, respectively.
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Abstract

Extensive experimental data from high-energy nucleus-nucleus collisions were recorded us
PHENIX detector at the Relativistic Heavy Ion Collider (RHIC). The comprehensive set of mea
ments from the first three years of RHIC operation includes charged particle multiplicities, tran
energy, yield ratios and spectra of identified hadrons in a wide range of transverse momentpT ),
elliptic flow, two-particle correlations, nonstatistical fluctuations, and suppression of particle pr
tion at highpT . The results are examined with an emphasis on implications for the formation
new state of dense matter. We find that the state of matter created at RHIC cannot be desc
terms of ordinary color neutral hadrons.
 2005 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Historical introduction

A recurring theme in the history of physics is the desire to study matter under ex
conditions. The latter half of the twentieth century saw this quest extended from
nary” atomic systems to those composed of nuclear matter. Even prior to the identifi
of quantum chromodynamics (QCD) as the underlying theory of the strong intera
there was considerable interest in the fate of nuclear matter when subjected to dens
temperature extremes [1–3]. Particularly intriguing was the suggestion that new pha
nuclear matter could be associated with a corresponding change in the structure of t
uum [4]. These considerations gained additional impetus with the realizations that (a
was the correct theory of the strong interaction, (b) the phenomena of quark confin
was a consequence of the nonperturbative structure of the vacuum and (c) this v
structure is modified at high temperatures and/or densities, suggesting that quarks a
ons under such conditions would be deconfined. Taken together, these facts sugg
QCD is a fundamental theory of nature containing a phase transitionthat is accessible to
experimental investigation.

It is quite remarkable that this understanding was achieved very early in the d
opment of QCD. Collins and Perry noted in 1975 [5] that the reduction of the cou
constant at small distances indicated that the dense nuclear matter at the center
tron stars would consist of deconfined quarks and gluons.1 Their treatment focused on th
high-density, low-temperature regime of QCD, but they did note that similar argum
might apply to the high temperatures present in the early universe. An extensive
by Shuryak in 1980 [7] is the first to have examined the high-temperature phase in

* Corresponding author.
E-mail address:zajc@nevis.columbia.edu (W.A. Zajc).

� Deceased.
1 In fact, prior to the development of QCD the quark hypothesis raised serious issues concerning the
of neutron stars [6].
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Fig. 1. Lattice QCD results [11] for the energy density/T 4 as a function of the temperature scaled by the crit
temperatureTC . Note the arrows on the right side indicating the values for the Stefan–Boltzmann limit.

and is also notable for proposing the phrase “quark–gluon plasma” (QGP) to descr
deconfined state:

When theenergydensityε exceeds some typical hadronic value (∼ 1 GeV/fm3), matter
no longer consists of separate hadrons (protons, neutrons, etc.), but as their fund
constituents, quarks and gluons. Because of the apparent analogy with similar ph
ena in atomic physics we may call this phase of matter the QCD (or quark–g
plasma.

Developing a quantitative understanding of the deconfining phase transition in ha
matter and of QGP properties has proven to be a challenging task. While simple d
sional arguments suffice to identify both the critical energy densityεC ∼ 1 GeV/fm3 and
the associated critical temperatureTC ∼ 170 MeV, these values also imply that the tra
sition occurs in a regime where the coupling constant is of order unity, thereby m
perturbative descriptions highly suspect.

Progress in understanding QCD in the extremely nonperturbative domain near th
ical temperature has relied on an essential contribution by Creutz [8], who showe
numerical implementations of Wilson’s lattice formulation [9] could be used to s
phase transition phenomena. This work, together with the continued exponent
creases in computing power, stimulated the development of lattice QCD, which in
has led to detailed investigations of the thermodynamic properties of quarks an
ons [10].

Lattice QCD predicts a phase transformation to a quark–gluon plasma at a temp
of approximatelyT ≈ 170 MeV ≈ 1012 K, as shown in Fig. 1 [11]. This transition tem
perature corresponds to an energy densityε ≈ 1 GeV/fm3, nearly an order of magnitud
larger than that of normal nuclear matter. As noted above, this value is plausible ba
dimensional grounds, since such densities correspond to the total overlap of severa

hadrons within a typical hadron volume of 1–3 fm3. No plausible mechanism exists under
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Fig. 2. Theoretical phase diagram of nuclear matter for two massless quarks as a function of temperatuT and
baryon chemical potentialµ [12].

which hadrons could retain theirin vacuoproperties under these conditions. Lattice cal
lations also indicate that this significant change in the behavior of the system occur
a small range in temperature (∼ 20 MeV), and suggest that the change of phase inclu
the restoration of approximate chiral symmetry resulting from greatly reduced or van
quark constituent masses.

In the limit of massless noninteracting particles, each bosonic degree of freedom

tributes π2

30T 4 to the energy density; each fermionic degree of freedom contributes7
8 this

value. The corresponding “Stefan–Boltzmann” limits of the energy densityεSB for the case
of 2(3) active flavor quark–gluon plasma is then

εSB =



{
2f · 2s · 2q · 3c

7
8 + 2s · 8c

}
π2

30T 4 = 37π2

30T 4, (1){
3f · 2s · 2q · 3c

7
8 + 2s · 8c

}
π2

30T 4 = 47.5π2

30T 4 (2)

after summing over the appropriate flavor, spin, quark/antiquark and color facto
quarks and spin times color factors for gluons. The large numerical coefficients (3
47.5) stand in stark contrast to the value of∼ 3 expected for a hadron gas with temperat
T < TC , in which case the degrees of freedom are dominated by the three pion s
π−,π0,π+.

The exact order of this phase transition is not known. In a pure gauge theory cont
only gluons the transition appears to be first order. However, inclusion of two light q
(up and down) or three light quarks (adding the strange quark) can change the tra
from first order to second order to a smooth crossover. These results are obtained
net baryon density; dramatic changes in the nature of the transition and in the medium
are expected when the net baryon density becomes significant. A schematic versio
phase diagram for an idealized form of nuclear matter with vanishing light quark (u
down) masses and infinite strange quark mass is presented in Fig. 2 [12]. For suffi
large values of the baryon chemical potentialµ this system exhibits a first order pha

transition between hadronic matter and QGP, along with a tricritical point below which
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the transition becomes second order. However, nonzero values of the light quark m
dramatically alter this simple picture: the second order phase transition denoted
dashed line in Fig. 2 becomes a smooth crossover, and the tricritical point correspon
becomes a critical point designating the end of the first order transition found at high
ues ofµ. For example, recent calculations [13,14] indicate that the transition is a cros
for values ofµ � 400 MeV. Given that both theoretical arguments and experimental
suggest that nucleus–nucleus collisions at RHIC (at least near mid-rapidity) are cha
ized by low net baryon density, we will restrict our attention to this regime, while no
that the predicted smooth nature of the transition in this region increases the experi
challenges of unambiguously establishing that such a transition has occurred. We al
that while Fig. 2 shows that the region of low temperature and high baryon density
pected to show a transition to a color superconducting phase of matter, this regime
accessible to RHIC collisions and will not be discussed further.

While the lattice results plotted in Fig. 1 show that the energy density reaches a s
cant fraction (∼ 0.8) of the Stefan–Boltzmann values in the deconfined phase, the dev
from εSB, and the reason for the persistence of that deviation to the highest studied
of T/TC , are of great interest. For instance, Greiner has noted [15] that “in order to
for simple calculations the QGP is usually described as a free gas consisting of qua
gluons. This is theoretically not well founded atT ≈ TC ”. In fact, analysis of the gluon
propagator in a thermal system [16,17] has demonstrated that effective masses o
g(T )T are generated, suggesting that the relevant degrees of freedom are in fact m
nearTC . mg ≈ TC could be generated by gluons. Especially interesting is recent
which indicates that both heavy [18–20] and light [21] flavor states may remain b
aboveTC , calling into question the naive interpretation ofε(T ) as an indicator of the ex
plicit appearance of quark and gluon degrees of freedom. This is supported by e
calculations of the spectrum of bound states aboveTC [22] which predict a rich structur
of states that belies a description as a weakly interacting parton gas.

To emphasize this point, consider the standard measure of the degree of coupli
classical plasma, obtained by comparing the relative magnitudes of the average kine
potential energies:

Γ ≡ 〈V (r)〉
〈Ekin〉 . (3)

In the case of the QCD plasma the mean inter-particle spacing should scale as
numerical coefficient times 1/T . Naively, this gives a mean potential energy〈V (r)〉 ∼
αs(T )〈1/r〉 ∼ αs(T )T , leading to

Γ ∼ αs(T )T

3T
∼ αs(T ). (4)

Any reasonable estimate for the numerical coefficients leads toΓ > 1, which is the condi-
tion for a “strongly-coupled” plasma. In reality, the screening present at such densit
equivalently, the generation of effective gluon masses) modifies the mean potential
to 〈V (r)〉 ∼ g(T )T , which only increases the estimated value ofΓ [23].2 Considerations
2 We wish to acknowledge B. Müller for this observation.
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Fig. 3. Perturbative QCD results for the pressure as a function of temperature at various orders normaliz
Stefan–Boltzmann valuepSB [29].

such as these have led some authors [24,25] to denote quark–gluon plasma in this
as “sQGP” for “strongly interacting QGP”.

It is worth noting that this state of affairs has been anticipated by many authors. W
the argument was based on the divergence of perturbative expansions [26], on phen
logical descriptions of confinement [27], on the development of effective gluon m
from plasmon modes [28] or on general principles [15], it is clear that the QGP neTC

should not be regarded as an ideal gas of quarks and gluons.
How high a temperature is needed not just to form a quark–gluon plasma, but

proach this “weakly” interacting plasma? A calculation of the pressure of hot matter w
perturbative QCD [29] is shown in Fig. 3. The pressure result oscillates significantly a
considers contributions of different orders. These oscillations are an indication that t
pansion is not yielding reliable results. However at temperatures approaching 1000 ti
TC (≈ ΛMS), they appear to be converging toward the Stefan–Boltzmann limit (asym
cally free partons). It is interesting that in considering the highest-order term, the resu
still nonconvergent though one seems to approach the lattice calculated pressure.
the case of single parton–parton scattering at zero temperature, the infrared prob
finite-temperature field theory prevent further analytic progress even for very small v
of the coupling constant [29–31].

The goal of relativistic heavy ion physics is the experimental study of the natu
QCD matter under conditions of extreme temperature. A great emphasis has been
on “the discovery of the quark–gluon plasma”, where the terminology “quark–gluon

ma” is used as a generic descriptor for a system in which the degrees of freedom are no
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longer the color neutral hadron states observed as isolated particles and resonanc
definition is limited since high-energy proton–proton reactions cannot be described
in terms of color-neutral hadrons, but rather require analysis of the underlying pa
interactions. The hoped-for essential difference in heavy ion collisions is the domi
of the partonic-level description for essentially all momentum scales and over nucle
distances. Beyond this simple criterion, in order to characterize the produced syste
state of matter it is necessary to establish that these nonhadronic degrees of freedo
a statistical ensemble, so that concepts such as temperature, chemical potential a
velocity apply and the system can be characterized by an experimentally determined
tion of state. Additionally, experiments eventually should be able to determine the ph
characteristics of the transition, for example the critical temperature, the order of the
transition, and the speed of sound along with the nature of the underlying quasi-pa
While at (currently unobtainable) very high temperaturesT � TC the quark–gluon plasm
may act as a weakly interacting gas of quarks and gluons, in the transition region nTC

the fundamental degrees of freedom may be considerably more complex. It is the
appropriate to argue that the quark–gluon plasma must be defined in terms of its
propertiesat a given temperature. To date the definition is provided by lattice QCD c
culations. Ultimately we would expect to validate this by characterizing the quark–g
plasma in terms of its experimentally observed properties. However, the real disco
will be of the fascinating properties of high temperature nuclear matter, and not the n
of that matter.

1.2. Experimental program

The theoretical discussion of the nature of hadronic matter at extreme densities ha
greatly stimulated by the realization that such conditions could be studied via relat
heavy ion collisions [32]. Early investigations at the Berkeley Bevalac (c. 1975–1
the BNL AGS (c. 1987–1995) and the CERN SPS (c. 1987–present) have reache
culmination with the commissioning of BNL’s Relativistic Heavy Ion Collider (RHIC
a dedicated facility for the study of nuclear collisions at ultra-relativistic energies [33

The primary goal of RHIC is the experimental study of the QCD phase transition
2002 Long-Range Plan for Nuclear Science [34] clearly enunciates this objective:

. . .the completion of RHIC at Brookhaven has ushered in a new era. Studies ar
possible of the most basic interactions predicted by QCD in bulk nuclear mat
temperatures and densities great enough to excite the expected phase transit
quark–gluon plasma. As the RHIC program matures, experiments will provide a u
window into the hot QCD vacuum, with opportunities for fundamental advances i
understanding of quark confinement, chiral symmetry breaking, and, very possibl
and unexpected phenomena in the realm of nuclear matter at the highest densitie

The RHIC accelerator and its four experiments were commissioned and brought on
the summer of 2000. The initial operation of both RHIC and the experiments has
remarkably successful. In these first three years the accelerator has collided, and

periments have acquired data on, Au+ Au collisions at five energies, an essentialp + p
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baseline data set, and a criticald + Au comparison. The analyses of these various syst
have resulted in a correspondingly rich abundance of results, with over 90 publicati
the refereed literature.

It is therefore appropriate to reflect on the physics accomplishments to date,
particular emphasis on their implications for the discovery of a new state of matter. A
same time, it is essential to identify those features of the data (if any) that are at odd
canonical descriptions of the produced matter, to specify those crucial measurement
remain to be made, and to outline a program for continued exploration and character
of strongly interacting matter at RHIC. The PHENIX Collaboration [35] has perfor
such an assessment; this document represents a summary of its findings.

The PHENIX Conceptual Design Report [36], submitted to BNL/RHIC manageme
January 29th, 1993, outlined a comprehensive physics program focused on the se
and characterization of new states of nuclear matter. The measurement of electrom
probes and high-transverse-momentum phenomena formed a major thrust of the pr
program. It was also realized that the measurement of global variables and soft ide
hadron spectra in the same apparatus was essential to the goal of understanding
lution of the produced matter over all relevant timescales. These diverse criteria re
combining an unprecedented number of subsystems together with a high-bandwid
ger and data-acquisition system into an integrated detector design. Particular attent
given to minimizing the conflicting design criteria of the central arm spectrometers,
their requirement for minimal mass in the aperture, and those of the muon spec
ters which require maximal absorption of the incident hadron flux. The data acqui
and trigger system was designed to accommodate the great variety of interaction ra
event sizes provided by RHIC. Every effort was made to provide for future upgrades
in the geometry of the experiment and in the architecture and design parameters
read-out system.

The published PHENIX results of Au+ Au collision at a center-of-mass energy per n
cleon pair,

√
sNN , of 130 GeV [37–48] and at

√
sNN = 200 GeV [49–59],p +p collisions

at
√

s = 200 GeV [60–63], andd + Au at
√

sNN = 200 GeV [64,65] clearly demonstra
that PHENIX’s goal to make high-quality measurements in both hadronic and lep
channels for collisions ranging fromp + p to Au + Au has been realized. A summary
these results illustrates this point.

• First measurement of the dependence of the charged particle pseudo-rapidity
[37] and the transverse energy [38] on the number of participants in Au+ Au collisions at√

sNN = 130 GeV; systematic study of the centrality and
√

sNN dependence ofdET /dη

anddNch/dη [59].
• Discovery of suppressed production forπ0’s and charged particles at highpT in Au+

Au collisions at
√

sNN = 130 GeV [39] and a systematic study of the scaling prope
of the suppression [47]; extension of these results to much higher transverse mom
Au + Au collisions at

√
sNN = 200 GeV [49,53].

• Co-discovery (together with BRAHMS [66], PHOBOS [67] and STAR [68]) of
sence of high-pT suppression ind + Au collisions at

√
sNN = 200 GeV [64].

• Discovery of the anomalously large proton and antiproton yields at interme√

transverse momentum in Au+ Au collisions at sNN = 130 GeV through the system-
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atic study ofπ±, K±, p andp̄ spectra [40]; study of the scaling properties of the pro
and antiproton yields in Au+ Au collisions at

√
sNN = 200 GeV [52];

• Measurement ofΛ’s andΛ̄’s in Au + Au collisions at
√

sNN = 130 GeV [43]; mea-
surement ofφ’s at

√
sNN = 200 GeV [69]; measurement of deuteron and antideute

spectra at
√

sNN = 200 GeV [58].
• Measurement of Hanbury–Brown–Twiss (HBT) correlations inπ+π+ and π−π−

pairs in Au+ Au collisions at
√

sNN = 130 GeV [41] and 200 GeV [56], establishing th
the “HBT puzzle” ofRout ≈ Rside extends to high pair momentum.

• First measurement of single electron spectra in Au+ Au collisions at
√

sNN =
130 GeV, suggesting that charm production scales with the number of binary coll
[42]; measurement of centrality dependence of charm production in Au+ Au collisions at√

sNN = 200 GeV [57].
• Sensitive measures of charge fluctuations [44] and fluctuations in meanpT and trans-

verse energy per particle [45,55] in Au+ Au collisions at
√

sNN = 130 GeV and 200 GeV
• Measurements of elliptic flow for charged particles from Au+ Au collisions at√

sNN = 130 GeV [46] and 62 GeV to 200 GeV [70] and identified charged hadrons
Au + Au collisions at

√
sNN = 200 GeV [50].

• Extensive study of hydrodynamic flow, particle yields, ratios and spectra from A+
Au collisions at

√
sNN = 130 GeV [48] and 200 GeV [54].

• First observation ofJ/ψ production in Au+Au collisions at
√

sNN = 200 GeV [51].
• Measurement of the nuclear modification factor for hadrons at forward and bac

rapidities ind + Au collisions at
√

sNN = 200 GeV [65].
• First measurement of the jet structure of baryon excess in Au+ Au collisions at√

sNN = 200 GeV [71].
• First measurement of elliptic flow of single electrons from charm decay in Au+ Au

collisions at
√

sNN = 200 GeV [72].
• First measurement of direct photons in Au+Au collisions at

√
sNN = 200 GeV [73].

• Measurement of crucial baseline data onπ0 spectra [60], direct photon productio
[63], andJ/ψ production [61] inp + p collisions at

√
s = 200 GeV.

• First measurement of the double longitudinal spin asymmetryALL in π0 production
for polarizedp + p collisions at

√
s = 200 GeV [62].

These publications encompass physics from the barn to the picobarn level; the
breadth precludes a detailed presentation here. These data, together with a rich p
of future RHIC measurements, will allow us to address many of the features that
characterize a quark–gluon plasma:

• temperature;
• parton number density;
• energy density;
• opacity;
• collective behavior;
• thermalization leading to the quark–gluon phase;
• deconfinement;

• number and nature of degrees of freedom;
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• recombination of quarks and gluons to form final-state hadrons;
• chiral symmetry restoration;
• time evolution of system parameters;
• equation of state;
• color and thermal transport properties;
• critical behavior.

As emphasized above, the present PHENIX data set from RHIC runs in year 2000 t
already provides an extensive set of measurements on global variables: (transverse
and multiplicity, elliptic flow); correlations and fluctuations: (fluctuations in charge
〈pT 〉, HBT measurements), hadron spectra: (low-pT single-hadron spectra and radial flo
particle ratios, resonances, anomalousp/π ratio at intermediatepT ); high-pT physics:
(high-pT singles spectra, suppression phenomena inA + A, nonsuppression ind + A,
high-pT two-particle correlations, nuclear suppression/enhancement in forward/bac
directions), heavy flavor production: (charm,J/ψ), and electromagnetic probes: (dire
photons). However, an important conclusion of this report is that systematic stud
these observables (vs. collision species and energy) are needed to extract unam
information on most of these features.

1.3. Organization of this document

As a result, this paper concentrates on those aspects of the present data that
the broad features of energy density, thermalization, deconfinement and critical be
The focus in most cases will be on the data of the PHENIX experiment, but the d
the other RHIC experiments will be cited to support and to extend the discussion.3 The
experimental tools that allow the systematic study of all phenomena as a function of
ferred impact parameter are presented in the context of hard-scattering phenomena
methods and the associated data are then used to discuss the experimental evidenc
formation of a state of high-density matter. The measured abundances, spectra a
patterns are used to analyze the degree of thermalization and collectivity in the pro
matter. These results are then examined for evidence establishing the role of dec
quarks and gluons in the produced system, along with the implications for its descr
as a quark–gluon plasma. A concluding section summarizes the findings and identifi
future measurements required to further refine our observations.

2. Energy density and ET , Nch

A prerequisite for creating a quark–gluon plasma is producing a system with suffic
large energy density. From both elementary estimates [22] and from extensive n
cal studies in lattice QCD [10,11], the required density is known to be on the ord

3 An underappreciated aspect of the RHIC program is the excellent agreement between the various exp

in almost all measured channels.
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Fig. 4. Schematic drawing of the time and energy density scales derived through the Bjorken pictur

1 GeV/fm3. Establishing that this energy density is created in RHIC collisions is a b
ingredient in establishing the creation of a QGP at RHIC.

In this section we explore what can be deduced about the energy densities ac
in RHIC A + A collisions from measurements of the global transverse energy and
tiplicity. In later sections these estimates will be compared to densities inferred
hydrodynamics-based models (Section 3) and from jet quenching evidence (Section

Specifically, we will address three different energy density estimates, and introduc
distinct time scales: (i) The peakgeneral energy densitythat is achieved when the incomin
nuclei overlap; (ii) The peakformed energy densityinvolving created particles at prop
time τForm; and (iii) The peakthermalized energy densitypresent at proper timeτTherm
when local thermal equilibrium is first achieved (assuming that this occurs). The v
and time scales for formed and thermalized energy densities are indicated schemati
Fig. 4; detailed explanations follow in Sections 2.3 and 2.4.

In this section we will also review data on overall particle multiplicities, and thro
them distinguish between different models of the initial particle production.

2.1. General energy density

The simplest definition of “energy density” is the total mass-energy within some re
of space divided by the volume of that region, as seen at some instant of time in
Lorentz frame. However, this definition is not satisfactory since we can “trivially” r
any simple energy density by viewing the system in a different frame. For example, a
system with constant energy densityρ0 in its rest frame—say, a gold nucleus—will appe
to have energy densityγ 2ρ0 when viewed in a frame boosted by Lorentzγ . Accordingly,
we can only calculate ameaningfulenergy density〈ε〉 as mass-energy/volume for som

regionin the casewhen the total momentum in the region is zero.
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Now let us imagine a symmetric RHICA + A collision at a moment when the tw
original nuclei are overlapping in space, as seen in the laboratory/center-of-mass
The total momentum in any overlap region is zero by symmetry, so we can cal
a meaningful—if short-lived—energy density for such a region. If each nucleus ha
ergy densityρ0 in its rest frame then the total energy density in the overlap region is
〈ε〉 = 2ρ0γ

2. If we take a nominalρ0 = 0.14 GeV/fm3 for a nucleus at rest andγ = 106
for a full-energy RHIC collision, then the result for the peak general energy dens
〈ε〉 = 3150 GeV/fm3. This is a spectacularly, almost absurdly high number on the sca
∼ 1 GeV/fm3 associated with the familiar transition described by lattice QCD.

This energy density is of course artificial, in that it would be temporarily present
in the case of no interactions between the two nuclei. It is instructive to consider the
artificial) case where the nucleons in the two nuclei have only elastic interactions. Th
time during which a high energy density is present overanyvolume cannot last longer tha
t = 2R/γ , whereR is the rest-frame radius of the nucleus. WithR = 7 fm for Au this time
is only 0.13 fm/c at RHIC, and after this time all energy densities will fall precipitou
back toρ0 if no secondary particles are created. The scale of this interval is so short
scattering cannot even be said to have occurred within that volume unless its mom
transfer scaleQ exceeds at least 1.5 GeV/c, or more. Accordingly, we will turn our atten
tion instead to energy densities involving only produced particles as the potential s
for a QCD transition.

2.2. Formed energy density

In any frame (not just the center-of-mass frame) where the two incoming nuclei
very high energies the region when/where the nuclei overlap will be very thin in the
gitudinal direction and very short in duration. In this limit, then, it is fair to describe
secondary produced particles as having been radiated out from a very thin “disk”, an
they are all created at essentially the same time. These realizations lead directly to
ture described by Bjorken [74], whose original diagram is reproduced in Fig. 5 and w
derivation we retrace briefly here.

Once the beam “pancakes” recede after their initial overlap, the region between
is occupied by secondaries at intermediate rapidities. We can calculate the local
density of these created particles if we make one further assumption: that the seco
can be considered “formed” at some proper timeτForm after they are radiated out from th
thin source disk.

Our region of interest, in any frame, will be a slab perpendicular to the beam dire
with longitudinal thicknessdz, with one face on the “source” plane in this frame, a
transverse extent with areaA covering the nuclear overlap region.4 At time t = τForm this
volume will contain all the (now-formed) particles with longitudinal velocities 0� β‖ �
dz/τForm (since we assume that the particles cannot scatter before they are formed
can then write this number of particles asdN = (dz/τForm) dN

dβ‖ , or equivalentlydN =

4 The region described here corresponds to half the shaded region shown in Fig. 5. Sinceβ‖ 
 0 for particles

near the source location, this is an appropriate region over which we can calculate a meaningful energy density.
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Fig. 5. Figure from Bjorken [74] illustrating the geometry of initially produced particles at a timet after the
overlap of the incoming nuclei in some frame. The picture is valid in any frame in which the incoming
have very high energies and so are highly Lorentz contracted.

(dz/τForm) dN
dy

, wherey is longitudinal rapidity, sincedy = dβ‖ at y = β‖ = 0. If these
particles have an average total energy〈mT 〉 in this frame (E = mT for particles with no
longitudinal velocity), then the total energy divided by the total volume of the slab at =
τForm is just〈

ε(τForm)
〉 = dN〈mT 〉

dzA
= dN(τForm)

dy

〈mT 〉
τFormA

= 1

τFormA

dET (τForm)

dy
, (5)

where we have equateddET

dy
= 〈mT 〉 dN

dy
and emphasized that Eq. (5) is true for the tra

verse energy density present at timet = τForm.
Eq. (5) here is essentially identical5 to Eq. (4) of Bjorken’s result [74], and so is usua

referred to as theBjorken energy densityεBj . It should be valid as a measure of pe
energy density in created particles, on very general grounds and in all frames, as
two conditions are satisfied: (1) A finite formation timeτForm can meaningfully be define
for the created secondaries; and (2) The thickness/“crossing time” of the source
small compared toτForm, that is,τForm � 2R/γ . In particular, the validity of Eq. (5) is
completely independent of the shape of thedET (τForm)/dy distribution to the extent tha
5 A (well-known) factor of 2 error appears in the original.
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β‖ is infinitesimally small in a comoving frame; a plateau indET /dy is not required. For
present practical purposes, we will consider condition (2) above to be satisfied a
as τForm > 2R/γ is true, corresponding toτForm >0.13 fm/c for full-energy Au+ Au
collisions at RHIC.

Bjorken’s original motivation was to estimate, in advance of data, the energy den
that would be reached in high-energyA + A collisions using knowledge ofp(p̄) + p col-
lisions to estimate〈mT 〉 anddN/dy, and choosingτForm ∼1 fm/c without any particular
justification other than as an order-of-magnitude estimate. WithA + A collision data in
hand, attempts have been made to use Eq. (5) to estimate the energy densities tha
tually achieved in the collisions. Historically,εBj has been calculated using the final-st
dET /dy and simply inserting a nominal value of 1 fm/c for τForm. In addition, fixed targe
experiments have been usingdET /dη as an estimate fordET /dy, which is a good ap
proximation for these experiments; at RHIC a correction is made for the Jacobiandy/dη

which is important for a collider geometry. These “nominal Bjorken energy density”
mates, which we termεNominal

Bj , range for central event samples from about 1.5 GeV/fm3

in Au + Au collisions at AGS energies [75] (
√

sNN = 5 GeV), to about 2.9 GeV/fm3 in
Pb+ Pb collisions at SPS energies [38,76] (

√
sNN = 17 GeV; and see also [59]) to abo

5.4 GeV/fm3 in Au + Au collisions at full RHIC energy [59] (
√

sNN = 200 GeV).
It has often been noted that all of these values are similar to, or higher tha

1 GeV/fm3 scale required for the QCD transition. However, we cannot take theseεNominal
Bj

estimates seriously as produced energy densities without some justification for the
of 1 fm/c taken forτForm. An indication of potential problems with this choice aris
immediately when considering AGS Au+Au and SPS Pb+Pb collisions, where the cente
of-mass “crossing times” 2R/γ are 5.3 fm/c and 1.6 fm/c respectively, which implies tha
this choice forτForm = 1 fm/c actually violates the validity conditionτForm > 2R/γ we
set for the use of Eq. (5). So we will deprecate the use ofεNominal

Bj as an quantitative es
timate of actual produced energy density, and instead treat it only as a compact
comparingdET /dη measurements across different systems, centralities and beam
gies.

2.3. RealisticτForm andεBj estimates

Can we justify a better estimate forτForm? We might say, on general quantum mech
ical grounds, that in a frame where its motion is entirely transverse a particle of e
mT can be considered to have “formed” after a timet = h̄/mT since its creation in tha
frame. To estimate the average transverse mass, we can use the final-statedET /dη to es-
timatedET (τForm)/dy and, correspondingly, use the final-statedN/dη as an estimate fo
dN(τForm)/dy to obtain

〈mT 〉 = dET (τForm)/dy

dN(τForm)/dy

 dET /dη

dN/dη
(Final state). (6)

PHENIX has measured the ratio of final-state transverse-energy density to charged-
density, each per unit pseudorapidity, and the results are shown in Fig. 6. For a wide

of centralities the ratio is remarkably constant at about 0.85 GeV for full-energy central
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Fig. 6. The ratio of transverse energy density in pseudorapidity to charged particle density in pseudo
at mid-rapidity; shown as a function of centrality, represented by the number of nucleons participating
collision,Npart, for three different RHIC beam energies [59].

Au + Au collisions and shows very little change with beam energy, decreasing to
0.7 GeV when

√
sNN is decreased by an order of magnitude down to 19.6 GeV.

If we approximatedNCh/dη = (2/3) dN/dη in the final state then Eq. (6) would imp
〈mT 〉 
 0.57 GeV and correspondingτForm 
 0.35 fm/c, a value shorter than the “nom
nal” 1 fm/c but still long enough to satisfy our validity conditionτForm > 2R/γ at RHIC.
Inserting this value into Eq. (5), along with the highestdET /dη = 600 GeV for 0–5%
central events as measured by PHENIX [59], yields a value of〈ε〉 = 15 GeV/fm3 for the
energy density in initially produced, mid-rapidity particles in a central RHIC Au+ Au
collision, that is, roughly 100 times the mass-energy density of cold nuclear matter.

It is important to note that this large value of the energy density as obtained
Eq. (5) represents a conservativelower limit on the actual〈ε(τForm)〉 achieved in RHIC
collisions. This follows from two observations: (1) The final-state measureddET /dη is a
solid lower limit on thedET (τForm)/dy present at formation time; and (2) The final-st
ratio (dET /dη)/(dN/dη) is a good lower limit on〈mT 〉 at formation time, and so yield
a goodupperlimit on τForm. We justify these statements as follows.

Several mechanisms are known that will decreasedET /dy as the collision system
evolves after the initial particle formation, while no mechanism is known that can ca
to increase (fory = 0, at least). Therefore, its final-state value should be a solid lower

on its value at any earlier time. A partial list of the mechanisms through whichdET /dy
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will decrease aftert = τForm includes: (i) The initially formed secondaries in any loc
transverse “slab” will, in a comoving frame, have all their energy in transverse motio
none in longitudinal motion; if they start to collide and thermalize, at least some of
ET will be converted to longitudinal modes in the local frame; (ii) Should rough local t
mal equilibrium be obtained while the system’s expansion is still primarily longitud
then each local fluid element will lose internal energy throughpdV work and so itsET

will decrease; (iii) If there are pressure gradients during a longitudinal hydrodynam
pansion then some fluid elements may be accelerated to higher or lower rapidities
effects are complicated to predict, but we can state generally that they will always t
decreasedET /dy where it has its maximum, namely aty = 0. Given that we have stron
evidence that thermalization and hydrodynamical evolution do occur in RHIC colli
(Section 3), it is likely that all these effects are present to some degree, and so we
suspect that final-statedET /dη is substantially lower thandET (τForm)/dy at mid-rapidity.

Turning to our estimate ofτForm, the assumption thatτForm= h̄/〈mT 〉 cannot be taken a
exact, even if the produced particles’mT ’s are all identical, since “formed” is not an exa
concept. However, if we accept the basic validity of this uncertainty principle argum
then we can see that the approximation in Eq. (6) provides a lower limit on〈mT 〉. First, the
numeratordET /dη is a lower limit ondET (τForm)/dy, as above. Second, the argumen
often made on grounds of entropy conservation that the local number density of pa
can never decrease [77], which would make the final-state denominator in Eq. (6) an
limit on its early-time value.

With these limits in mind, then, it is not unreasonable for us to claim that the
energy density of created particles reached in central Au+ Au collision at RHIC is at leas
15 GeV/fm3, and in all likelihood is significantly higher.

2.4. Thermalized energy density

We have arrived at a reasonably solid, lower-limit estimate for the energy dens
produced particles in a RHIC Au+Au collision, and it is more than enough to drive a QC
transition. But the situation att = τForm pictured in Fig. 5 looks nothing like local therm
equilibrium. It is an important question, then, to ask: if and when the system evolve
state of local thermal equilibrium, is the energy density still sufficient to drive the trans
to a QGP?

To answer this we begin by looking at the state of the system att = τForm and imme-
diately afterward. At the time they are formed the particles have sorted themselv
automatically, with all the particles on a “sheet” at a longitudinal positionz having the
same longitudinal velocityβ‖ = z/t ; and so in the rest frame of a sheet all the she
particles have only transverse motion. If the particles continue free-streaming and
reinteract then the energy density will continue to fall asε ∼ 1/t and the Bjorken formula
in Eq. (5) will be valid, with t in place ofτForm, as long as the expansion is primar
longitudinal.6

6 For long timest > R transverse expansion will become significant and the energy density will decre

ε ∼ 1/t3.
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For thermalization to occur the particles will have to start interacting and/or radia
Once this happens the particles which were originally together on one “sheet” will s
spread in longitudinal velocity, though on short time scales we would expect their gro
erage longitudinal velocity to remain the same. If the thermalization process is fast en
then, we would expect that at timet = τTherm these groups will have formed locally equ
librated fluid elements, with a velocity profile followingβFluid‖ = z/t . The energy densit
at this time will be reduced from the energy density at formation timeε(τForm) by a factor
τForm/τTherm; i.e., theεBj of Eq. (5) but withτTherm in place ofτForm. This evolution is
illustrated in Fig. 4.

Once local equilibration is achieved we would then expect the system to evolve h
dynamically, and the behavior ofε(t) will depend on the details of the local equations
state (EOS). Without knowing those details, though, we can say that in the limit o
pressure,p/ε ∼ 0, the energy density will continue to evolve (during longitudinal exp
sion) asε ∼ 1/t , while in the limit of high pressure,p/ε ∼ 1/3, the energy density wil
decrease somewhat more quickly,ε ∼ 1/t4/3, within a fluid element. This range of possib
behaviors fort > τTherm is indicated schematically in Fig. 4.

A direct theoretical determination ofτThermwould require a detailed description of bo
the parton–parton interactions and the resulting evolution of the system density. Ho
other lines of reasoning may provide information onτTherm. For example, it has been a
gued [78] that the strong elliptic flow in RHIC collisions can be taken as evidence fo
thermalization (see Section 3.3). In a hydrodynamic picture the source of elliptic fl
the spatial anisotropy of the energy density in the transverse plane at the time hy
namics becomes valid. If local equilibration and the onset of hydrodynamics is de
because interactions between the initially produced particles are weak at first, then t
tial anisotropy which could give rise to elliptic flow will be reduced (see Fig. 14). T
in effect, limits how highτTherm can be if hydrodynamics is the mechanism for genera
elliptic flow.

We can see from Table 1 in Section 3.5 that hydrodynamical models typically re
quite short thermalization times, in the range of 0.6–1.0 fm/c, in order to reproduce th
magnitude of elliptic flow which is observed at RHIC. If we take this range as typ
of what hydrodynamics would imply forτTherm, then we can calculate the correspond
“typical” implied energy densities at thermalization time as in range of 5.4 to 9.0 GeV/fm3.
These densities are well above that required to drive the QCD transition, so the comb
of our transverse energy measurements and the fast thermalization times from hy
namics can be taken, to some degree, as evidence that conditions to create the equ
upper phase of QCD matter are achieved at RHIC.

2.5. What are the initial quanta?

With our extensive use of the picture in Fig. 5 it is only natural to ask, “What are t
initially produced particles?” that Bjorken referred to, nonspecifically, as “quanta”. W
models do we have for initial production, and what can we say about them using ou
onET and multiplicity?

The simplest assumption is that the initially produced particles in a RHIC collisio

scattered partons at mid- to low-pT , traditionally known as “mini-jets”. For a long period in
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Fig. 7. Figure from Li and Wang [79] showing trends in final-state charged multiplicity per participan
vs. (nucleon–nucleon) beam energy. (PHENIX data points [59] have been added.) The curves are the
their two-component “hard/soft” model, which reproduces well the multiplicities from elementaryp(p̄) + p

collisions at RHIC energies. The same model extended to nuclear collisions with no regulating mecha
hard processes (the “no shadowing” line) over-predicts the multiplicities in central RHIC collisions, wh
data can be matched if substantial nuclear shadowing of gluons is invoked (shaded band).

advance of RHIC data, it was widely expected that mini-jets would be the dominant
nel for ET and particle production, and this led to two further, general expectations.
that multiplicity andET per interacting nucleon would go up sharply at collider energ
as compared to fixed-target energies, since jet and mini-jet cross sections are inc
quickly with

√
sNN (see Fig. 7). And, secondly, thatET and multiplicity per participat-

ing nucleon would increase steeply in more central events, since the rate of hard
scatterings goes up faster with centrality than does the number of interacting nucleo

It was therefore quite surprising when the first RHIC data [37,38,80] showed l
multiplicities than had been predicted from mini-jet models, and only a modest inc
in ET and multiplicity per participant as functions of centrality. Compared to the s
rise, shown in Fig. 7, predicted by straightforward factorized pQCD, it was clear that
mechanism must be acting at RHIC energies to restrict, or regulate, particle prod
[79,81].

pQCD-based models have parameters regulating the momentum scales; these in
lower-momentum cutoff, and the factorization and fragmentation scales. Fig. 8 show
the pQCD-based HIJING model, circa 2002, was able to reproduce 130 GeV and 20
dNch/dη reasonably well. However, in that model jet production via hard scattering
important mechanism for particle production, and the combination of the

√
s dependence

of hard-scattering cross sections with the growth of the nuclear overlap with cen
causes the model to predict an increase in the ratio between the two data sets with
ity. The observed ratio is, instead, quite constant. Thus the authors found it neces
introduce a centrality-dependent shadowing to regulate the jet growth [79].

An alternative to models which use collinearly factorized pQCD is found in the “c

glass condensate” picture, in which the gluon population of low-x, low-pT states in the
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Fig. 8. Multiplicity per participant nucleon pair, as a function of centrality, for
√

sNN = 130 GeV and 200 GeV
Au + Au collisions as measured in PHENIX [59]; compared to theoretical predictions available in 2002
JING” is a pQCD-based model [82], while “KLN” features gluon saturation in the initial state [83,84]; “EK
assumes saturation in the final state [85,86].

initial nuclear wave function is limited by transverse overlap and fusion of these lowpT

gluons. The phase-space density saturates because of the competition between ex
radiation from higher-x gluons and nonlinear fusion of the gluons at high density. Au+Au
collisions are then collisions of two sheets of colored glass, with the produced quar
gluons materializing at a time given by the inverse of the saturation momentum,τ = 1/Qs .
Saturation of gluons with momenta belowQs provides a regulating mechanism that lim
the rise in gluon—and later, hadron—multiplicity with centrality and beam energy. Mo
featuring this initial-state gluon saturation agree well with essentially all RHIC data o
multiplicity density, which is dominated by low-momentum particles [83,84]. This is s
for instance, in Fig. 8.

In this picture, the total gluon multiplicity is proportional to 1/αs · Q2
s , which limits the

number of low-momentum charged particles produced.Qs evolves slowly with collision
centrality and beam energy. For central Au+ Au collisions, it has been estimated that t
typicalmT scale of the gluons “liberated” from the colored glass is about 1 GeV per pa
[77], which is above the lower limit of 0.53 GeV per particle that we set above u
the PHENIX data. Though there are fewer predictions ofET than total charged-particl

production from gluon-saturation models, the existing models are broadly consistent with
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data at RHIC. Consequently, gluon saturation is considered to be a promising candid
describing the initial state of RHIC collisions.

2.6. Conclusions

Using reasoning similar to that of Bjorken [74], combined with some simple forma
time arguments, we can draw the following conclusions from the PHENIX data on t
verse energy production and overall particle multiplicity.

• The peak energy density in created secondary particles is at least 15 GeV/fm3, and
this is most likely an underestimate. This is well in excess of the∼ 1 GeV/fm3 required,
according to lattice QCD predictions, to drive a QCD transition to QGP.

• We note that hydrodynamical calculations which reproduce the magnitude of e
flow observed at RHIC require local thermalization to occur very quickly, typically
1 fm/c or earlier (see Section 3.5). If the system does reach local equilibrium on
time scale then the energy density of the first thermalized state would be in exc
5 GeV/fm3, well above the amount required to create the QGP.

• Pre-RHIC expectations thatET and charged particle production would be domina
by factorized pQCD processes were contradicted by data, which showed only very m
increases with centrality and beam energy. A new class of models featuring initia
gluon saturation compares well with RHIC multiplicity andET data, and are also consi
tent with our Bjorken-style arguments for estimating energy densities at early times.

3. Thermalization

A key question is whether the matter formed at RHIC is thermalized, and if so wh
the collision was equilibration achieved. If thermalization is established early then evi
for strong transverse expansion can be potentially related to the equation of state
dense matter produced at RHIC. To explore these issues we review several exper
observables from integral quantities (numbers of particles produced and in what rati
differential distributions (measuredpT and azimuthal distributions), to two-particle (HB
correlations.

3.1. Chemical equilibrium

For many years it has been known that the abundances of different hadron spe
e+ + e− andp + p̄ reactions can be reproduced by statistical models [87,88]. This su
is often attributed to hadronization statistically filling the available phase space. At R
there is also the possibility that the strong scattering deduced from the measurem
elliptic flow (Section 3.3) may prove sufficient to establish chemical equilibrium.

The production of strange particles provides a means to check whether chemical e
rium is achieved. Fore+ +e− andp+ p̄ reactions strange particle production is suppres
due to the small size of the system. This canonical suppression is largely remov

central heavy-ion collisions. If the measured strangeness yields are still lower than full
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Fig. 9. Centrality dependence of particle ratios for (a)K+/π+, (b)K−/π−, (c)p/π+, and (d)p̄/π− in Au+Au
collisions at

√
sNN = 200 GeV [54].

equilibrium predictions, then the partial equilibrium can be quantified by a multiplic
factor of γs for each strange quark in a hadron, whereγs = 1 for complete equilibration
andγs < 1 for partial equilibration.

Fig. 9 shows the centrality dependence ofK/π andp/π ratios in Au+ Au collisions
at

√
sNN = 200 GeV [54]. BothK+/π+ andK−/π− increase rapidly for peripheral co

lisions, and then saturate or rise slowly from mid-central to the most central collis
The ratiosp/π+ andp̄/π− also increase from peripheral collisions but appear flatter
theK/π ratios. Canonical statistical models [89] predict an increase in these ratios
centrality, as the larger system-size effectively places less of a constraint on con
quantities. In addition the chemical parameters,TchemandµB , can also vary with centra
ity [90,91].

Focusing on the ratios from central collisions at
√

sNN = 200 GeV, the data are com
pared to the thermal model data analysis of Kaneta and Xu [90] in Fig. 10. The ext
thermal parameters from this fit areTchem = 157± 3 MeV, µB = 23 ± 3 MeV, and
γs = 1.03± 0.04. A largeγs is also found by STAR [92] who extractγs = 0.96± 0.06,

while Cleymans et al., [91] extractγs that increases fromγs 
 0.85 in peripheral collisions
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Fig. 10. Comparison of PHENIX (triangles), STAR (stars), BRAHMS (circles), and PHOBOS (crosses) p
ratios from central Au+ Au collisions at

√
sNN = 200 GeV at mid-rapidity. The thermal model descriptio

from Kaneta and Xu [90] are also shown as lines. See Kaneta and Xu [90] for the experimental reference

to γs 
 0.95 for central collisions at RHIC. Similar fits to the central RHIC data are
tained by Braun-Munzinger et al., [93] who assume complete chemical equilibration
γs = 1.

We note that there are differences in the temperature parameter extracted by the
ent authors. Kaneta and Xu [90] extractTchem= 157± 3 MeV which is lower than tha
extracted by both Braun-Munzinger et al., [89] ofTchem= 177± 7 MeV and Cleymans e
al. [91] of Tchem= 165± 7 MeV. However, both Braun-Munzinger et al. [89] and Mag
stro [94] discuss the sensitivity of the extracted temperature to corrections from feed
from decays. Cleymans et al., [91] estimate that over 70% ofπ+ in the thermal model fits
come from the decay of resonances.

At lower beam energies there is controversy over whether strangeness is in full ch
equilibrium. Becattini et al. [95] use data that is integrated over the full rapidity and
that strangeness is in partial equilibrium, i.e., at the AGSγs = 0.65 ± 0.07 and at the

SPSγs = 0.84± 0.03. Braun-Munzinger et al. [89] instead use ratios measured at mid-
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Fig. 11. Transverse momentum distributions for pions, kaons, protons, and antiprotons in Au+ Au collisions at√
sNN = 200 GeV [54].

rapidity which typically have larger strange/nonstrange values, and, hence, they
acceptable fits withγs = 1 at both AGS and SPS energies. At RHIC energies thermal m
comparisons all use mid-rapidity data; a choice that is motivated in part by the sepa
between fragmentation regions and central particle production.

In contrast to the controversies at lower beam energies, the observation that stran
is equilibrated is common to all thermal calculations that reproduce RHIC data. T
consistent with chemical equilibrium being obtained before hadronization, though
not prove that this is the case. An alternative explanation is that scattering in the ha
phase could increaseγs to 1, though small interaction cross sections imply that it may
difficult to equilibrate the multi-strange baryons before the hadrons freezeout.

3.2. Spectra

Hadron spectra reflect conditions late in the reaction, as well as the integrated eff
expansion from the beginning of the collision. Fig. 11 shows thepT distributions for pions
kaons, protons, and antiprotons in both central (top panel) and peripheral collisions (b
panel) [54]. The pion spectra have a concave shape at low pT where many of the pion

may come from the decay of resonances:,ρ, etc. The kaon spectra are approximately
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Fig. 12. Mean transverse momentum as a function ofNpart for pions, kaons, protons and antiprotons in Au+ Au
collisions at

√
sNN = 200 GeV [54]. The systematic errors from extrapolation, which are scaled by a fac

two for clarity, are shown in the bottom for protons and antiprotons (dashed-dotted lines), kaons (dotted
and pions (dashed lines). The shaded bars to the right represent the systematic error.

exponential over the full measured pT range, whereas the proton spectra flatten at lowT

for the most central collisions. A striking feature is that the proton and antiproton sp
in central collisions become comparable in yield to the pion spectra above 2 GeV/c. This
is more fully discussed in Section 7.

One way to characterize the change in spectra as a function of centrality is to ca
〈pT 〉 for each spectrum [54] as shown in Fig. 12. The〈pT 〉 increases for all particles a
a function of centrality with the largest change occurring in peripheral collisions (Npart <

100). Across the different particles the increase is largest for protons and antiproton
is consistent with a collective expansion velocity that increases with centrality to pro
the largest increase in〈pT 〉 for the heaviest particles.

The pion, kaon, and proton spectra can all be fit using an ansatz of a thermal, exp
source [48,96] to extract the collective transverse expansion velocity〈βT 〉 as well as the
temperature at freezeout,Tfo. Fig. 13 shows〈βT 〉 ∼ 0.45 at AGS energies [97,98], whic
increases to〈βT 〉 ∼ 0.5 at the SPS [99–101] and RHIC [48,102]. All the above fits
similar model assumptions of a linear velocity profile and a Woods–Saxon density p
That the spectra at these beam energies can be reproduced by a thermal source is n
but not sufficient, evidence for thermal equilibrium at each of these energies. Howeve
difficult to draw strong conclusions from the increase in〈βT 〉 as a function of beam energ
since the parameters〈βT 〉 andTfo are strongly anticorrelated and their values depend o

ranges and treatment of decays.
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Fig. 13. Beam-energy dependence of the extracted mean transverse expansion velocity as a function
energy from simultaneous fits to spectra of different mass [48,97–102].

3.3. Elliptic flow

At the beginning of a heavy ion collision, the spatial distribution of the colliding ma
resembles an ellipsoid due to the incomplete overlap of the two colliding nuclei. Any s
scattering in this early stage converts the spatial anisotropy to a momentum anis
which is observable as an elliptic flow of the emitted hadrons. Elliptic flow is a self-lim
phenomenon, which is readily understood in the thermodynamic limit. If strong scat
is sufficient to establish local thermal equilibrium, then the pressure gradient is la
in the shortest direction of the ellipsoid. This gradient produces higher momenta i
direction, quickly reducing the spatial asymmetry.

The absence of any strong scattering in the early stage of the collision would redu
amount of elliptic flow that could be created. If the initially produced particles are allo
to initially free stream and reach local equilibrium only after some time delay, the
spatial anisotropy at the start of hydrodynamic evolution will be reduced; the longe
delay, the greater the reduction. Following the prescription of Kolb et al. [78], we pl
Fig. 14 the eccentricity after a time delayt compared to its value at formation time, a
function of Au+ Au collision centrality. The eccentricity (ε) of the reaction zone is

ε = 〈y2〉 − 〈x2〉
〈y2〉 + 〈x2〉 . (7)

The eccentricity can be analytically calculated once the density profile of the nuc
chosen (typically a Woods–Saxon shape). It can also be calculated using Monte
techniques, where the positions of those nucleons that participate in the reaction a
to calculate the averages in Eq. (7). From Fig. 14 we can see that for time delays of/c

or greater the magnitude of the eccentricity is significantly reduced, and its shape v
trality is also altered.

If locally equilibrated hydrodynamics is taken as the mechanism for generating

tic flow, then the observation ofany substantial amount of elliptic flow can be taken as
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Fig. 14. The ratio of the eccentricity after a time delayt compared to its value at formation time, as a funct
of Au + Au collision centrality. The calculations follow the prescription of [78] where the produced particle
allowed to free-stream at first and reach local equilibrium only after some time delay.

evidence that local thermal equilibrium is achieved on a time scale before the s
anisotropy would be completely erased. The order of this time-scale would bet ∼ R/c,
whereR is the nuclear radius. However, the hydrodynamical calculations we will ex
ine here (see Section 3.5 and Table 1) all require quite short thermalization times
0.6–1.0 fm/c, in order to reproduce the magnitude of elliptic flow observed at RHIC.

The azimuthal anisotropy of the spectra can be characterized in terms of Fourie
ficients, which at RHIC are dominated by the elliptic flow, the second Fourier coeffic
v2(pT ), where

d2N

dφ dpT

= N0
(
1+ 2v2(pT )cos(2φ)

)
. (8)

Both the first Fourier coefficient,v1, and higher order coefficients have been neglecte
the above expression.

The most direct evidence thatv2 is related to spatial asymmetries present early in
reaction is thatv2 at lowpT approximately scales with the initial eccentricity (ε) of the re-
action zone. The measured values ofv2 normalized byε are shown in Fig. 15 vs. centralit
for two differentpT ranges [46]. At low momentumv2/ε is independent of centrality t
within 20%. This scaling is increasingly broken at higherpT .

The measured values of the integratedv2 at RHIC are larger than those at lower energ
but this is in part due to the fact thatv2(pT ) increases withpT and 〈pT 〉 increases as
function of beam energy. To remove this effect we will concentrate on the differential
i.e., the shape ofv2(pT ).

To make a uniform comparison between different colliding nuclei (Pb+ Pb at SPS and
Au + Au at RHIC) as well as different impact parameter selections from the differen
periments, we normalizev2 by the eccentricity,ε, as shown in Fig. 16. The values ofε have
been calculated via a Glauber Monte Carlo using Woods–Saxon density distributio
the Au and Pb nuclei. The averages in Eq. (7) are over the participating nucleons,

ε is calculated at the start of the collision. The pion data in Fig. 16 show thatv2(pT )/ε
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Fig. 15.A2 = v2/ε vs. centrality for Au+ Au collisions at
√

sNN = 130 GeV [46]. The data points come fro
two different types of two-particle correlations: “fixed”pT correlations when both particles are at the samepT

(points are labeled as “F”), and “assorted”pT correlations when the two particles have differentpT (points are
labeled as “A”). In this case the labeledpT range is for the higher-momentum particle of the pair.

Fig. 16.v2(pT )/ε vs.pT for mid-central collisions at RHIC (filled symbols) and SPS (open symbols). Divid
by eccentricity removes to first order the effect of different centrality selections across the experiments
103–105].

increases approximately linearly withpT for low pT . The rate of increase ofv2/ε as a
function ofpT is larger at RHIC [50,103] than at SPS [104,105] as can most easily be
by calculating the slope ofv2/ε belowpT = 1 GeV/c (Fig. 17). The slope(dv2/dpT )/ε

increases from SPS to RHIC by approximately 50%. Hydrodynamical calculations
shown in Fig. 17 reproduce the data both at RHIC and at CERN SPS within one sta

deviation. More extensive comparisons with hydro calculations will be discussed in Sec-
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Fig. 17. The slope of the scaled elliptic flow,(dv2/dpT )/ε, for mid-central collisions at RHIC (filled symbols
and the SPS (open symbols). The slope is calculated from the data in Fig. 16 for the datapT < 1 GeV/c. The
solid error bars represent the total systematic error including the systematic error onv2 andε [50,70,103,104].

Fig. 18.v2(pT ) for pions, kaons and protons produced in minimum-bias collisions at RHIC [50] compar
hydro calculations from Huovinen et al. [107].

tion 3.5, while the behavior ofv2 at higherpT , which follows a scaling with respect to th
number of quarks, is discussed in Section 7.

Further insight into the expansion dynamics can be obtained from the mass depe
of v2(pT ) shown in Fig. 18 for pions, kaons and protons [50] along with a comp
son with an early hydrodynamic model calculation [107]. Thev2(pT ) for pions is larger
than for kaons and protons at lowpT , and this mass ordering has been explained a

sulting from radial expansion [107] that produces a larger distortion of the elliptic flow
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induced velocity profile for larger hadron masses. However, as will be discussed in
tion 3.5, this calculation fails to reproduce the proton spectra, and attempts to reme
failure lead to calculations that no longer reproduce the measuredv2 for pions and pro-
tons.

3.4. HBT

Bose–Einstein correlations between identical particles provide a measure of the
time extent of the source at the end of the reaction. Because the extracted source par
as measured by the HBT technique are driven by space–time correlations, HBT res
sensitive to expansion dynamics integrated throughout the collision. HBT measure
were originally motivated by theoretical predictions of a large source size and/or a
duration of particle emission [108–110]—which would result from the presence of a
lived mixture of phases in the matter as it undergoes a first-order phase transition
quark–gluon plasma back to the hadronic phase.

In HBT analyses, multidimensional Gaussian fits are made to the normalized re
momentum distributions yielding fit parameters,Rlong, Rside, Rout [111], also referred to
as HBT radii, where

C2 = 1+ λexp
(−R2

sideq
2
side− R2

outq
2
out − R2

longq
2
long

)
. (9)

The coordinate system is chosen so that the longitudinal direction is parallel to the
axis, the out direction is in the direction of the pair’s total transverse momentum
the side direction is in the transverse plane perpendicular to the out axis. For dy
(i.e., expanding) sources, the HBT radii depend on the mean transverse momentum
particle pairs,kT = |p1T + p2T|/2, and correspond to lengths of homogeneity: region
the source which emit particles of similar momentum [112]. Measuring thekT dependence
of HBT radii provides essential constraints on dynamical models [113]. In particula
ratioRout/Rside is predicted to be larger than unity for sources which emit particles o
long time.

The measuredkT dependence of all radii [56] and the ratioRout/Rside are shown in
Fig. 19, along with STAR results [114]. The data from PHENIX and STAR are in ex
lent agreement. Both sets of data have been corrected for Coulomb repulsion betw
detected particles.

The measured radii all decrease with increasingkT as expected for a rapidly expandin
source. The ratioRout/Rside was measured to be 1 within errors, with a slight system
decrease for increasingkT . As is discussed in the next section, these data have exc
the validity of a large majority of hydrodynamical models developed to describe Au+ Au
collisions at RHIC, indicating that in their present form these models do not describe
the space–time evolution of the Au+ Au collisions.

3.5. Hydrodynamic model comparisons

Many of the experimental features in the spectra and elliptic flow are consisten

equilibrium being established early in the collision with large pressure gradients that drive



PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283 217

STAR
d to the

quilib-
e data

nfront
er
[115]

QGP
at do

d lines.
e QGP
er phase
e from
t
l of
Fig. 19. ThekT dependence of the Bertsch–Pratt parameters forπ+π+ (blue square) andπ−π− (red circle) for
0–30% centrality with statistical error bars and systematic error bands. Results from PHENIX [56] and
[114] are overlaid. (For interpretation of the references to colour in this figure legend, the reader is referre
web version of this article.)

a strong expansion. Moving from a statement of “consistency” to a statement that e
rium has been “established” is difficult. Some progress can be made by comparing th
to hydrodynamic models that assume full equilibrium early in the collision.

A variety of hydrodynamic models have been published. Our approach is to co
these models with the following broad set of data;v2(pT ), spectra, and HBT. In this pap
we will not compare the data with hydro-inspired parameterized fits, e.g., blast-wave
or Buda–Lund [116] models, but will restrict ourselves to dynamical hydro models.

In Figs. 20 and 21, hydro calculations that include a phase transition from the
phase to a hadronic phase are shown with solid lines, while hydro calculations th
not include a pure QGP phase at any stage in the dynamics are drawn with dashe
The four calculations that include a QGP phase all assume an ideal gas EOS for th
phase, a resonance gas for the hadronic phase and connect the two using a first-ord
transition and a Maxwell construction. These calculations use latent heats that rang
0.8 GeV/fm3 (Teaney et al. [106]) to 1.15 GeV/fm3 (Huovinen et al. [107] and Kolb e
al. [117]), to 1.7 GeV/fm3 (Hirano et al. [118,119]). For comparison the bag mode

the nucleon with external bag pressureB = (230 MeV)4 and aTcrit = 164 MeV produces
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Fig. 20. Top two panels: on the left, proton1ε v2(pT ) vs. pT for minimum-bias collisions at RHIC [50,103] ar
compared with hydro calculations [106,107,118,120], and on the right is the same comparison for pions.
two panels: on the left, proton spectra for 0–5% collisions at RHIC [54] are compared with the same
calculations and on the right is the same comparison for pions.

a latent heat of 1.15 GeV/fm3 [120]. The calculations that do not include a QGP ph
(dashed lines) either include a hadron phase and a phase mixture by forcing the late
of the transition to infinity [106], or use an hadronic resonance gas equation of stat
no mixed or QGP phases [107].

The calculations also differ in how they solve the hydro equations and how they
the final hadronic phase. The work of Hirano, Tsuda, and Nara cited here are th
calculations in this paper that solve the hydro equations in 3D [118,119]. For the
hadronic stage Teaney [106] uses a hybrid model that couples the hadronic phase to
to allow hadrons to freezeout according to their cross section, i.e., for chemical equili
to be broken in the hadronic phase. Hirano [118] and Kolb [120] both allow for pa
chemical equilibrium by chemically freezing out earlier than the kinetic freezeout.
has been done in order to reproduce the large proton yield measured at RHIC (see
this section). In contrast, Huovinen [107] maintains full chemical equilibrium throug
the hadronic phase.

Fig. 20 compares these calculations to the measured minimun-bias proton an
v2(pT )/ε. Minimum-bias results were chosen in order to have the broadest set of da
model calculations for comparison. The four calculations that include a phase tran

from the QGP phase to a hadronic phase (solid lines) reproduce the low-pT proton data
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Fig. 21. ThekT dependence of the Bertsch–Pratt parameters forπ+π+ (blue square) andπ−π− (red circle)
for 0–30% centrality with statistical error bars and systematic error bands. Results from PHENIX [56],
[114] and hydrodynamics models (Hirano [118], Kolb/Huovinen [123] and Soff [130], diamonds) are ove
(For interpretation of the references to colour in this figure legend, the reader ir referred to the web versio
article.)

better than the two hydro calculations that do not have a QGP phase at any stage
dynamics (dashed lines). The presence of the first-order QGP phase transition soft
EOS which reduces the elliptic flow. At higherpT there is considerable variation betwe
the models. Part of this is due to how the final hadronic stage is modeled. For exa
Kolb’s (solid light-blue line)7 and Hirano’s (solid dark-blue line) calculations allow f
partial chemical equilibrium in the final stage compared to Huovinen (solid green
which chemically freezes out late in the collision. The difference is observable abovepT ∼
1 GeV/c.

The same hydro models are compared to the pionv2(pT )/ε measurements from STA
and PHENIX in Fig. 20. The Kolb (solid light-blue line) and Hirano (solid dark-blue li
calculations fail completely by predicting too strong av2. These two models have ve
similar partial chemical equilibrium assumptions in the late hadronic stage. It is w
noting that the Kolb calculation is the same as the Huovinen (solid green line) calcu
with the exception of the final hadronic stage.
7 For interpretation of the references to colour in Fig. 20, the reader is referred to the web version of this article.
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All the above models have assumed ideal hydrodynamics, i.e., with no viscosit
zero mean free path. Nonzero viscosity in the QGP reducesv2 [121,122] and since th
early hydro calculations from Teaney and Huovinen reproduced the magnitude of th
v2 data, it is often stated that viscosity of the matter at RHIC must be small [24]. How
recent calculations from Hirano (3D) (solid dark-blue line) and Kolb (solid light-blue l
overpredict the measuredv2. As these results do not include dissipative effects, suc
those resulting from hadronic interactions in the final state, their failure indicates tha
ther work will be necessary before a quantitative determination of the viscosity in the
phase is possible. Progress will require both theoretical development and experi
measures that are less sensitive to how the azimuthal asymmetry of the energy–mom
tensor is distributed between different particles in the final stage of the reaction, e.
elliptic flow of the total transverse energy.

The same hydro models are now compared to the measured spectra from cent
lisions. The bottom right panel of Fig. 20 shows that all the hydro models reproduc
pion spectra belowpT ∼ 1 GeV/c; at higherpT the particles are less likely to be equ
librated and hydro models are not expected to work well. In the bottom left pane
calculated proton spectra from Huovinen [107] (solid green line) are lower than the
due to the calculation maintaining chemical equilibrium throughout the hadronic p
The lower temperature chemical freezeout suppresses the final calculated yield of
particles such as protons. Of the two calculations from Teaney [106] the calculatio
includes the QGP phase (solid red line) reproduces the proton spectra, presumably
of the increased transverse flow from the stronger early pressure gradients. Hiran
Kolb’s (solid dark and light-blue lines) calculations break chemical equilibrium during
hadronic phase and overpredict the proton spectra at lowpT .

One difficulty is that the spectra comparison with hydrodynamic models is for ce
collisions while thev2 comparison is for minimum-bias collisions. It is difficult to use ce
tral collisions for thev2 comparison since the collisions are nearly symmetric and henv2

is small. In addition, hydrodyamic calculations that reproducev2 values over a broad rang
of centrality (from 0–45% in Ref. [103]) tend to overpredict the data for more periph
collisions by approximately 25%, presumably because of a breakdown in the hyd
namic assumptions. Hence when comparing to minimum-bias data sets, an overpre
of v2 from the hydro models of less than 20% should be acceptable.

These comparisons between data and hydro models are summarized in Table 1
the following conclusions.

• v2(pT ,PID) is sensitive to all stages of the reaction. Elliptic flow is produced
strong scattering in the initial phase, while the detailed shape ofv2(pT ) and how the mo-
mentum asymmetry is distributed to different particles is affected by the transition fr
QGP to hadronic phase and scattering in the final hadronic stage.

• The hydro models that reproduce the low-pT protonv2 are those that include both
QGP and hadronic phase.

• The hadronic phase critically affects the final values ofv2(pT ,PID). Models (Hirano,
Kolb) that include partial chemical equilibrium to reproduce the baryon yield, compl

fail on the pionv2.



PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283 221

culations.
energy

le

e tran-
. There
tching

o use
n
to the

. 21.
., the

able.
es a
para-

from
23]

ui-
time

ed.
reement
Table 1
Summary of various hydro model assumptions and a comparison between measurements and hydro cal
Two initial energies are tabulated, either the maximum energy density at the center of the collision or the
density averaged over the transverse profile

QGP+ mixed+ RG mixed+ RG RG

Teaney Hirano Kolb Huovinen Teaney Huovinen

Reference [106] [118] [117,123] [107] [106] [107]

latent heat 0.8 1.7 1.15 1.15 0.8
(GeV/fm3)
init. εmax 16.7 23 23 16.7 23
(GeV/fm3)
init. 〈ε〉 11.0 13.5 11.0
(GeV/fm3)
τ0 fm/c 1.0 0.6 0.6 0.6 1.0 0.6
hadronic stage RQMD partial chemical partial chemical full equil. RQMD full equil.

equil. equil.
proton v2 yes < 0.7 GeV/c < 0.7 GeV/c yes no no
pion v2 yes no no yes yes yes
proton spectra yes overpredict overpredict no no no
pion spectra yes < 1 GeV/c < 1 GeV/c yes < 0.7 GeV/c yes
HBT Not available No No No Not available Not availab

• The only model that survives this comparison with measuredv2 and spectra is
Teaney’s (solid red line) which includes a strong expansion in a QGP phase, a phas
sition to a mixed phase, and then a hadronic cascade in the final hadronic state
are open questions in this hybrid model, e.g., the sensitivity of the results to the ma
conditions between hydro and RQMD. All other models fail in at least onev2 or spectra
comparison, partially due to differences in modeling the final hadronic state.

• Until the model uncertainty in the final state is reduced, it is not yet possible t
the measured splitting between proton and pionv2(pT ) to extract quantitative informatio
on the EOS during the reaction, including the possible softening of the EOS due
presence of a mixed phase.

A comparison with the HBT data and some of the hydro models is shown in Fig
It is unfortunate that not all hydro models have been compared to HBT data, e.g
hydro+ RQMD model from Teaney [106] has not been confronted with this observ
The hydro calculation from Kolb, Heinz and Huovinen [123] (solid green line) includ
first-order phase transition which leads to a long lifetime for the system. The source
meterRlong is considered most sensitive to the duration of the whole collision, i.e.,
initial overlap to final particle emission, and the Kolb/Huovinen hydro calculation [1
(solid green line) overpredicts the measuredRlong data. Changing to partial chemical eq
librium in the hadronic stage [118], indicated with the dark blue line, reduces the life
of the collision which improves the agreement withRlong. However the ratioRout/Rside,
which is sensitive to the duration over which particles are emitted, is still overpredict

There have been many attempts to understand what may be causing the disag

with data (known collectively as the HBT puzzle).



222 PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283

oper–
ouples

scade
-
scade
n and

Using

was
ues of

ime of
sition.
t in
more
tions
pectra

ission

.
arly

GP

tions.

f reac-
he
GP or
• Sinyukov et al. [124] and Grassi et al. [125] have suggested that the sharp Co
Frye freezeout condition [126] should be replaced by an emission function that dec
hadrons depending on their hadronic cross section.

• However when this has been effectively implemented by using a hadronic ca
(URQMD) for the final hadronic stage, the predicted ratioRout/Rside increases and di
verges further from the data [127]. Modeling the final stage with a hadronic ca
effectively includes dissipative effects which should increase the duration of emissio
produce a larger ratioRout/Rside.

• One method to reduce the lifetime of the reaction is to change the QGP EOS.
a crossover instead of a first-order transition reduces the ratioRout/Rside by about 50%
to Rout/Rside∼ 1.5 [128] which is still larger than the data. Because the calculation
restricted toη = 0 Zschiesche et al. were unable to compare with the measured val
Rlong.

In summary, model comparisons seem to be closer to the HBT data when the lifet
the collision is made smaller than the long time resulting from a first-order phase tran
The small values ofRout/Rsidemay indicate that there is little to no mixed phase presen
the reactions. One possible direction for future comparisons with data is to include a
realistic EOS into the hydro models, e.g., to take the EOS from lattice QCD calcula
[129]. Such a calculation needs to be compared with all the available data, including s
andv2, as well as HBT.

3.6. Conclusions

In summary we can make the following conclusions.

• The measured yields and spectra of hadrons are consistent with thermal em
from a strongly expanding source.

• Strangeness is fully saturated at RHIC, consistent with full chemical equilibrium
• The scaling ofv2 with eccentricity shows that collective behavior is established e

in the collision.
• Elliptic flow is stronger at RHIC than at the SPS, since the measured slope ofv2(pT )

for pions is 50% larger at RHIC.
• The measured protonv2(pT ) is less than that for pions at lowpT ; the small magni-

tude of the protonv2 at low pT is reproduced by hydro models that include both a Q
and hadronic phase.

• However several of the hydro models that reproduce the protonv2(pT ) fail for the
pion v2(pT ).

• The HBT source parameters, especially the small value ofRlong and the ratio
Rout/Rside, suggest that the mixed phase is too long-lived in the current hydro calcula

Hence we currently do not have a consistent picture of the space–time dynamics o
tions at RHIC as revealed by spectra,v2, and HBT. The lack of a consistent picture of t
dynamics means that it is not yet possible to extract quantitative properties of the Q

mixed phase using the observablesv2, spectra, or HBT.
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4. Fluctuations

4.1. Net-charge fluctuations

In the study of the fluctuations of multiplicity as a means to understand the dyna
of charged particle production, one important realization was to use small regions of
space, where energy–momentum conservation constraints would not be significan
133]. Such studies led to the important observation that the distribution of multip
even in small intervals near mid-rapidity, was negative binomial rather than Poisson,
indicated large multiplicity correlations even in smallδη intervals [134]. No such studie
are yet available at RHIC.

Based on predictions that event-by-event fluctuations of the net charge in local
space regions would show a large decrease as a signature of the QGP [135–13
charge fluctuations were measured in PHENIX [44]. The idea is that in a QGP compo
fractionally charged quarks, the larger number of fractionally charged particles com
to unit-charged hadrons would result in smaller relative net-charge fluctuations in a
than for a pure gas of hadrons and that this original fluctuation would survive the tran
back to ordinary hadrons.

It is important to realize that the study of net-charge fluctuations represents the st
fluctuations in a quantity that is conserved over all phase space. ConsiderN = N+ + N−
charged particles produced in the full phase space. By charge conservationN+ = N− =
N/2, and the net chargeQ ≡ N+ − N− is identically zero so that there are no net-cha
fluctuations—the varianceV (Q) = 0, where

V (Q) ≡ 〈
Q2〉 − 〈Q〉2. (10)

In a smaller region of phase space, wherep is the fraction ofN observed in a stochast
scenario, the mean and variance of the number of positiven+ and negativen− particles are
equal, but the variance ofQ is no longer identically zero:

〈n+〉 = 〈n−〉 = pN/2, (11)

V (n+) = V (n−) = p(1− p)N/2, (12)

from which it follows that

V (Q) = (1− p)nch, (13)

wherench = pN is the expected number of charged particles on the interval. Thu
normalized variance inQ (normalized to Poisson statistics) is defined as

v(Q) = V (Q)

nch
= (1− p). (14)

In the limit nch � 0, the variance of the charge ratioR = n+/n− approachesV (R) =
4(1 − p)/nch. However, it is well known in mathematical statistics that moments of
inverse of a stochastic variable, e.g., 1/n−, diverge if there is any finite probability, n
matter how small, forn− = 0. Thus, the charge ratio is not a stable measure of fluctuat

The previous arguments are based on fixedN . The results whereN varies according to

a specified distribution are also interesting. Ifn− is Poisson distributed, with mean value



224 PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283

ility

ility
e

ues of
e
n small
it of a
dent.
e

ied to

-
al

the
uch as

arge
defin-

detect
hich

nd
n. For

ndent
f tracks

t are
in
µ = N/2 over the whole phase space, then in the region of phase space with probabp

the distribution is also Poisson, with mean〈n−〉|p = µp = pN/2. If, on the other handn−
is negative binomial distributed, with mean valueµ = N/2 and NBD parameterσ 2/µ2 −
1/µ = 1/k for the whole phase space, then in the region of phase space with probabp,
the distribution is negative binomial with mean〈n−〉|p = µp = pN/2 and the same valu
of 1/k.

Actually, the binomial division preservesσ 2
p/µ2

p − 1/µp = 1/k, for any distribution
[138]. This appears to indicate that smaller intervals, which tend to have larger val
σ 2

p/µ2
p would be less sensitive to the global 1/k, the long-range correlation. This would b

true except for the fact that there are short-range correlations which are better seen o
intervals of phase space. Another important thing to note regarding a binomial spl
negative binomial distribution is that the two subintervals are not statistically indepen
The conditional probability distribution on the interval(1− p) depends upon the outcom
on the intervalp [139]. It is unfortunate that these elegant arguments cannot be appl
the net-charge fluctuations since〈Q〉 = 0.

The PHENIX measurement [44] of the normalized variancev(Q) of net-charge fluctua
tions is shown in Fig. 22 in the interval−0.35� δη � +0.35 as a function of the azimuth
angular interval of reconstructed tracks, either at the detector,φd , or at the vertex,φr ,
chosen symmetrically around the detector acceptance. For smallerφr the data agree with
the purely stochastic(1 − p) dependence shown as the solid line, but deviate from
stochastic prediction at larger values due to correlations from resonance decay, s
ρ0 → π+ + π− as nicely explained by RQMD [140].

Absent new theoretical insight, it is difficult to understand how quark-level net-ch
fluctuations in a QGP can be related to net-charge fluctuations of hadrons, where, by
ition, strong correlations exist, e.g., in the formation of a meson from aq–q̄ pair. Also, the
study of the fluctuations of net charge, which is conserved, may not be as useful to
interesting fluctuations as the study of fluctuations of the total charged multiplicity, w
is much less constrained by conservation laws. This has yet to be tried at RHIC.

4.2. Event-by-event average-pT fluctuations

Fluctuations in the event-by-event averagepT , denotedMpT
, have been measured a

provide a severely small limit on possible fluctuations from a sharp phase transitio
events withn detected charged particles with magnitudes of transverse momenta,pTi

, the
event-by-event averagepT , denotedMpT

is defined as

MpT
= pT = 1

n

n∑
i=1

pTi
. (15)

Mixed events are used to define the baseline for random fluctuations ofMpT
in PHENIX

[45,55]. This has the advantage of effectively removing any residual detector-depe
effects. The event-by-event average distributions are very sensitive to the number o
in the event (denotedn or Ntracks), so the mixed event sample is produced with theidentical
Ntracks distribution as the data. Additionally, no two tracks from the same data even
placed in the same mixed event in order to remove any intra-event correlationspT .

Finally, 〈MpT

〉 must exactly match the semi-inclusive〈pT 〉.
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Fig. 22.v(Q) for the 10% most central events in data and RQMD, as a function of the azimuthal inter
degrees of reconstructed tracks, either (a) at the detector,φd , or (b) at the vertex,φr , chosen symmetrically
around the detector acceptance. For data, the error band shows the total statistical error, whereas the
indicate the uncorrelated part. The solid line shows the expected reduction inv(Q) in the stochastic scenari
when global charge conservation is taken into account [44]. Note that the data points are correlated since
in one bin is a subset of the data in the next bin.

For the case of statistical independent emission, where the fluctuations are pure
dom, an analytical formula for the distribution inMpT

can be obtained assuming negat
binomial distributed event-by-event multiplicity, with gamma distributed semi-inclu
pT spectra [141]. The formula depends on the four semi-inclusive parameters〈n〉, 1/k, b

andp which are derived from the means and standard deviations of the semi-inclusipT

and multiplicity distributions,〈n〉, σn, 〈pT 〉, σpT
:

f (y) =
nmax∑

n=nmin

fNBD
(
n,1/k, 〈n〉)fΓ (y,np,nb), (16)

wherey = MpT
. For fixedn, and purely random fluctuations, the mean and standard

ation ofMpT
follow the expected behavior,〈MpT

〉 = 〈pT 〉, σMpT
= σpT

/
√

n. In PHENIX,
Eq. (16) is used to confirm the randomness of mixed events which are used to defi

baseline for random fluctuations ofMpT

[45,55].
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red
Fig. 23.MpT
for 30–35% and 0–5% centrality classes: data (points) mixed events (histogram) [55].

The measuredMpT
distributions for the data in two centrality classes for

√
sNN =

200 GeV Au+ Au collisions in PHENIX [55] are shown in Fig. 23 (data points) compa

to the mixed-event distributions (histograms). The non-Gaussian, gamma-distribution
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Fig. 24.FpT
vs. centrality, represented as the average number of participants(Npart) in a centrality class, com

pared to jet simulation [55].

shape of theMpT
distributions is evident. The difference between the data and the m

event random baseline distributions is not visible to the naked eye. The nonrandom
ation is quantified by the fractional difference ofωpT

, the normalized standard deviatio
of MpT

, for the data and the mixed-event (random) samples:

ωpT
= σMpT

〈MpT
〉 , (17)

FpT
= ωpT ,data− ωpT ,mixed

ωpT ,mixed
. (18)

The results are shown as a function of centrality, represented byNpart in Fig. 24.
The dependence ofFpT

onNpart is striking. To further understand this dependence
the source of these nonrandom fluctuations,FpT

was measured over a varyingpT range,
0.2 GeV/c � pT � pmax

T (Fig. 25), wherepmax
T = 2.0 GeV/c for theNpart dependence.

The increase ofFpT
with pmax

T suggests elliptic flow or jet origin. This was inve
tigated using a Monte Carlo simulation of correlations due to elliptic flow and je
the PHENIX acceptance. The flow was significant only in the lowest centrality bin
negligible (FpT

< 0.1%) at higher centralities. Jets were simulated by embedding
uniform rate per generated particle,Sprob(Npart)) p + p hard-scattering events from th
PYTHIA event generator into simulated Au+ Au events assembled at random acco
ing to the measuredNtracks and semi-inclusivepT distributions. This changed〈pT 〉 and
σpT

by less than 0.1%.Sprob(Npart) was either constant for all centrality classes, or sca
by the measured hard-scattering suppression factorRAA(Npart) for pT > 4.5 GeV/c [49].
A valueFpT

= 2.06% forp + p collisions was extracted from pure PYTHIA events in t
PHENIX acceptance in agreement with thep + p measurement (Fig. 24). The value

Sprob(Npart) was chosen so that the simulation withSprob(Npart) × RAA(Npart) agreed with
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Fig. 25.FpT
vs. pmax

T
compared toRAA-scaled jet simulation for the 20–25% centrality class (Npart = 181.6)

[55].

the data atNpart = 182. The centrality andpmax
T dependences of the measuredFpT

match
the simulation very well, but only when theRAA scaling is included.

A less experiment-dependent method to compare nonrandom fluctuations is to a
that the entireFpT

is due to temperature fluctuations of the initial state, with RMS varia
σT /〈T 〉 [45,142]. Then,

ω2
pT ,data− ω2

pT ,mixed=
(

1− 1

〈n〉
)

σ 2
T

〈T 〉2
= 2FpT

ω2
pT ,mixed, (19)

This yieldsσT /〈T 〉 = 1.8% for central collisions in PHENIX with similarly small value
for the other Relativistic Heavy Ion experiments [143], 1.7% in STAR, 1.3% in CER
and 0.6% in NA49. These results put severely small limits on the critical fluctuation
were expected for a sharp phase transition, both at SPS energies and at RHIC,
consistent with the expectation from lattice QCD that the transition is a smooth cros
[12].

Other proposed explanations of the centrality andpmax
T dependences ofFpT

include:
overlapping color strings which form clusters so that the number of sources and〈pT 〉 per
source is modified as a function of centrality [144]; and near equilibriumpT correlations
induced by spatial inhomogeneity [145].

4.3. Conclusions

Critical behavior near the phase boundary can produce nonrandom fluctuations
servables such as the net-charge distribution and the average transverse momentu
bution. Our search for net-charge fluctuations has ruled out the most naive model of

fluctuations in a QGP, but it is unclear whether the charge fluctuation signature can survive
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hadronization. Our measurement of the event-by-event averagepT distribution shows a
nonrandom fluctuation that is consistent with the effect expected from high-pT jets. This
puts a severe constraint on the critical fluctuations that were expected for a sharp
transition but is consistent with the expectation from lattice QCD that the transition
smooth crossover [12].

5. Binary scaling

5.1. Hard scattering and pQCD

One way to get a partonic probe into the midst of anA + A collision is to use the
high-pT partons produced by hard scattering. Forp + p collisions in the RHIC energy
range, hard scattering is considered to be the dominant process of particle producti
pT � 2 GeV/c at mid-rapidity. Typically, particles withpT � 2 GeV/c are produced from
states with two roughly back-to-back jets which are the result of scattering of consti
of the nucleons (partons) as described by pQCD [146].

The overallp+p hard-scattering cross section in “leading logarithm” pQCD is the
over parton reactionsa +b → c+d (e.g.,g +q → g +q) at parton–parton center-of-ma
(c.m.) energy

√
ŝ:

d3σ

dx1 dx2 d cosθ∗ = 1

s

∑
ab

fa(x1)fb(x2)
πα2

s (Q
2)

2x1x2
Σab

(
cosθ∗), (20)

wherefa(x1), fb(x2), are parton distribution functions, the differential probabilities
partonsa andb to carry momentum fractionsx1 andx2 of their respective protons (e.g
u(x2)), and whereθ∗ is the scattering angle in the parton–parton c.m. system. The pa
parton c.m. energy squared isŝ = x1x2s, where

√
s is the c.m. energy of thep+p collision.

The parton–parton c.m. system moves with rapidityy = 1/2 ln(x1/x2) in thep + p c.m.
system.

Eq. (20) gives thepT spectrum of outgoing partonc, which then fragments into hadron
e.g.,π0. The fragmentation functionDπ0

c (z,µ2) is the probability for aπ0 to carry a

fraction z = pπ0
/pc of the momentum of outgoing partonc. Eq. (20) must be summe

over all subprocesses leading to aπ0 in the final state. The parameterµ2 is an unphysica
“factorization” scale introduced to account for collinear singularities in the structure
fragmentation functions [146,147].

In this formulation,fa(x1,µ
2), fb(x2,µ

2) andDC
c (z,µ2) represent the “long-distanc

phenomena” to be determined by experiment; while the characteristic subprocess
distributions,Σab(cosθ∗), and the coupling constant,αs(Q

2) = 12π
25 ln(Q2/Λ2), are fun-

damental predictions of QCD [148–150] for the short-distance, large-Q2, phenomena. Th
momentum scaleQ2 ∼ p2

T for the scattering subprocess, whileQ2 ∼ ŝ for a Compton or
annihilation subprocess, but the exact meaning ofQ2 tends to be treated as a parame
rather than a dynamical quantity. The transverse momentum of a scattered constitu

√
ŝ

pT = p∗
T =

2
sinθ∗. (21)
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Fig. 26. Left: E d3σ(pT )/d3p at mid-rapidity as a function of
√

s in p + p collisions. Right:
(
√

s/GeV)6.3 × E d3σ/d3p vs.xT = 2pT /
√

s [53] (and references therein).

Eq. (20) leads to a general “xT -scaling” form for the invariant cross section of high-pT

particle production:

E
d3σ

d3p
= 1

pn
T

F (xT ) = 1√
s
n G(xT ), (22)

wherexT = 2pT /
√

s. The cross section has two factors, a functionF(xT ) (G(xT )) which
“scales”, i.e., depends only on the ratio of momenta, and a dimensioned factor,/pn

T

(1/
√

s
n), wheren equals 4 in lowest-order (LO) calculations, analogous to the 1/q4 form

of Rutherford Scattering in QED. The structure and fragmentation functions are
theF(xT ) (G(xT )) term. Due to higher-order effects such as the running of the cou
constant,αs(Q

2), the evolution of the structure and fragmentation functions, and the in
state transverse momentumkT , n is not a constant but is a function ofxT ,

√
s. Measured

values ofn(xT ,
√

s) in p + p collisions are between 5 and 8.

5.2. Mid-rapiditypT spectra fromp + p collisions

The scaling and power-law behavior of hard scattering are evident from the
√

s de-
pendence of thepT dependence of thep + p invariant cross sections. This is shown
nonidentified charged hadrons,(h+ + h−)/2, in Fig. 26 (left). At lowpT � 1 GeV/c the
cross sections exhibit a “thermal” exp(−6pT ) dependence, which is largely independ
of

√
s, while at highpT there is a power-law tail, due to hard scattering, which depe√ √
strongly on s. The characteristic variation with s at highpT is produced by the funda-
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mental power-law and scaling dependence of Eqs. (20), (22). This is best illustrate
plot of

√
s
n(xT ,

√
s) × E

d3σ

d3p
= G(xT ), (23)

as a function ofxT , with n(xT ,
√

s) = 6.3, which is valid for thexT range of the presen
RHIC measurements (Fig. 26 (right)). The data show an asymptotic power law wi
creasingxT . Data at a given

√
s fall below the asymptote at successively lower value

xT with increasing
√

s, corresponding to the transition region from hard to soft physic
thepT region of about 2 GeV/c.

The PHENIX measurement of the invariant cross section forπ0 production inp + p

collisions at
√

s = 200 GeV [60] agrees with NLO pQCD predictions over the range 2.0�
pT � 15 GeV/c (Fig. 27).

5.3. Scaling hard scattering fromp + p to p + A andA + B collisions

Since hard scattering is point-like, with distance scale 1/pT � 0.1 fm, and the hard
scattering cross section factorizes as shown in Eq. (20), the cross section inp+A or A+B

collisions, compared top + p, is proportional to the relative number of possible po
like encounters. The number of encounters of point-like constituents of nucleons i
proportional toA (AB), for p +A (A+B) minimum-bias collisions. ForA+B collisions
at impact parameterb, it is proportional toTAB(b), the nuclear thickness function, whic
is the integral of the product of nuclear thickness over the geometrical overlap reg
the two nuclei. In detail, the semi-inclusive invariant yield of, e.g., high-pT π0’s for A+B

inelastic collisions, with centralityf , is related to thep + p cross section by

1

Nevt
AB

d2Nπ0

AB

dpT dy

∣∣∣∣
f

= 〈TAB〉f × d2σπ0

pp

dpT dy
. (24)

Note that

〈TAB〉f =
∫
f

TAB(b)d2b∫
f
(1− e−σNNTAB(b)) d2b

= 〈Ncoll〉f
σNN

, (25)

where〈Ncoll〉f is the average number of binary nucleon–nucleon inelastic collisions,
cross sectionσNN , in the centrality classf . This leads to the description of the scaling
point-like processes as binary-collision (orNcoll) scaling.

Nuclear medium effects, either in the initial or final state, can modify the expe
scaling. These modifications can be quantitatively studied by measurement of thenuclear
modification factorRAB , which is defined as

RAB = dNP
AB

〈TAB〉f × dσP
NN

= dNP
AB

〈Ncoll〉f × dNP
NN

, (26)

wheredNP
AB is the differential yield of a point-like processP in a A + B collision and

dσP
NN is the cross section ofP in N + N collision. If there are no initial- or final-stat
effects that modify the yield ofP in A + B collisions, the processP scales with〈TAB〉f
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Fig. 27. PHENIXπ0 invariant cross section at mid-rapidity fromp+p collisions at
√

s = 200 GeV, together with
NLO pQCD predictions from Vogelsang [151,152]. (a) The invariant differential cross section for inclusivπ◦
production (points) and the results from NLO pQCD calculations with equal renormalization and factor
scales ofpT using the “Kniehl–Kramer–Pötter” (solid line) and “Kretzer” (dashed line) sets of fragment
functions. (b) The relative statistical (points) and point-to-point systematic (band) errors. (c), (d) The r
difference between the data and the theory using KKP (c) and Kretzer (d) fragmentation functions with s
pT /2 (lower curve),pT , and 2pT (upper curve). In all figures, the normalization error of 9.6% is not shown [

andRAB = 1. Sometimes, the central to peripheral ratio,RCP , is used as an alternative
RAB . The central to peripheral ratio is defined as

R = dNCentral/〈NCentral
coll 〉

, (27)
CP
dNPeripheral/〈NPeripheral

coll 〉
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Fig. 28.µ–A cross section vs.A [156].

wheredNCentralanddNPeripheralare the differential yield per event of the studied proc
in a central and peripheral collision, respectively. If the yield of the process scales w
number of binary collisions,RCP = 1.

5.4. Binary scaling inl + A, p + A, and low-energyA + A

In deeply inelastic lepton scattering, where hard scattering was discovered [153
the cross section forµ + A collisions is indeed proportional toA1.00 (Fig. 28). This in-
dicates that the structure function of a nucleus of massA is simplyA times the structure
function of a nucleon (with only minor deviations,� 10% for 0.02 � x � 0.50 [157]),
which means that the nucleus acts like an incoherent superposition of nucleons fo
scattering of leptons.

The situation is rather different inp + A collisions: the cross section at a givenpT also
scales as a power law,Aα(pT ) (Fig. 29), but the powerα(pT ) is greater than 1. This is calle
the “Cronin effect” [158]. The enhancement (relative toA1.00) is thought to be due to th
multiple scattering of the incident partons while passing through the nucleusA before the

collision [159,160], which smears the axis of the hard scattering relative to the axis of the
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Fig. 29. Cronin effect inp + A, for π− with pT = 4.61 GeV/c. α(pT ) = 1.148± 0.010 [158].

Fig. 30. Cronin effect at fixed target energies expressed asRW/Be, the ratio of the point-like scaled cross sectio
in p + W andp + Be collisions vs.pT [161].

incident beam, leading to the characteristic “Cronin effect” shape forRA(pT ) (Fig. 30). At
low pT < 1 GeV/c, the cross-section is no longer point-like, so the scattering is shad

(∝ A2/3), thusRA < 1. At largerpT > 2 GeV/c, as the hard-scattering, power-lawpT
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Fig. 31. Nuclear modification factors forπ0 production at the CERN-ISR in minimum-biasα + α reactions at√
sNN = 31 GeV [162] and for pion production at the CERN-SPS in central Pb+ Pb [163], Pb+ Au [164], and

S+ Au [165] reactions at
√

sNN ≈ 20 GeV. TheRAA from SPS are obtained using thep + p parametrization
proposed in Ref. [166]. The shaded band aroundRAA = 1 represents the overall fractional uncertainty of
SPS data (including in quadrature the 25% uncertainty of thep + p reference and the 10% error of the Glaub
calculation ofNcoll). There is an additional overall uncertainty of±15% for the CERES data not shown in t
plot [164].

spectrum begins to dominate, the multiple scattering smears the spectrum to larpT

leading to an enhancement relative to binary-scaling which dissipates with increasipT

as the influence of the multiple scattering diminishes.
Previous measurements of high-pT particle production inA + A collisions at

√
sNN �

31 GeV (Fig. 31) and inp + A (or d + A) collisions (Fig. 30) including measurements
RHIC [64] at mid-rapidity (Fig. 32) all show binary scaling or a Cronin effect.

This establishes that the initial condition for hard scattering at RHIC at mid-rapid
an incoherent superposition of nucleon structure functions, including gluons, where
ple scattering before the hard collision smears thepT spectrum of scattered particles to
somewhat above the simple point-like binary (Ncoll) scaling.

An alternative view of the initial state of a nucleus at RHIC is provided by the c
glass condensate (CGC), in which the gluon population at lowx is not an incoherent su
perposition of nucleon structure functions but is limited with increasingA by nonlinear
gluon–gluon fusion resulting from the overlap of gluons from several nucleons in the
of the nucleus transverse to the collision axis [168]. A Cronin effect ind + A collisions,
as shown in Fig. 32, can be reproduced in the CGC with a suitable choice of initia
parameters, which must also reproduce quantitatively the observed binary scaling
direct photon production and total charm production in Au+ Au collisions to be shown
below (Figs. 33, 34). However, at this writing, no detailed quantitative description o

CGC initial state which satisfies these three conditions has been published.
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Fig. 32. Cronin effect inRCP , the ratio of point-like scaled central to peripheral collisions for pions ind + Au
at

√
sNN = 200 GeV [167]. Data points for lowpT areπ± identified by Time of Flight (TOF). Data at medium

pT are forπ0 identified by reconstruction in the Electromagnetic Calorimeter (EMCAL). HighestpT data are
for π± identified by a count in the Ring Imaging Cerenkov Counter (RICH) and a deposited energy/mom
and shower shape in the EMCAL inconsistent with those of a photon or electron. The shaded band on
represents the overall fractional systematic uncertainty due toNcoll.

5.5. Binary scaling in Au+ Au collisions at RHIC—direct photons and charm yield

The production of hard photons in Au+ Au collisions at RHIC via the constituen
reactions (e.g.,g + q → γ + q) is a very important test of QCD and the initial sta
because the photons only interact electromagnetically, hence hardly at all, with any
state medium produced. The direct-photon cross section and centrality dependence
then reflect only the properties of the initial state, notably the product of the gluon
quark structure functions of the Au nuclei.

The first measurement of direct photon production in Au+ Au collisions at RHIC has
been reported by the PHENIX Collaboration (Fig. 33) [73]. The data exhibit pure p
like (Ncoll) scaling as a function of centrality relative to a pQCD calculation forp + p

collisions. The statistical and systematic errors still leave some room for a small C
effect and/or some thermal photon production. The observation of direct photon prod
establishes the importance of gluon degrees of freedom at RHIC.

PHENIX measured the single-electron yield from nonphotonic sources in Au+ Au
collision at 130 GeV [42] and 200 GeV [57]. Since semi-leptonic decay of charm i
dominant source of the nonphotonic electrons at lowpT (pT � 3 GeV/c), the total yield of
charm can be determined from the integrated yield of nonphotonic electrons in the lopT

region. Fig. 34 shows the yield of nonphotonic electrons (0.8< pT < 4.0 GeV/c) perNN√

collision in Au+ Au reactions at sNN = 200 GeV as a function ofNcoll [57]. TheNcoll
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Fig. 33. PHENIX direct photon measurements relative to the background for minimum bias and for fiv
tralities of Au+ Au collisions at

√
sNN = 200 GeV (0–10% is the most central). Statistical and total errors

indicated separately on each data point by the vertical bar and shaded region, respectively. The curves re
pQCD calculation of direct photons inp + p collisions from Vogelsang [169–172] scaled to Au+ Au assuming
pure point-like (Ncoll) scaling, with no suppression. The shaded region around the curves indicate the va
of the pQCD calculation for scale changes frompT /2 to 2pT , plus the〈Ncoll〉 uncertainty [73].

Fig. 34. Nonphotonic electron yield (0.8 < pT < 4.0 GeV/c), dominated by semi-leptonic charm decays, m
sured in Au+ Au collisions at

√
sNN = 200 GeV scaled byNcoll as a function ofNcoll. The right-hand scale

shows the corresponding electron cross section perNN collision in the abovepT range. The yield inp + p
collision at 200 GeV is also shown [57].
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dependence of the yield is fit toNα
coll, whereα = 1 is the expectation for binary scaling. W

find α = 0.938± 0.075(stat.) ± 0.018(sys.), showing that the total yield of charm-dec
electrons is consistent with binary scaling. It should be noted that medium effects
as energy loss of charm in the dense hot medium, can only influence the momentu
tribution of charm, and have little effect on the total yield of charm. Initial-state effe
such as shadowing, and other effects, such as thermal production of charm, are bel
be very small for charm production at RHIC energy. Therefore, the observation of b
scaling of the total charm yield in Au+ Au collisions at RHIC may also be considered
an experimental verification of the binary scaling of a point-like pQCD process.

5.6. Conclusions

In this section evidence has been presented to show that the initial condition for
scattering at RHIC at mid-rapidity is an incoherent superposition of nucleon stru
functions, including gluons, where multiple scattering before the hard collision can s
thepT spectrum of scattered particles to be somewhat above the simple point-like
(Ncoll) scaling. This was demonstrated using the reactions: pion production ind + Au col-
lisions, where there is no final-state medium, and direct photon production in Au+ Au
collisions, where the outgoing photons interact electromagnetically, hence hardly
with any final-state medium produced. The total charm yield in Au+ Au, a reaction dom
inated by the subprocessg + g → c + c̄, and which is not sensitive to final-state mediu
effects for the total yield ofc+ c̄ pairs, also exhibits binary scaling. The latter two meas
ments provide experimental evidence for the binary scaling of point-like pQCD proc
in Au + Au collisions.

The color glass condensate (CGC) provides an alternative view of the initial stat
nucleus at RHIC in which coherence of gluons due to nonlinear gluon–gluon fusio
produce a Cronin-like effect, depending on the initial conditions and the kinematic
covered. However, at the present writing, there is no CGC description of the initial
nuclear structure function which reproduces the observed Cronin effect for pions ind +Au
collisions and the observed binary scaling for both direct photon production and the
charm yield in Au+ Au collisions.

6. Number density and high pT suppression

To study the initial properties of the matter created in heavy ion collisions we n
probe that is already present at the earliest times and that is directly sensitive to th
erties of the medium. Partons resulting from hard scatterings during the initial cross
the two nuclei inA + A collisions provide such a probe. Energetic partons propaga
through a dense medium are predicted to lose energy [173–181] thus producing a s
sion in the yield of high-pT hadrons produced from the fragmentation of these part
Initial measurements from RHIC Run 1 [39,47,182] and Run 2 [49,53,183,184] de
strated such a suppression, and the results ofd + Au measurements [64,66–68] show

that the suppression was not due to initial-state effects. Further measurements have in-
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dicated a modification of dijet angular correlations [68] that has also been attribu
in-medium parton energy loss [185,186].

While the energy loss of hard-scattered partons was originally proposed as a sig
of the quark–gluon plasma and deconfinement, it has been argued recently that the
loss is sensitive only to the density of unscreened color charges and not directly to
finement [177–181,187,188]. Ideally, a measurement of initial parton densities to
with constraints on initial energy density might allow an estimate of the temperature
medium. As will be seen below, the current high-pT measurements and theoretical to
for interpreting the experimental data are not yet sufficient to take such a step. In
the energy loss results are currently being used to provide estimates of the initial
density. The remainder of this section summarizes PHENIX experimental data rela
high-pT suppression, discusses the current state of theoretical understanding of the
loss process and concludes with a statement of estimates for initial parton numb
energy densities that currently can be made.

6.1. Single particle spectra,RAA

As described in Section 5, in the absence of modifications due to initial-state or
state effects, the rate for the production of particles through hard-scattering proce
nucleus–nucleus collisions is expected to be given by the equivalentp + p hard-scattering
cross section multiplied byTAB . Fig. 35 shows PHENIXπ0 spectra,d2N/dpT dy, mea-
sured in

√
sNN GeV [49] peripheral (80–92%) and central (0–10%) Au+ Au collisions

compared to measured [60]p + p cross sections multiplied by the peripheral and cen
TAB values estimated using the procedure described in Section 5. The error bands
p + p data points reflect both the systematic errors on thep + p cross sections and th
uncertainties in theTAB values. As the figure clearly demonstrates, the central Au+ Au
π0 yields are strongly suppressed relative to the “expected” yields over the entire
suredpT range. In contrast, the peripheral yields compared to theTAB -scaledp + p cross
sections show little or no suppression. The results incontrovertibly demonstrate tha
is a strong and centrality-dependent suppression of the production of high-pT pions rela-
tive to pQCD-motivated expectations. This is quite different from measurements ofRAA

in Pb+ Pb collisions at
√

sNN = 17.3 GeV where in semi-peripheral Pb+ Pb collisions
there is a nuclear enhancement increasing withpT similar to the well-known Cronin effec
while in central collisions the Cronin enhancement appears to be weaker than expec
Fig. 31).

To better demonstrate quantitatively the suppression in central collisions indica
Fig. 35, we show in Fig. 36RAA(pT ) for mid-rapidity π0’s in central and periphera
200 GeV Au+ Au collisions. We also show the values obtained from minimum-
200 GeVd + Au collisions [64] which provide a stringent test of the possible contr
tion of initial-state nuclear effects to the observed suppression in Au+ Au collisions. The
error bands on the data indicate combined statistical and point-to-point systematic
and the bars shown next to the different data sets indicate common systematic err
to uncertainties in thep + p cross section normalization andTAB .

Fig. 36 shows that the central Au+ Au π0 suppression changes only slightly over t

measuredpT range and reaches an approximatelypT -independent factor of 5 (RAA ≈ 0.2)



240 PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283

ipheral

er
gested

ic

, but

t with
is also
atter-
ect at

n

Fig. 35.π0 pT spectra in 200 GeV Au+ Au collisions [49] compared to aTAB scaling of the 200 GeVp + p

π0 differential cross section [60]. The central data were obtained with a 0–10% centrality cut while the per
data were obtained with an 80–92% cut.

for pT > 4–5 GeV/c. The peripheral Au+ Au RAA values are consistent with one aft
taking into account systematic errors but we cannot rule out a slight suppression sug
by the peripheralRAA values. In all of the data setsRAA decreases with decreasingpT

for pT < 2 GeV/c. This decrease, known since the original measurements of theA depen-
dence of particle production inp + A collisions is due to contributions of soft hadron
processes at lowpT that are expected to increase more slowly than proportional toTAB .
The d + Au RdA values are also consistent with one within systematic uncertainties
in contrast to the Au+ Au results, the data suggest a slight enhancement. Thed + Au
RdA values above 2 GeV/c exceed one for nearly the entire experimentally coveredpT

range. As shown previously in Fig. 32, only forpT � 6 GeV/c does thed + Au pion
yield return to theTAB -scaling expectation. Such a small enhancement is consisten
expectations based on prior measurements of the Cronin effect [189,190], and it
quantitatively consistent with calculations incorporating the initial-state multiple sc
ing that is thought to produce the Cronin effect [191–197]. Therefore the Cronin eff
RHIC is small and cannot mask a strong suppression of highpT particle production due to
initial-state parton saturation as suggested by Ref. [198].

To better demonstrate the systematic behavior of the high-pT suppression we show i

Fig. 37π0 [49] and unidentified charged particleRAA values [53] as a function ofpT for
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Fig. 36.π0 RAA(pT ) for central (0–10%) and peripheral (80–92%) Au+ Au collisions [49] and minimum-bias
d + Au collisions [64]. The shaded boxes on the left show the systematic errors for the Au+ Au RAA values
resulting from overall normalization of spectra and uncertainties inTAB . The shaded box on the right shows t
same systematic error for thed + Au points.

various centrality bins. While for moderatepT values (2< pT < 5 GeV/c) total charged
particle production is suppressed less than pion production, the charged particle aπ0

RAA values become equal, within errors, at highpT . This evolution in the charged partic
suppression is related to contributions from the (anti)protons that will be discussed f
below. Despite the differences resulting from the protons, the charged particles anπ0’s
exhibit very similar trends in the suppression vs.pT and vs. centrality. The suppressi
increases smoothly with centrality though the change inRAA values at highpT is most
rapid in the middle of the centrality range. Fig. 37 also shows that the suppression
proximately constant as a function ofpT for pT > 4.5 GeV/c in all centrality bins. We
take advantage of this feature of the data to better illustrate the centrality depende
the suppression by integrating both the Au+ Au spectra and the referencep + p cross sec-
tions overpT > 4.5 GeV/c and using these integrated quantities to determine an ave
suppression factor,RAA for pT > 4.5 GeV/c. We plot the charged particle andπ0 RAA

values vs.Npart in Fig. 38 (top). This figure suggests that the suppression evolves smo
with Npart, showing no abrupt onset of suppression. The charged particles andπ0’s exhibit
similar evolution of suppression withNpart. In the most central collisions we obtainRAA

values of 0.24± 0.04 (total) and 0.23± 0.05 (total) for charged particles andπ0’s, respec-
tively. In peripheral collisions,RAA approaches one, but the systematic errors on the
peripheralTAB values are sufficiently large that we cannot rule out∼ 20% deviations of

the peripheral Au+ Au hard-scattering yields from theTAB -scaledp + p cross sections.
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Fig. 37. Centrality andpT dependence of nuclear modification factors in 200 GeV Au+ Au collisions [53]. Top

panel:π0 and charged particleRAA(pT ) for ten centrality bins. Bottom panel: charged particleRCP vs.pT .
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Fig. 38. Top panel:RAA vs. Npart obtained frompT -integrated (pT > 4.5 GeV/c) Au + Au π0 and
charged-hadron spectra. The band indicates the systematic error bands on a hypotheticalTAB scaling of the
p + p pT -integrated cross section. Bottom panel:π0 and charged hadron yield per participant vs.Npart divided
by the same quantity inp + p collisions (RAANpart). The solid band shows the same band as in the top p
expressed in terms of yield per participant pair while the dashed band indicates the systematic error band

a hypotheticalNpart scaling. Both plots are from [53].
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An alternative method for evaluating the evolution of the high-pT suppression with
centrality is provided in Fig. 38 (bottom) which presents the charged andπ0 yields per
participant integrated overpT > 4.5 GeV/c as a function ofNpart [53] divided by the
same quantity inp + p collisions. Also shown in the figure are curves demonstrating
Npart dependence that would result if theπ0 and charged particle yields exactlyTAB scaled
and what anNpart scaling fromp + p collisions would imply. As Fig. 38 demonstrate
the high-pT yields of both charged hadrons andπ0’s per participantincrease proportiona
to TAB for smallNpart but level off and then decrease with increasingNpart in more cen-
tral collisions. The PHENIX measurements do not naturally support an approximateNpart
scaling of high-pT particle production suggested in an analysis of PHOBOS data [1

The PHENIXR
Npart
AA values decrease from mid-peripheral (Npart≈ 75) to central collisions

by an amount larger than the systematic errors in the measurement. For more pe

collisions,R
Npart
AA increases withNpart consistent with the modest suppression of high-pT

production shown for peripheral collisions in the top panel of Fig. 38. The initial rise

subsequent decrease ofR
Npart
AA with increasingNpart suggests that the high-pT hadron yield

in Au + Au collisions has no simple dependence onNpart. The observation that the high
pT yields initially increase proportional toTAB demonstrates that in the most periphe
Au + Au collisions the hard-scattering yields are consistent with point-like scaling. H
ever, the deviation fromTAB scaling sets in rapidly, becoming significant byNpart = 50.
By Npart = 100 the high-pT suppression is so strong that high-pT yields grow even more
slowly than proportional toNpart.

6.2. xT scaling in Au+ Au collisions at RHIC

If the production of high-pT particles in Au+ Au collisions is the result of hard sca
tering according to pQCD, thenxT scaling should work just as well in Au+ Au collisions
as inp + p collisions and should yield the same value of the exponentn(xT ,

√
s). The

only assumption required is that the structure and fragmentation functions in Au+ Au col-
lisions should scale, in which case Eq. (23) still applies, albeit with aG(xT ) appropriate
for Au + Au. In Fig. 39,n(xT ,

√
sNN) in Au + Au is derived from Eq. (23), for periphera

and central collisions, by taking the ratio ofE d3σ/dp3 at a givenxT for
√

sNN = 130 and
200 GeV, in each case. Theπ0’s exhibit xT scaling, with the same value ofn = 6.3 as in
p + p collisions, for both Au+ Au peripheral and central collisions, while the noniden
fied charged hadronsxT -scale withn = 6.3 for peripheral collisions only. Notably, theh±
in Au + Au central collisions exhibit a significantly larger value ofn, indicating different
physics, which will be discussed below. ThexT scaling establishes that high-pT π0 pro-
duction in peripheral and central Au+Au collisions andh± production in peripheral Au+
Au collisions follow pQCD as inp + p collisions, with parton distributions and fragme
tation functions that scale withxT , at least within the experimental sensitivity of the da

6.3. Two-hadron azimuthal-angle correlations

We argued in Section 5 that the production of hadrons at high-pT results predomi-

nantly from hard scattering followed by fragmentation of the outgoing parton(s). While



PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283 245

to
n a re-
igh-
rve
RHIC

ground
di-
ations.

-
within
ls
al

ons

d in the
r-
sibly
heless,
e

Fig. 39. Power-law exponentn(xT ) for π0 and h spectra in central and peripheral Au+ Au collisions at√
sNN = 130 and 200 GeV [53].

this result is well established inp(p̄) + p collisions, it might not be true in Au+ Au
collisions when the yield of high-pT particles is modified so dramatically compared
expectations. Since a hard-scattered parton fragments into multiple particles withi
stricted angular region (i.e., a jet) a reasonable way to check the assumption that hpT

hadron production in Au+ Au collisions is due to hard scattering is to directly obse
the angular correlations between hadrons in the jets. None of the experiments at
are currently capable of reconstructing jets in the presence of the large soft back
of a Au+ Au collision. However, both STAR [199,200] and PHENIX [201,202] have
rectly observed the presence of jets by studying two-hadron azimuthal-angle correl
Fig. 40 shows preliminary distributions [201] of the relative azimuthal angle (φ) between
pairs of charged particles detected within the PHENIX acceptance ind + Au collisions and
peripheral (60–90%) and central (0–10%) Au+ Au collisions after the subtraction of com
binatoric background. The pairs of particles are chosen such that one particle lies
a “trigger” pT range (2.5 < pT trig < 4 GeV/c) while the other “associated” particle fal
within a lowerpT window 1.0< pT < 2.5 GeV/c. The distributions show the differenti
yield perφ of associated particles per detected trigger particle within the givenpT ranges
and within theη acceptance of the PHENIX central arms (−0.35< η < 0.35).

The peaks observed atφ = 0 (near side) reflect the correlation between hadr
produced within the same jet while the broader peaks observed atφ = π (away side)
reflect the correlations between hadrons produced in one jet and hadrons produce
“balance” jet. In the Au+ Au cases, a cos2φ modulation underlies the jet angular co
relations due to the elliptic flow of particles in the combinatoric background and pos
also in part due to azimuthal anisotropies in the jets themselves (see below). Nonet
the cos2φ contribution has little effect on the narrow same-jet (near-side) peak in thφ
distribution.
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Fig. 40. Differential yields perφ and per trigger particle of pairs of charged hadrons ind + Au, periph-
eral Au+ Au and central Au+ Au collisions at

√
sNN = 200 GeV [201]. The pairs were selected with t

higher-momentum “trigger” particle in the range 2.5 < pT < 4.0 GeV/c and the lower-momentum “associate
particle in the range 1.0 < pT < 2.5 GeV/c. A constant background has been subtracted for all three dist
tions.

We observe that the angular widths of the same-jet correlations are the same wit
rors in all three data sets in spite of the factor of two larger yield of associated hadr
central Au+ Au collisions compared tod + Au and peripheral Au+ Au collisions. This
result is demonstrated more quantitatively in Fig. 41 which shows the centrality d
dence of the Gaussian widths of the same-jet peaks in the Au+ Au φ compared to the je
widths extracted fromd + Au collisions [201]. We see that the Au+ Au two-hadron corre-
lation functions show peaks with the same jet width asd + Au collisions. Since this width
is a unique characteristic of the parton fragmentation process, we conclude that hpT

hadrons in Au+ Au collisions result from hard scattering followed by jet fragmentat
regardless of any medium modifications of the fragmentation multiplicity.

6.4. High-pT suppression and energy loss

The suppression of the production of high-pT hadrons in heavy ion collisions at RHI
had been predicted long before RHIC started running [173–179,203]. It is now gen
accepted that partons propagating in colored matter lose energy predominantly t
medium-induced emission of gluon radiation [204,205]. An energetic parton scatte
color charges in the high-parton-density medium and radiates gluon bremsstrahlun
reduction in the parton energy translates to a reduction in the average momentum

fragmentation hadrons, which, in turn, produces a suppression in the yield of high-pT
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Fig. 41. The azimuthal angle width of jets in 200 GeV Au+ Au collisions extracted as theσ ’s of Gaussian
fits to the 0◦ peak in the two-charged-hadron azimuthal-angle (φ) correlation functions [201]. The correlatio
functions were formed from pairs with trigger hadron in thepT range 2.5< pT < 4.0 GeV/c and the associate
hadron in the range 1.0 < pT < 2.5 GeV/c. The dashed lines show the±1σ range of the jet widths ind + Au
collisions using the same momentum bins. In the Au+ Au data, the effect of the elliptic flow has been subtrac
in the extraction of the jet width.

hadrons relative to the corresponding yield inp + p collisions. The power-law spectru
for pT � 3 GeV/c implies that a modest reduction in fragmenting parton energy can
duce a significant decrease in the yield of hadrons at a givenpT . Thus, the suppression o
the yield of high-pT hadrons is generally believed to provide a direct experimental p
of the density of color charges in the medium through which the parton passes [18
206]. However, before proceeding to an interpretation of our results, we briefly discu
theoretical understanding of the radiative energy loss mechanism and limitations
understanding.

The dominant role of radiative gluon emission was identified early on [175], but it
several years and much effort before rigorous calculations of the energy loss takin
account Landau–Pomeranchuk–Migdal suppression [176] and the time evolution
medium were available. Initial estimates of the radiative energy loss suggested an a
imately constantE/x [174,176], but later calculations [177,180,181,207] showed
the quantum interference can produce a loss of energy that grows faster than linear
the propagation path length,L, of the parton in the medium. However, this ideal grow
of E/x with increasing path length is never realized in heavy ion collisions due t
rapid decrease of the energy density and the corresponding color charge density w
[179,185,188,194]. Generally, all energy loss calculations predict that the fractional e
loss of a propagating parton decreases with increasing parton energy. However, the

evolution with parton energy depends on the assumptions in the energy loss models and on
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Fig. 42. Comparisons of energy loss calculations [185,212] used to extract estimates for the initial parton
or energy density (see text for details) to the central 200 GeV Au+ Au π0 RAA(pT ) measured by PHENIX. The
Wang curves compare results with and without energy absorption from the medium.

the treatment of details like kinematic limits and nonleading terms in the radiation spe
[204,205]. There are many different calculations of medium-induced energy loss cur
available based on a variety of assumptions about the thickness of the medium, the
of the radiating parton, and the coherence in the radiation process itself (see [204,20
for recent reviews). ThepT dependence of the PHENIXπ0 RAA values has ruled out th
possibility of a constant (energy independent)E/x [203] and the original BDMS en
ergy loss formulation (which the authors argued should not be applied at RHIC ene
In fact, the only detailed energy loss model thatpredictedthe flatpT dependence ofRAA

over thepT range covered by RHIC data was the GLV prescription [181,194,209–21
the GLV formulation, the fractional energy loss for large jet energies varies approxim
as log(E)/E but the authors observe that below 20 GeV the full numerical calcula
of the energy loss produces a nearly constantE/E [205]. However, the same autho
argue that the flatRAA(pT ) observed at highpT at 200 GeV also requires an acciden
cancellation of several different contributions including the separatepT dependences o
the quark and gluon jet contributions, thepT dependence of the Cronin enhancement,
shadowing/EMC effect. A comparison of the GLV results for thepT dependence of theπ0

suppression to the PHENIX data is shown in Fig. 42.
One of the most critical issues in the energy loss calculation is the treatment

time evolution of the energy density of the matter through which the radiating part
propagating. Even if transverse expansion of the created matter is ignored, the longi
expansion produces a rapid reduction in the energy density as a function of time
energy loss calculations assume that the color charge density decreases as a fun
proper time asρ(τ) = ρ0τ0/τ in which case the measuredRAA can be used to infer th
productρ0τ0. Hereτ0 represents the formation time of the partons from which the med
is composed andρ0 the initial number density of those partons. Since the gluons hav

largest cross section for scattering with other partons, the initial color-charge density is
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interpreted as the gluon density. Making the usual assumption that the produced p
are spread over a longitudinal spatial widthδz = τ0δy, the GLV authors relate the produ
ρ0τ0 to the initialdng/dy and e obtaindng/dy = 1000± 200 from the PHENIXπ0 RAA

values [194]. The sensitivity of the GLV calculations to the details of the descriptio
the transverse parton density and the transverse expansion of the matter has bee
by using the results of hydrodynamic calculations of the energy density as a funct
position and time [213]. The average energy loss for partons in central Au+ Au collisions
evaluated under dramatically different assumptions was shown to be remarkably inse
to details of the description of the parton density. The GLV results are also poten
sensitive to a “screening mass” that determines both the transverse momentum distri
of the virtual gluons absorbed from the medium in the bremsstrahlung process a
energy cutoff for the radiated gluons. This mass is related to the local energy density
lattice QCD calculations of the plasma screening mass [194]. However, it was sho
the authors that a factor of two change in the screening mass produces only a 15%
in thedng/dy needed to describe the data.

An alternative analysis of parton energy loss [214] starts from explicit calculatio
higher-twist matrix elements fore + A collisions that account for coherent rescattering
the struck quark in the nucleus. The contributions of these higher-twist terms can be
porated into modified jet fragmentation functions, producing an effective energy loss
calculation can reproduce [188] the HERMES measurements of modified jet fragmen
in nuclear deep-inelastic scattering [215]. By relating the modified fragmentation func
from the higher-twist calculation to energy-loss results obtained from the leading te
an opacity expansion calculation (e.g., GLV) of medium-induced energy loss the pa
ters describing the rescattering in the nucleus ine + A collisions can be related to th
parameters describing the medium in an explicit energy-loss calculation. By relatin
two sets of parameters, the parton density in the hot medium can be related to the
density in a cold nucleus [188]. Results of this analysis are shown in Fig. 42 for param
that give an initial energy loss per unit length of 13.8 ± 3.9 GeV/fm when the HIJING
[79] parameterization of shadowing is used [185] (Note: this result is a factor of two l
that in [188] which was based on analysis of the 130 GeV results). However, an alter
(EKS) [216] shadowing description results in an initial energy loss of 16.1± 3.9 GeV/fm
[185] in the same calculation indicating at least a 25% systematic error in the energ
estimates due to uncertainties in the description of nuclear shadowing. Nonetheles
initial-energy-loss values are much larger than the time-averaged energy loss ex
from the calculation, 0.85± 0.24 GeV/fm for HIJING shadowing [185], due to the a
sumed 1/τ decrease in the color-charged density. In fact, the average energy loss p
path length in central Au+ Au collisions [188] is comparable to the value for cold nucl
matter extracted from HERMES data [188]. However, the initial energy loss is estim
by Wang to be a factor of∼ 30 larger than that in a cold nucleus [185] implying that
initial Au + Au parton density is larger by a factor> 30 than in cold nuclear matter [217

As shown in Fig. 42 the Wang higher-twist calculation predicts a suppression that
strongly withpT over the range where the experimentalRAA(pT ) values are flat. Howeve
Wang and Wang have argued that absorption of energy from the medium needs to
counted for in calculating the energy loss of moderate-pT partons [187]. They provide

formula which incorporates both parton energy loss and “feedback” from the medium that
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can reproduce the shape of the observed high-pT suppression as shown by the lower cu
in Fig. 42. This formula, then, provides the energy loss estimate given above. This ex
tion for the observedpT independence ofRAA, a crucial feature of the experimental da
is disquieting, however, because it contradicts the explanation provided by the GLV
which provides a consistent estimate of the initial energy density. The feedback of e
from the medium isnot included in the GLV calculations and if this contribution is s
nificant, then the agreement of the GLV predictions with theπ0 RAA(pT ) over the entire
pT range would have to be considered “accidental”. Also, the variation of the suppre
in the Wang higher-twist calculation withpT reflects theE ∝ logE variation of parton
energy loss naturally obtained from approximations to the full opacity expansion [205
noted above, the GLV approach finds that incorporating nonleading terms in the o
expansion producesE ∝ E. Thus, while the absorption of energy from the medium
the Wang et al. approach may only be significant belowpT = 5 GeV/c, the differences
between the variation of energy loss with parton energy in the two approaches will
confined to lowpT .

One source of uncertainty in the interpretation of the high-pT suppression is the rol
of possible inelastic scattering of hadrons after fragmentation. It was originally a
that final-state inelastic scattering of hadrons could produce all of the observed su
sion [218]. The persistence of the jet signal with the correct width in Au+ Au collisions
would be difficult to reconcile with this hypothesis. Indeed, more recent analyses
discount the possibility that hadronic re-interaction could account for the observed
pT suppression and indicate that only∼ 1/3 of fragmentation hadrons undergo final-st
inelastic scattering [219]. Wang has also argued [220] that the complete pattern o
pT phenomena observed in the RHIC data cannot be explained by hadronic resca
However, this leaves open the question of whether hadronic re-interactions after je
mentation can be partially responsible for the observed high-pT suppression. There are
number of other open issues with the quantitative interpretation of the observed hipT

suppression. The calculations all assume that the jets radiate by scattering off stat
charges while the typical initial gluonpT is often assumed to be∼ 1 GeV. Also the ra-
diated gluons are assumed to be massless though a plasmon cutoff equal to the sc
mass is applied. The systematic errors introduced by these and other assumptions
the current energy loss calculations have not yet been evaluated though the gluon sc
mass is being included in analyses of heavy-quark energy loss.

6.5. Empirical energy loss estimate

The observation that the suppression of high-pT particle production is approximate
independent ofpT above 4 GeV/c and that thep + p pT spectra are well described b
a pure power-law function in the samepT range allows a simple empirical estimate
the energy loss of hard-scattered partons in the medium. Theπ0 invariant cross sectio
measured by PHENIX inp + p collisions [60] is found to be well described by a pow
law

d3n 1 d2n A

E

dp3
=

2π pT dpT dy
=

pn
T

(28)
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for pT > 3.0 GeV/c with an exponentn = 8.1± 0.1. If we assume that none of the har
scattered partons escape from the medium without losing energy, then the approx
pT -independent suppression above 4.5 GeV/c can be interpreted as resulting from an
erage fractional shift in the momentum of the final-state hadrons due to energy loss
parent parton. The suppressed spectrum can be evaluated from the unsuppressedp + p)
spectrum by noting that hadrons produced in Au+ Au collisions at a particularpT value,
would have been produced at a largerpT valuep′

T = pT + S(pT ) in p + p collisions. If
the energy loss is proportional topT then we can writeS(pT ) = S0pT sop′

T = (1+S0)pT

Then, the number of particles observed after suppression in a givenpT interval is given
by

dn

dpT

= dn

dp′
T

dp′
T

dpT

= A

(1+ S0)(n−2) p
(n−1)
T

. (29)

We note that the factor
dp′

T

dpT
accounts for the larger relative density of particles per meas

pT interval due to the effective compression of thepT scale caused by the induced ene
loss; this factor is necessary for the total number of particles to be conserved. The n
modification factor then can be expressed in terms ofS0,

RAA(pT ) = 1

(1+ S0)(n−2)
. (30)

Using this very simple picture, we can estimate the fraction of energy lost by hard-sca
partons in the medium from our measuredRAA values. First we obtainS0 from Eq. (30)

S0 = 1

R
1/(n−2)
AA

− 1. (31)

Then we observe that the hadrons that would have been produced inp + p collisions at a
momentum(1+ S0)pT were actually produced atpT , implying a fractional energy loss

Sloss= 1− 1/(1+ S0) = 1− R
1/(n−2)
AA . (32)

Fig. 43 shows the centrality dependence ofSloss obtained from thepT -averagedRAA val-
ues shown in Fig. 38. For the most central Au+ Au collisions at 200 GeV we obtai
Sloss= 0.2, which naively implies that an average 20% reduction in the energy of pa
in the medium will produce the suppression observed in theπ0 spectra above 4.5 GeV/c.
The extractedSlossvalues are well described by anN

2/3
part dependence using the most cent

bin to fix the proportionality constant. This result agrees with the GLV prediction fo
centrality dependence of the medium-induced energy loss.

It has been shown previously [221,222] that fluctuations in the radiation proces
distort an estimate of parton energy loss using the procedure described above. Bec
the steeply fallingpT spectrum, the partons that lose less energy dominate the yiel
givenpT so our determination ofSlosswill significantly underestimate the true energy lo
However, it has also been observed that this distortion can largely be compensate
single multiplicative factor of value∼ 1.5–2.0 [221]. While we cannot use the empirica
extracted energy loss to estimate an initial gluon density, we can evaluate the cons

of our results with estimates of〈dE/dx〉 in the medium. If we take into account the factor
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Fig. 43. Calculated energy loss shift factor,Sloss vs. Npart for π0 and charged hadron production in 200 G
Au + Au collisions. The band around the values indicates systematic errors resulting from uncertaintiesTAB

and the normalization of thep + p spectrum. The dot-dashed curve shows anN
2/3
part scaling ofSloss using the

most central bin to fix the proportionality constant.

of 1.5–2.0 renormalization ofSloss, we estimate that 10 GeV partons lose∼ 3–4 GeV of
energy. If the typical path length of these partons is on the order of the nuclear radiu
we can infer aE/x ∼ 0.5 GeV/fm which is in good agreement with the estimate fro
Wang [188]. We can also use the above empirical energy loss approach to evaluate p
systematic errors in the estimate of the initial gluon density. For example, if one third
observed suppression were a result of final-state hadronic interactions in the mediu
the suppression due to energy loss would be a factor of 1.5 smaller than that implied
measuredRAA values, assuming that every fragmentation hadron that interacts effec
“disappears” by being shifted to much lower momentum. As a result,S0 in central Au+ Au
collisions would be reduced from 0.25 to 0.17, implying 30% reduction in the estim
energy loss. If this energy loss is indeed proportional to the initial gluon density the
uncertainty in the effect of the final-state hadronic interactions would introduce a
systematic error indng/dy.

6.6. Conclusions

The observed suppression of high-pT particle production at RHIC is a unique ph
nomenon that has not been previously observed in any hadronic or heavy ion col
at any energy. The suppression provides direct evidence that Au+ Au collisions at RHIC
have produced matter at extreme densities, greater than ten times the energy de
normal nuclear matter and the highest energy densities ever achieved in the labo

Medium-induced energy loss, predominantly via gluon bremsstrahlung emission, is the
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only currently known physical mechanism that can fully explain the magnitude anpT

dependence of the observed high-pT suppression. This conclusion is based on evide
provided above that we summarize here:

• Observation of thexT scaling of the high-pT hadron spectra and measurements
two-hadron azimuthal-angle correlations at highpT confirm the dominant role of har
scattering and subsequent jet fragmentation in the production of high-pT hadrons.

• d + Au measurements demonstrate that any initial-state modification of nu
parton distributions has little effect on the production of hadrons withpT > 2 GeV/c at
mid-rapidity.

• This conclusion is further strengthened by preliminary PHENIX measurements s
ing that the yield of direct photons withpT > 5 GeV/c is consistent with aTAB scaling of
a pQCD-calculatedp + p direct-photon spectrum.

• Analyses described above indicate that final-state hadronic interactions can o
count for a small fraction of the observed high-pT suppression.

Interpreted in the context of in-medium energy loss, the high-pT suppression data rul
out the simplest energy loss prescription—a jet energy independentE/x. The approx-
imately flatRAA(pT ) was predicted by the GLV energy loss model from which the m
explicit estimates of the initial gluon-number density,dng/dy = 1000± 200 and a corre
sponding initial energy densityε0 ≈ 15 GeV/fm3 [194], have been obtained. An alternati
estimate from the analysis of Wang et al. [188] yields a path-length-averaged energ
of 0.5 GeV/fm. Assuming a 1/τ time evolution of the energy density a much larger i
tial energy loss of 13–16 GeV/fm is obtained. That estimate combined with the estima
0.5 GeV/fm energy loss of partons in cold nuclear matter yields an initial Au+ Au gluon
density> 30 times larger than that in nuclei [217]. From this result, Wang concludes
the initial energy density is a factor of∼ 100 times larger than that of a nucleus wh
would correspond to 16 GeV/fm3 [217]. While this conclusion is consistent with the i
dependent estimate from GLV, we note that the two models provide completely dif
explanations for the nearlypT -independentRAA—the most unique feature of the singl
particle high-pT suppression—and the differences between the approaches may
confined to lowpT . An empirical analysis of the parton energy loss suggests that the W
estimate of> 0.5 GeV/fm for the average partonE/x is consistent with the measure
RAA values in central Au+ Au collisions. However, some outstanding issues with cur
energy loss calculations and the interpretation of high-pT suppression were noted abov
Most notably, rescattering of hadrons after parton fragmentation could affect the ob
high-pT suppression even if such rescattering cannot explain the pattern of jet que
observations. Using results from [219] and our empirical energy loss analysis, we
mated that hadronic interactionscouldmodify extracted values for initial parton densiti
by only 30%. However, we cannot evaluate the potential systematic error in extracte
ton densities due to other untested assumptions of the energy loss calculations. Th
to be conservative we interpret the extracted initial gluon number and energy de
as order-of-magnitude estimates. Even then, the 15 GeV/fm3 estimated by Gyulassy an

Vitev from the central 200 GeV Au+ Au π0 RAA(pT ) measurements indicates that the
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HIC is
matter produced in central Au+ Au collision has an energy density greater than 10 tim
normal nuclear matter density.

7. Hadron production

Descriptions of heavy ion collisions have provided an understanding of early e
densities of production rates and medium effects of hard partons, and of collectiv
of matter. However, hadronization—the process by which partons are converte
hadrons—is not well understood. The process of hadronization is particularly imp
since it includes both the dressing of the quarks from their bare masses, i.e., the br
of approximate chiral symmetry, and the confinement of quarks into colorless hadron
could conclude that a quark–gluon plasma had been formed if one had conclusive ev
of hadronization occurring from a thermal distribution of quarks and gluons.

Hadronization processes have been studied over many years in proton–prot
electron–positron reactions. Hadron formation, by its very nature a nonpertur
process, has often been parameterized from data (e.g., fragmentation functionsD(z)) or
phenomenologically described (e.g., string models) [223]. From QCD one expect
hadron production at high transverse momentum is dominated by hard scattering of p
followed by fragmentation into “jets” or “mini-jets” of hadrons. Following the assumpti
of collinear factorization, the fragmentation functions should be universal. This univ
ity has proved a powerful tool in comparinge+e− annihilation to hadron-hadron reaction
One feature of jet fragmentation is that baryons and antibaryons are always supp
relative to mesons at a givenpT [224,225]. Phenomenologically this can be thought o
a large penalty for creating a diquark–antidiquark pair for baryon formation vs. a q
antiquark pair for meson formation.

In hadron–hadron reactions, hard scattering followed by fragmentation is cons
to be the dominant process of hadron production for particles withpT � 2 GeV/c at
mid-rapidity. At low transverse momentum, where particles havepT < 2 GeV/c, parti-
cle interactions are often referred to as “soft”. In small momentum transfer reaction
effective wavelength of interactions is longer than the spacing of individual parton
nucleon or nucleus. Thus coherence effects are expected to result in large violat
factorization and universality of fragmentation functions. Hadron formation mechan
in this “soft” regime are poorly understood. We are particularly interested in the stu
hadron formation in the region ofpT ≈ 2–5 GeV/c, where production is expected to ma
the transition from “soft” to “hard” mechanisms.

7.1. Baryons and antibaryons

One of the most striking and unexpected observations in heavy ion reactions at R
the large enhancement of baryons and antibaryons relative to pions at intermediatepT ≈ 2–

5 GeV/c. As shown in Fig. 44, the (anti)proton to pion ratio is enhanced by almost a factor
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Fig. 44.p/π (left) andp̄/π (right) ratios for central (0–10%), mid-central (20–30%) and peripheral (60–9
Au + Au collisions at

√
sNN = 200 GeV [52]. Open (filled) points are forπ+/− (π0), respectively. Data from√

s = 53 GeVp + p collisions [224] are shown with stars. The dashed and dotted lines are (p̄ + p)/(π+ + π−)
ratio in gluon and in quark jets [225].

of three when one compares peripheral reactions to the most central gold-gold re
[52].8 This of course is in sharp contrast to the suppression of pions in this region.

We can study this (anti)baryon excess at much higherpT by comparing our inclusive
charged spectra (primarily pions, kaons and protons) with our neutral pion measure
[52]. Shown in Fig. 45 is the charged hadron toπ0 ratio as a function of transverse m
mentum in ten centrality bins. We observe a significant increase of the(h+ +h−)/π0 ratio
above 1.6 in thepT range 1–5 GeV/c that increases as a function of collision central
The ratio ofh/π = 1.6 is the value measured inp + p reactions [224], and is thought
arise from jet fragmentation. In Au+ Au central reactions, abovepT ≈ 5 GeV/c, h/π re-
turns to thep +p measured baseline. This implies that the (anti)baryon excess occur
in the limitedpT window ≈ 2–5 GeV/c, and then returns to the universal fragmentat
function expectation.

As discussed in Section 6, pions in thispT range are suppressed by almost a facto
five relative to binary collision scaling for central Au+ Au reactions. Thus, one possib
interpretation of the large (anti)proton to pion ratio is that somehow the baryons a
suppressed in a manner similar to the pions. Fig. 46 shows that in fact (anti)proto
duction appears to follow binary collision scaling over the transverse momentum
pT = 2–5 GeV/c [52]. However, theh/π0 ratios shown in Fig. 45 imply that abov
pT > 5 GeV/c, the (anti)protons must be as suppressed as the pions.
8 All PHENIX (anti)proton spectra shown in this section are corrected for feed down from weak decays.
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Fig. 45. Charged hadron toπ0 ratio for different centrality classes for Au+ Au collisions at

√
sNN = 200 GeV

[53]. Error bars represent the quadratic sum of statistical and point to point systematic errors. The shad
shows the normalization error common to all centrality classes. The line at 1.6 is theh/π ratio measured inp +p√

collisions at s = 53 GeV [224] and ine+ + e− collisions [225].
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Fig. 46.p andp̄ invariant yields scaled byNcoll in Au + Au collision at
√

sNN = 200 GeV [52]. Error bars are
statistical. Systematic errors onNcoll range from≈ 10% for central to≈ 28% for 60–92% centrality. Multiplicity
dependent normalization errors are≈ 3%.

Characteristics of the intermediatepT (anti)protons are:

• A large enhancement of thep/π andp̄/π ratios in central Au+ Au collisions.
• A ratio in peripheral collisions which is in agreement with that fromp +p collisions.
• A smooth increase from peripheral to central Au+ Au collisions.
• A similar effect for protons and antiprotons.
• Approximate scaling of (anti)proton production atpT ≈ 2–4 GeV/c with the number

of binary nucleon–nucleon collisions.
• Suppression relative to binary collision scaling similar for (anti)protons and pion

pT > 5 GeV/c.

Large proton to pion ratios have also been observed in heavy ion collisions at
energies. Fig. 47 showspT distributions of protons, antiprotons, and pions in central P+
Pb collisions at the SPS and in central Au+ Au collisions at the AGS. Thep/π ratio in
central Pb+ Pb collisions at the SPS is greater than unity forpT � 1.3 GeV/c. At the
AGS, the proton spectrum crosses pion spectra atpT ∼ 0.5 GeV/c, and thep/π ratio is
about 20 atpT = 1.6 GeV/c. Thep/π ratios in the low-energy heavy-ion collisions a
also enhanced compared withp + p collisions at the same energy.

Most of the protons in these lower-energy heavy-ion collisions are not produced
collision. Rather they are protons from the beam or target nucleus (Pb or Au) th
transported to largepT at mid-rapidity. As discussed in Section 3, a strong radial fl
with velocity βT ∼ 0.5 is produced in heavy ion collisions at AGS and SPS ener
The largep/π ratio can be interpreted as a result of this radial flow. Since the pr
is heavier, a fixed velocity boost results is a larger momentum boost than for pion
thus enhancesp/π ratio at higherpT . In contrast, at RHIC energies, most of protons
produced particles [40]. The anomalously large antibaryon-to-meson ratiop̄/π ∼ 1 at high
pT � 2 GeV/c is a unique result from RHIC. Such a largep̄/π ratio has not been observe
in any other collision system. Fig. 47 shows thatp̄/π is less than∼ 0.1 at the SPS, an

it is less than 1/100 at the AGS. It should also be noted that the measurements from the
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Fig. 47. Invariant yields ofp, p̄, and π as function of pT in central Pb+ Pb collisions at the SPS
(
√

sNN = 17 GeV) (left panel) and in central Au+ Au collisions at the AGS (
√

sNN = 5 GeV) (right panel). The
p̄ spectrum from the AGS is scaled up by a factor 100. All data are at mid-rapidity (y − ycm ≈ 0) and are from
W98 [163], NA44 [226], NA49 [227], and E866 [228,229].

AGS/SPS are limited to lowerpT (pT < 2 GeV/c), where soft physics is still dominan
while at RHIC we observe a largep(p̄)/π ratio inpT ≈ 2–5 GeV/c where hard processe
are expected to be the dominant mechanism of particle production.

7.2. Theφ meson

We have extended our identified hadron studies to include theφ vector meson as mea
sured in theK+K− decay channel. Theφ is a meson, and is in that sense similar to
pion with a valence quark and antiquark, yet its mass is comparable to that of the pr

Fig. 48 showsRCP , the ratio of production in central to peripheral Au+ Au collisions
scaled by binary collisions, for protons, pions andφ mesons detected via itsKK decay
channel [69] in Au+ Au collisions at

√
sNN = 200 GeV. A large suppression of pions

pT > 2 GeV/c is observed (as detailed in Section 6), and a lack of suppression fo
protons and antiprotons as expected from Fig. 46. Theφ follows the suppression pattern
the pions within errors, indicating that the surprising behavior of the protons is not foll
by theφ. Fig. 49 shows a comparison between thepT spectral shape for protons and theφ

in central and peripheral Au+ Au reactions. The two spectra agree with each other wi
errors for the most central events. Thus, although the yields are evolving differently
collision centrality, giving rise to the deviation from unity ofRCP , the pT distributions
appear quite similar.

7.3. Jet correlations

A crucial test of the origin for the enhanced (anti)proton to pion ratio is to se

baryons in this intermediatepT regime exhibit correlations characteristic of the structure
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Fig. 48. TheRCP of the φ as measured in theKK channel, compared to the protons and pions for Au+ Au
collisions at

√
sNN = 200 GeV [69].

Fig. 49.(p + p̄) andφ invariant yield as a function of transverse momentum for central 0–10% and perip
40–92% Au+ Au reactions at

√
sNN = 200 GeV. The two distributions for each centrality class are given

arbitrary relative normalization to allow for comparison of thepT dependent shapes. Data are from [69].

of jets from hard-scattered partons. Particles which exhibit these correlations are
“jet-like”. Fig. 50 shows the associated partner particle yield within the relative an
range 0.0 < φ < 0.94 radians on the same side as trigger baryons and mesons [71]
related pairs are then formed between the trigger particle and other particles with
above mentioned angular range. Mixed events are used to determine the combinator
non-jet-like) background distribution, which is subtracted after accounting for modul
according to the measuredv2.

The partner yield increases for both trigger baryons and mesons by almost a
of two from deuteron–gold to peripheral and mid-central Au+ Au reactions. We then

observe a decrease in the jet-like correlations for baryons relative to mesons for the most
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Fig. 50. Centrality dependence of associated charged hadron yield (1.7 < pT < 2.5 GeV/c) above combinatoria
background for trigger baryons and trigger mesons in the pT range 2.5–4.0 GeV/c in a 54◦ cone around the
trigger particle in Au+ Au collisions at

√
sNN = 200 GeV [71]. The error bars are statistical errors and

gray boxes are systematic errors. The dashed line represents an upper limit of the centrality dependen
near-side partner yield from thermal recombination (see text).

central collisions. We note that this observation is of limited significance within our cu
statistical and systematic errors. Over a broad range of centrality 10–60% the partne
is the same for protons and pions within errors. This is notable since the (anti)pro
pion ratio has already increased by a factor of two for mid-central Au+ Au relative to
proton–proton reactions, with the implication that the increase in thep/π ratio is inclusive
of the particles with jet-like correlations.

The dashed line in Fig. 50 shows the expected centrality dependence of partn
baryon if all the “extra” baryons which increase thep/π over that inp +p collisions were
to arise solely from soft processes. Baryons from thermal quark recombination shoul
no jet-like partner hadrons and would dilute the per-trigger conditional yield. Becaus
simple estimate does not allow for meson production by recombination, which mus
occur along with baryon production, it represents an upper limit to the centrality d
dence of jet partner yield from thermal recombination. The data clearly disagree with
the centrality dependence and also the absolute yields of this estimation, indicatin
the baryon excess has the same jet-like origin as the mesons, except perhaps in the
centrality bin.

The characteristics of the jet-like particles are compared to inclusive hadrons in F
which shows the centrality dependence of thepT distributions of jet-like partners and in

clusive hadrons. One can see that, within the available statistics, the slopes of the associated
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Fig. 51. The inverse slopes for the momentum distributions of the associated particles shown in Fig.
gray band is the inverse slope of the momentum distribution of the inclusive hadrons from Au+ Au collisions at√

sNN = 200 GeV [71].

particle spectra inp + p, d + Au, peripheral and mid-central Au+ Au collisions are very
similar for both trigger mesons and trigger baryons. The partner spectra are harder t
inclusive hadron spectra, as expected from jet fragmentation. In the most central coll
the number of particles associated with trigger baryons is very small, resulting in larg
tistical error bars. However, the inverse slopes of the jet-like partners and inclusive h
distributions agree better in central collisions than in peripheral collisions.

We can then make the following general observations.

• Trigger (anti)protons and mesons have comparable near-side associated-
yields over a broad range in centrality, indicating a significant jet-like component for

• There is an indication that the proton partner yield tends to diminish for the
central collisions, unlike for leading mesons.

• Within the limited statistics available for the measurement, the inverse slopes
associated particles are similar for both mesons and baryons. These are harder tha
inclusive spectra.

• Trigger particles in Au+ Au collisions appear to havemoreassociated particles tha
in d + Au collisions. This is true for all centralities aside from the most peripheral,
except for leading baryons in central collisions.

7.4. Soft physics

As previously noted, hard scattering followed by fragmentation is considered to b
dominant process of hadron production withpT � 2 GeV/c in hadron–hadron reactions
mid-rapidity. However, as detailed Section 3, there is strong evidence for explosive c
tive motion of particles in the medium. If the mean free path for particles in the me
is small, then all particles must move with a common local velocity as described b

drodynamics. Therefore, heavier particles receive a larger momentum boost than lighter
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Fig. 52.p/π ratios for central (0–10%) Au+Au collisions at
√

sNN = 200 GeV [52] compared to hydrodynam
models [106,107,117–119].

particles. This effective shifting of particles to higher pT results in a “shoulder-arm” shap
for the (anti)protonpT spectra, visible in Fig. 49.

7.4.1. Hydrodynamics
Is it possible that this soft hadron production extends to higherpT for baryons than

mesons? Hydrodynamic boosting of “soft” physics for heavier particles into thepT >

2 GeV/c offers a natural explanation for the enhancedp/π andp̄/π ratios [106].
As seen in Section 3, some hydrodynamical models can describe both the proton

pion spectra. Consequently, thep/π ratio is also reproduced (Fig. 52). It is clear that
description of thep/π ratio is not unique and different calculations yield quite differ
results. Above somepT , hydrodynamics should fail to describe the data and fragment
should dominate. Pure hydrodynamics predicts that this ratio would continue to inc
essentially up topT → ∞. However, these particles cannot have a zero mean free p
the medium. Any finite mean free path and a finite volume will limit the number ofpT

“kicks” a particle can receive. For this reason many of the hydrodynamic calculation
not extended into thepT region 2–5 GeV/c in which we are interested.

Hydrodynamic calculations do not specify the quanta that flow; rather they as
an equation of state. When applied at RHIC, most calculations start with a quark–
plasma equation of state and transition to a resonance gas. The mapping of the flu
hadrons is somewhat ad hoc, and often uses the Cooper–Frye freezeout [126], giv
typical hierarchies of momenta one sees where heavier particles receive a larger bo

As mentioned previously, this generic feature of a transverse velocity boost yie
an increase in the baryon to meson ratio relative to proton–proton reactions is not
to RHIC as shown in Fig. 47. However, a major difference between lower-energy r
and those at

√
sNN = 200 GeV is that at these highest energies there is a significant

process contribution. If the source of the excess baryons is the transport of soft b
to the intermediatepT range, then it is purely coincidental that the baryons scale
binary collisions. More importantly, we should expect a significant decrease in the je

partner yield for baryons relative to mesons. Although there may be a hint of this for the
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most central reactions, one expects this decrease to follow the centrality dependenc
increase inp/π ratio. Thus, this effect should already reduce the partner yield by a f
of two in mid-central Au+ Au reactions. This is ruled out by the data.

7.4.2. Recombination models
The quark recombination or coalescence model is a different physics framew

which baryons receive a largerpT boost than mesons. These models were frequentl
voked in the 1970s [230,231] in an attempt to describe the rapidity distribution of va
hadronic species inhadron–hadronreactions. More recently, these models have been
plied to describe the forward charm hadron production inhadron–nucleusreactions at
Fermilab [232]. In this case they calculate a significant probability forD meson formation
from a hard-scattering-created charm quark with a light valence quark in the projectil
quark coalescence mechanisms have some similarities to light nuclei coalescence
ever, wave functions are relatively well determined for light nuclei, whereas the h
wave functions are neither easily described by partons nor directly calculable from Q

Recently, quark recombination has been successfully applied to describe a num
features of heavy ion collisions [233,234] (Duke model). In this picture, quarks in a de
populated phase space combine to form the final-state hadrons. This model uses t
plifying assumption that the mass is small relative to the momentum giving a pred
largely independent of the final hadron wave function.9 The coalescing parton distribu
tion was assumed to be exponential, i.e., thermal, and recombination applied for h
wherem2/p2

T � 1. At very highpT particles are assumed to arise from fragmentatio
hard partons with a standard power law distribution; the relative normalization of the
mal source with respect to this process is an important external parameter to the
A crucial component of recombination models is the assumption that the partons
recombine carry a mass which is essentially equal to the mass of the dressed con
quarks.10 If all observables of intermediatepT hadrons can be explained by recombinat
of only thermal quarks, this would essentially prove the existence of a quark–gluon p
in the early stage of the collisions.

Three essential features are predicted by recombination models. First, baryons at
atepT are greatly enhanced relative to mesons as their transverse momentum is the
3 quarks rather than 2. Recombination dominates over parton fragmentation in this
because, for an exponential spectrum recombination is a more efficient means of pro
particles at a particularpT . This enhancement should return to its fragmentation valu
higherpT . In the intermediate range, all mesons should behave in a similar manner r
less of mass, as should all baryons. Secondly, recombination predicts that the co
flow of the final-state hadrons should follow the collective flow of their constituent qu
Finally, recombination causes thermal features to extend to higher transverse mom
pT � TC than one might naively expect since the underlying thermal spectrum of the

9 The recombination model prediction of these models is independent of the final hadron wave functio
an accuracy of about 20% for protons and 10% for pions.
10 The actual source of this mass is under discussion. It may be that the chiral phase transition is slight
the deconfinement transition. In this case, the mass would be from the dressing of the quarks. Another po

is that the mass is a thermal mass which happens to be similar to the constituent quark mass.
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Fig. 53. The proton to pion ratio measured by PHENIX for Au+Au collisions at
√

sNN = 200 GeV [52]. Severa
comparisons to recombination models as mentioned in the text are shown.

stituents gets a multiplication factor of essentially 3 for baryons and 2 for mesons.
general feature which is true for the simplest of the models, but may not necessa
true for more complex models, is that at intermediatepT , recombination is the dominan
mechanism for the production of hadrons—particularly of baryons.

Other recombination calculations have relaxed the assumptions previously descr
the cost of much more dependence on the particular form of the hadronic wave fu
used. One such calculation [235,236] (Oregon model) uses a description of hadron
which assumes that all hadrons—including those from fragmentation—arise from re
bination. Hard partons are allowed to fragment into a shower of partons, which can i
recombine—both with other partons in the shower and partons in the thermal backg
Another model [237] (TAMU model) uses a Monte Carlo method to model the pro
tion of hadrons allowing recombination of hard partons with thermal partons, and inc
particle decays, such asρ → 2π which produces low-pT pions.

Fig. 53 shows several recombination model calculations compared to thep/π ratio from
PHENIX. The general features atpT > 3 GeV/c are reasonably reproduced—that is
protons show a strong enhancement at moderatepT which disappears atpT > 5 GeV/c

consistent with the measuredh/π ratio shown in Fig. 45. The more complicated mod
do a better job, as one might expect in thepT < 3 GeV/c region, where the assumptio
made by the Duke model begin to break down. Since the recombination model’s es
ingredient is the number of constituent quarks in a hadron, the similarity ofRCP for theφ

and pions is nicely explained.
Fig. 54 shows the fraction of hadrons arising from recombination of only the

quarks, as a function ofpT . For pT between 2.5 and 4 GeV/c the fraction of protons

from recombination is greater than 90% for all impact parameters, and is essentially 100%
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Fig. 54. The ratior(PT ) = R/(R+F) of recombined hadrons to the sum of recombination (R) and fragmentation
(F ) for pions (solid),K0s (dashed) andp (dotted lines) [234] in Au+ Au collisions at

√
sNN = 200 GeV. For

protons and pions different impact parametersb = 0, 7.5 and 12 fm (from top to bottom) are shown.K0s is for
b = 0 fm only.

for the most central collisions. For pions the value is between 40 and 80%, depend
the centrality. This is contradicted by the data in Fig. 50 which clearly shows jet-like
relations for both pions and protons in mid-central collisions. It should be noted th
yield of particles associated with baryons in very central collisions appears to decrea
dicating a possible condition where the simple picture of recombination of purely the
quarks may apply.

One can examine the general prediction for the elliptic flow of identified particle
rescaling both thev2 and the transverse momentum by the number of constituent q
as shown in Fig. 55. This scaling was first suggested by Voloshin [238]. AbovepT /n of
1 GeV/c (corresponding to 3 GeV/c in the proton transverse momentum) all partic
essentially plateau at a value of about 0.35 presumably reflecting the elliptic flow
underlying partons. Interestingly, even at lower values of the transverse momentu
particles also fall on the same curve aside from pions.

It is clear from the jet correlations observed that the majority of moderatepT baryons
in peripheral and mid-central collisions cannot arise from a purely thermal source, a
would dilute the per-trigger partner yield. The jet structure and collision scaling ind
that at least some of the baryon excess is jet-like in origin. The relatively short form
time for baryons of such momenta suggests that allowing recombination of fragmen
partons with those from the medium may solve the problem and better reproduce th
Both the Oregon and TAMU models have mechanisms to do this. However, such m
cation of the jet fragmentation function must also modify the elliptic flow, and could b
the quark scaling needed to reproduce the observedv2 trends. Hence, the jet structure
hadrons at 2–5 GeV/c pT presents a challenge to models of the hadron formation.

Fig. 56 shows a comparison of the elliptic flow calculated by the TAMU model [2
with PHENIX data from Au+ Au collisions at

√
sNN = 200 GeV. The model includes th

recombination of hard and soft partons, as well as the decay of resonances such aρ.
In this model, at least, the agreement ofv2 with the data is preserved—in addition a simp

explanation is given for the excess of pionv2 at low pT . A similar conclusion in shown
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Fig. 55.v2 as a function of transverse momentum for a variety of particles for Au+ Au collisions where both
v2 andpT have been scaled by the number of constituent quarks in the particle. The meson data are sho
filled symbols;π− + K− from PHENIX at

√
sNN = 200 GeV [50] (filled circles), chargedπ from STAR at√

sNN = 130 GeV [103] (filled squares),K0
s from STAR at

√
sNN = 200 GeV [239] (filled triangles), andπ0

from PHENIX at
√

sNN = 200 GeV [240] (filled stars). While the baryons are shown with open symbols;p from
PHENIX at

√
sNN = 200 GeV [50] (open squares),p from STAR at

√
sNN = 130 GeV [103] (open circles)

andΛ from STAR at
√

sNN = 200 GeV [239] (open triangles).

in [242]. This would seemingly attribute all the elliptic flow to the partonic phase lea
no room for additional flow to be produced in the later, hadronic stage—which ma
in contradiction to hydrodynamic interpretations of the hadronic state as demande
variety of signatures such as thepT spectra of the protons and pions (see Section 3).
clear that a more comprehensive comparison of observables should be undertaken
the validity of these models. Higher-statistics jet studies with different identified par
by PHENIX in Run-4 will help clarify the situation.

7.5. Hadron formation time

In the discussion of the suppression of pions forpT > 2 GeV/c, we treat the pions a
resulting from the fragmentation of hard-scattered quarks and gluons. The explana
this suppression in terms of partonic energy loss assumes that the hadronic wave f
only becomes coherent outside the medium. Protons have a different hadronic st
and larger mass, and so may have a different, shorter time scale for coherence.

Following [220], we can estimate the formation time for the different mass hadro
moderatepT in two different ways. According to the uncertainty principle, the format
time in the rest frame of the hadron can be related to the hadron size,Rh. In the laboratory
frame, the hadron formation time is then given by

τf ≈ Rh

Eh

mh

, (33)

whereRh is taken to be 0.5–1 fm. For a 10 GeV/c pion, this gives a formation time o

35–70 fm/c. For thepT = 2.5 GeV/c pions considered in this section, the formation time
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Fig. 56.v2/n in the TAMU model, where n is the number of constituent quarks in a particle for protons and
[241]. Scaled pion (dashed line) and proton (dotted line) results from the TAMU model are shown in a
to charged pion and proton measurements from the PHENIX experiment from minimum bias Au+ Au reactions
at

√
sNN = 200 GeV [50]. This model allows for the recombination of hard partons and soft partons, as w

the decay of resonances such as the two pion decay of theρ meson. One sees that, at least in this calculat
the addition of processes which mix hard and soft partons do not destroy the agreement for the model wv2/n

which is presumably a soft process.

is 9–18 fm/c, well outside the collision region. However forpT = 2.5 GeV/c protons, the
corresponding formation time is only 2.7 fm/c in the vacuum, suggesting the possibil
that the hadronization process may begin inside the medium. However the forma
such heavy particles would presumably be delayed in a deconfined medium until the
system began to hadronize.

If quarks and antiquarks from gluon splitting are assumed to combine into dipole
singlets leading to the final hadrons, the formation time may be estimated from the
emission time. Then the formation time for a hadron carrying a fractionz of the parton
energy is given by

τf ≈ 2Eh(1− z)

k2
T + m2

h

. (34)

If z is 0.6–0.8 andkT ≈ ΛQCD, proton formation times in the range of 1–4 fm result [22
Such values again imply formation of the proton within the medium. Thus, it is pos

that differing (and perhaps complicated) interactions with the medium may produce differ-
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ent scalings of proton and pion production and result in modified fragmentation func
in Au + Au collisions. However, most expectations are that this should lead to greate
pression rather than less. In fact, modified fragmentation functions measured in e
deep-inelastic scattering on nuclei by the HERMES experiment are often interpre
terms of additional suppression for hadrons forming in the nuclear material.

7.6. Hard-scattering physics

If the dominant source of (anti)protons at intermediatepT is not soft physics, is th
explanation a medium-modified hard-process source? The near-side partner yie
dicate that a significant fraction of the baryons have jet-like partners. However, i
parton energy loss scenario as described in Section 6, hard-scattered partons l
ergy in medium prior to hadronization. Thus one would expect the same suppress
baryons and mesons. Furthermore, we know that the (anti)protons are as suppresse
pT = 5 GeV/c in a manner similar to pions. Hence for this explanation to be correct,
must exist a mechanism by which only partons leading to baryons between 2 and 5/c

in pT escape suppression.
Another key piece of information is that the elliptic flowv2 for protons is large forpT

in the range 2–4 GeV/c. At low pT this collective motion is attributed to different pressu
gradients along and perpendicular to the impact parameter direction in semi-centra
sions. At higherpT it has been hypothesized that one could observe av2 due to smaller
partonic energy loss for partons traveling along the impact parameter direction (s
path in the medium) as opposed to larger partonic energy loss in the perpendicular
tion (larger path in the medium). However, the data suggest that the pions have a
energy loss (a factor of five suppression in central Au+ Au reactions), while the proton
do not. In this case one might expect that if the source of protonv2 were energy loss, the
protonv2 would be significantly less than thev2 for the pions. In fact, the opposite is e
perimentally observed: forpT > 2 GeV/c, the protonv2 is always larger than the pio
v2.

The contradictions the data create for both the “soft”- and “hard”-physics explana
may indicate that the correct physics involves an interplay between the two.

7.7. Conclusions

The anomalous enhancement of (anti)protons relative to pions at intermediatepT = 2–
5 GeV remains a puzzle. At lower transverse momentum particle production is a
wavelength “soft” process and the transport of these hadrons and their precursor
is reasonably described by hydrodynamics. As observed at lower energies, soft p
emitted from an expanding system receive a collective velocity boost to higherpT result-
ing in an enhancedp/π and p̄/π ratio relative to proton–proton reactions at the sa
energy. We observe a similar phenomena at RHIC, for which the (anti)proton spect
v2 are roughly described in some hydrodynamic models up to approximately 2 GeV/c. An-
other class of calculations, referred to as recombination models, also boosts soft p
to higherpT by coalescence of “dressed” partons. In the hydrodynamic models the q

which are flowing are initially partons and then hadrons. The recombination models de-
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two points of view may not be entirely contradictory, since both include a flowing
tonic phase. In fact, it may be that the recombination models provide a mechani
which hydrodynamics works to a much higherpT than one might expect. The simplifyin
assumption of hadrons which do not interact is most probably an oversimplificatio
further refinement of the models will include this, though it may be that the hadronic p
will not modify the spectra as much as the hydrodynamic models might predict.

In both models, the (anti)proton enhancement as a function of centrality can be
to reproduce the apparent binary collision scaling observed in the data. An importa
tinction between the two is that in one case this enhancement is mass dependen
the other it comes from the combination of quark momenta and thus distinguishes be
baryons and mesons.11 RCP for theφ is similar to other mesons despite the fact that t
are more massive than protons. This scaling with quark content, as opposed to mass
recombination models.

Further investigations into these intermediatepT baryons reveals a near-angle cor
lation between particles, in a fashion characteristic of jet fragmentation. The near
associated particle yield increases by almost a factor of two in going from proton–p
and deuteron–gold reactions to gold–gold peripheral collisions. In addition, the p
yield is similar for trigger pions and protons, except in the most central gold–gold
tions. This appears to indicate a hard process source for a significant fraction of
baryons in contrast to the previous mentioned physics scenarios. Quantifying the p
contribution is an important goal for future measurements.

The large (anti)baryon to pion excess relative to expectations from parton fragmen
functions at intermediatepT = 2–5 GeV/c remains one of the most striking unpredict
experimental observations at RHIC. The data clearly indicate a new mechanism
than universal parton fragmentation as the dominant source of baryons and antib
at intermediatepT in heavy ion collisions. The boosting of soft physics, that domin
hadron production at lowpT , to higher transverse momentum has been explored with
context of hydrodynamic and recombination models. However, investigations into
intermediatepT baryons reveals a near-angle correlation between particles, in a fa
characteristic of jet fragmentation. If instead these baryons have a partonic hard sca
followed by fragmentation source, this fragmentation process must be significantly
ified. It is striking that these baryons have a largev2 (typically 20%) indicative of strong
collective motion and also a large “jet-like” near-side partner yield. At present, no the
ical framework provides a complete understanding of hadron formation in the interm
pT region.

8. Future measurements

The previous sections have documented the breadth and depth of the PHENI
from the first three years of RHIC operations, along with the physics implications of

11 A caveat to this fact is that in the recombination models, it is the constituent-quark mass that is imp

thereby giving a slightly larger mass to the strange quark.
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results. Here we describe those measurements required to further define and char
the state of matter formed at RHIC. In particular, we note that the study of penet
probes, which are the most sensitive tools in this endeavor, is just beginning. The PH
experiment was specifically designed to address these probes with capabilities t
unique within the RHIC program and unprecedented in the field of relativistic heav
physics.

One can distinguish two broad classes of penetrating probes.

(1) Hard probes created at the very early stage of the collision which propagate th
and could be modified by, the medium. These are the QCD hard-scattering prob
the main observables are high-pT particles coming from the fragmentation of je
hidden charm (J/ψ production), open charm and eventually also bottom quark anΥ

production.
(2) Electromagnetic probes (either real or virtual photons) which are created b

medium. Due to their large mean free path these probes can leave the medium w
final-state interaction thus carrying direct information about the medium’s condi
and properties. The main observables here are low-masse+e− pairs and the therma
radiation of the medium.

By their very nature, penetrating probes are also rare probes and consequently de
the development of large values of the integrated luminosity. In the present data
reach for high-pT particles in PHENIX extends to roughly 10 GeV/c, and lower-cross
section measurements such as charmonium are severely limited. The dramatic im
ment of the machine performance in the year 2004 run provides confidence that bo
data set and those from future RHIC runs will dramatically extend our reach in the
probes sector.

As part of a decadal planning of the RHIC operation, PHENIX has prepared a
prehensive document that outlines in great detail its scientific goals and priorities f
next 10 years together with the associated detector upgrade program needed to
them. The decadal plan [243] is centered around the systematic study of the pene
probes listed above. The program is broad and can accommodate additions or m
tions provided that a compelling physics case can be made. Measurements are
planned in Au+ Au collisions at the full RHIC energy but they will be supplemented
other measurements varying the energy and/or the species and by the necessary r
measurements ofp + p andp + A collisions. A short summary is given below.

8.1. High-pT suppression and jet physics

The most exciting results to date at RHIC are the discovery of high-pT suppression
of mesons, interpreted in terms of energy loss of quarks in a high-density medium
the nonsuppression of baryons or equivalently, the anomalously highp/π ratio which still
awaits a clear explanation. These two topics were extensively discussed in Sections
respectively.

The data collected so far are superb. However, they suffer from limited reach in

verse momentum, limited particle identification capabilities and limited statistics in par-
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ticular for detailed studies of jet correlations. PHENIX has a program for further st
of the high-pT -suppression phenomena and jet physics which aims at overcoming
limitations.

It will be necessary to trace the suppression pattern to much higherpT to determine
whether (and if so, when) the suppression disappears and normal perturbative QCD
ior sets in. High-luminosity runs will be needed, with at least a factor of 50 more stati
PHENIX is particularly able to perform these measurements with its excellent capa
of triggering on high-momentumπ0’s.

PHENIX has performed several particle correlation analyses and has demonstra
the experiment’s aperture at mid-rapidity is sufficient to conduct these studies. Cur
these analyses are limited by the available statistics. Again, increasing the data sam
a factor of 50–100 will allow a variety of correlation studies using trigger particles
much-higher-momentum than studied to date. A particularly interesting case is the
of high-momentumγ -jet correlations, which have vastly reduced trigger bias, since
trigger photons propagate through the medium with a very long mean free path.

To further elucidate the baryon puzzle, additional data is required with better sepa
between baryons and mesons. An upgrade consisting of an aerogel Cerenkov coun
a high-resolution TOF detector is expected to be completed in time for the year
A portion of this aerogel counter was already installed prior of the year 2004 run
performed according to expectations. Once completed, this high-pT detector will allow
identification ofπ,K/p to beyond 8 GeV/c in pT .

8.2. J/ψ production

Suppression of heavy quarkonia is one of the earliest and most striking propose
natures of deconfinement. The suppression mechanism follows directly from the
screening expected in the medium, which reduces the range of the potential between
quark and antiquark pairs [244]. The NA38 and NA50 experiments have carried out
tematic study ofJ/ψ andψ ′ at the CERN-SPS inp + p, p + A, light ion, and Pb+ Pb
collisions providing some of the most intriguing results of the relativistic heavy ion
gram for more than ten years. The NA50 experiment observed an anomalous supp
of J/ψ in central Pb+ Pb collisions at

√
sNN = 17.2 GeV [245]. The suppression, whic

is of the order of 25% with respect to the normal suppression in nuclear matter, ha
interpreted by the NA50 authors as evidence for deconfinement of quarks and gluo
though this interpretation is not universally shared [246,247], the results of NA38
NA50 demonstrate the utility and great interest in understanding the fate of charm
in dense nuclear matter.

The theoretical expectations at RHIC energies are not at all clear. They range from
suppression in the traditional Debye screening scenario to enhancement in coale
models [248–250] and in statistical hadronization models [251,252], ofc and c̄ quarks.
Although some versions of the coalescence model seem disfavored from our very
data set [51], a more conclusive statement on these models has to await the muc
data set of the year 2004 run.

PHENIX has unprecedented capabilities for the study of theJ/ψ in Au + Au colli-

sions. TheJ/ψ can be measured via itsµ+µ− decay channel at forward and backward
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rapidities in the muon spectrometers and via itse+e− decay channel at mid-rapidity in th
central arm spectrometers. From the recorded luminosity of the year 2004 run, we
several thousand and∼ 500 J/ψ in the muon and central arms, respectively. This d
set will allow us a first look at theJ/ψ production pattern at RHIC. However, it cou
well be marginal for a complete characterization as a function of centrality andpT , so
that it is likely that further higher-luminosity runs will be required. Also thep + p and
d + Au baseline measurements performed in the year 2001–2003 runs have large
cal uncertainties, and higher-statistics versions for these colliding species will be n
A high-luminosityp + p run is planned in the year 2005 and high-luminosityd + A or
p + A are still to be scheduled in the next years.

8.3. Charm production

Charm quarks are expected to be produced in the initial hard collisions betwe
incoming partons. The dominant mechanism is gluon fusion and thus the production
section is sensitive to the gluon density in the initial state. Thecc̄ production cross sec
tion is sizable at RHIC energies with a fewcc̄ pairs and therefore several open cha
mesons per unit of rapidity in central Au+ Au collisions. As a result, charm observab
become readily accessible at RHIC and offer additional and extraordinarily valuable
nostic tools. For example, it is vitally important to perform measurements of charm
and to determine the energy loss of charm quarks in the medium. Such measureme
determine if the bulk dynamics observed for light quarks extend to charm quarks,
could in fact have very different behavior due to their much larger mass. Again th
tential of PHENIX in this domain is unique with its capability of measuring open ch
in a broad rapidity range, in the central and muon arms, via both the electron and
decay channels. An additional unique feature is the possibility to measure correlated
leptonic charm decays by detectinge–µ coincidences from correlatedDD̄ decays. Such
a measurement is particularly interesting for the study of charm-quark energy loss
may differ significantly from that observed for lighter quarks [253–255]. A first stud
e–µ coincidences should be feasible with the year 2004 data.

To date PHENIX has measured charm production cross section in an indirec
through high-pT single electrons [42,57] assuming that all electrons (after measurin
subtracting the contributions from light hadrons and photon conversions) originate fro
semileptonic decays of charm quarks. Although the charm cross section has large
tainties, the centrality dependence of the charm rapidity density demonstrates that
production follows binary scaling as shown in Fig. 34. Improvements and additional
mation are expected from the much higher statistic of the year 2004 data.

A qualitatively new advance for PHENIX in the charm and also the beauty secto
be provided by the implementation of the silicon vertex detector. An upgrade proj
underway to install in the next five years a silicon vertex tracker, including a centra
barrel and two end caps in front of the two muon spectrometers. The vertex tracke
allow us to resolve displaced vertices and therefore to directly identify open charm m
via hadronic, e.g.,D → Kπ , as well as semi-leptonic decays. The heavy-quark phy

topics accessible with the vertex tracker include production cross section and energy loss
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of open charm and open beauty, and spectroscopy of charmonium and bottomonium
each of which should provide incisive new details on the properties of the created me

8.4. Low-mass dileptons

Low-mass dileptons are considered the most sensitive probe of chiral symmetry re
tion primarily throughρ meson decays. Due to its very short lifetime (τ = 1.3 fm/c)
compared to that of the typical fireball of∼ 10 fm/c, most of theρ mesons decay insid
the medium providing an unique tool to observe in-medium modifications of its prop
(mass and/or width) which could be linked to chiral symmetry restoration. The situ
is somewhat different but still interesting for theω andφ mesons. Because of their mu
longer lifetimes (τ = 23 fm/c and 46 fm/c for theω andφ, respectively) they predom
nantly decay outside the medium, after regaining their vacuum properties, with only a
fraction decaying inside the medium. Since the measurement integrates over the his
the collision, this may result in a small modification of the line shape of these two m
which PHENIX might be able to observe with its excellent mass resolution. PHENIX
has the unprecedented capability of simultaneously measuring within the same ap
theφ meson decay throughe+e− andK+K− channels. The comparison of the branch
ratios to these two channels provides a very sensitive tool for in-medium modificatio
theφ andK mesons.

The CERES experiment at CERN has confirmed the unique physics potential o
mass dileptons [256–258]. An enhancement of electron pairs was observed in th
region m = 0.2–0.6 GeV/c2 in Pb+ Au collisions at

√
sNN = 17.2 GeV with respec

to p + p collisions. The results have triggered a wealth of theoretical activity and ca
explained by models which invoke in-medium modification of theρ meson (dropping of its
mass and/or broadening of its width) [259]. The precision of the CERES data has b
far insufficient to distinguish between the different models. Results with higher sta
and better mass resolution are expected from the NA60 experiment that is studyi
production of low-mass dimuons in In+ In collisions [260]. Theoretical calculations [26
show that the enhancement should persist at RHIC energies and that PHENIX w
excellent mass resolution has an unique opportunity to do precise spectroscopy of th
vector mesons and to shed more light on the origin of the enhancement of the low
pair continuum.

The measurement of low-mass electron pairs is however a very challenging on
main difficulty stems from the huge combinatorial background created by the pairinge+
ande− tracks from unrecognizedπ0 Dalitz decays andγ conversions. PHENIX is deve
oping a novel Cerenkov detector that, in combination with the recently installed coil w
makes the magnetic field zero close to the beam axis, will effectively reduce this com
torial background by almost two orders of magnitude [262]. The detector, operated i
CF4, consists of a 50-cm-long radiator directly coupled, in a windowless configura
to a triple GEM detector which has a CsI photocathode evaporated on the top face
first GEM foil and pad read out at the bottom of the GEM stack [263]. The R&D p
to demonstrate the validity of the concept is nearing completion. The detector constr
phase is starting now with installation foreseen in time for the year 2006–2007. Wit

detector PHENIX will have the unprecedented ability to perform high-quality measure-
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ments over the whole dilepton mass range from theπ0 Dalitz decay up to the charmoniu
states.

8.5. Thermal radiation

A prominent topic of interest in the field of relativistic heavy-ion collisions is the id
tification of the thermal radiation emitted by the system and in particular the the
radiation emitted by the quark–gluon plasma viaqq̄ annihilation. Such radiation is a dire
fingerprint of the matter formed and is regarded as a very strong signal of deconfine
Its spectral shape should provide a direct measurement of the plasma temperature.

In principle the thermal radiation can be studied through real photons or dileptons
real and virtual photons carry basically the same physics message. In practice the m
ments are extremely challenging. The thermal radiation is expected to be a small
compared to the large background from competing processes, hadron decays for re
tons and Dalitz decays andγ conversions for dileptons, the former being larger by ord
of magnitude compared to the latter. But in both cases, a very precise knowledge
these sources is an absolutely necessary prerequisite. After subtracting these sour
still needs to disentangle other contributions which might be comparable or even str
mainly the contributions of initial hard-parton scattering to direct photons and of sem
tonic decays of charm mesons to dileptons.

Theoretical calculations have singled out the dilepton mass rangem = 1–3 GeV/c2 as
the most appropriate window where the QGP radiation could dominate over other c
butions [264,265]. Measurements in this intermediate mass range carried out at the
SPS by HELIOS and NA50 have revealed an excess of dileptons, but this excess c
explained by hadronic contributions [266].

There is no conclusive evidence for QGP thermal photons from the CERN experi
(for a recent review see [267]). From the theoretical point of view it is clear that in the
pT region (pT < 2 GeV/c) the real photon spectrum is dominated by hadronic sou
and the thermal radiation from the hadron gas. It is only in the high-pT region where one
might have a chance to observe the thermal radiation from the QGP.

PHENIX has measured direct real photons atpT > 4 GeV/c from the initial hard scat
terings [73]. The errors are relatively large leaving room for a comparable contributi
thermal photons. The high statistics of the year 2004 run will provide the first real o
tunity to search for the QGP thermal radiation in PHENIX both in the dilepton and
photon channels. However, the search for this elusive signal might take some tim
will probably require equally-high-statistics runs of reference data inp + p andp + A

collisions for a precise mapping of all the other contributions (hadronic+ pQCD for real
photons and hadronic+ charm for dileptons).

9. Summary and conclusions

The PHENIX data set from the first three years of RHIC operation provides an exte
set of measurements, from global variables to hadron spectra to high-pT physics to heavy

flavor production. From this rich menu we have reviewed those aspects of the present data
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that address the broad features of the matter created in Au+Au collisions at RHIC, namely
energy and number density, thermalization, critical behavior, hadronization, and po
deconfinement.

We first investigated whether the transverse energy and multiplicity measureme
PHENIX demonstrate that a state of high-energy-density matter is formed in Au+ Au
collision at RHIC. We estimated from ourdET /dη measurement that the peak ene
density in the form of created secondary particles is at least 15 GeV/fm3. If we use a
thermalization time of 1 fm/c provided by the hydrodynamic models from the ellip
flow, then the value of the energy density of the first thermalized state would be in e
of 5 GeV/fm3. These values are well in excess of the∼ 1 GeV/fm3 obtained in lattice
QCD as the energy density needed to form a deconfined phase. Naïve expectatio
to RHIC turn-on thatdET /dη anddNch/dη could be factorized into a “soft” and a pQC
jet component are not supported by the data. Results from a new class of models fe
initial-state gluon saturation compare well with RHIC multiplicity andET data.

We then examined our data and various theoretical models to investigate the de
which the matter formed at RHIC appears to be thermalized. The measured yield
spectra of hadrons are consistent with thermal emission from a strongly expanding s
and the observed strangeness production is consistent with predictions based on c
chemical equilibrium. The scaling of the strength of the elliptic flowv2 with eccentricity
shows that a high degree of collectivity is built up at a very early stage of the colli
The hydro models which include both hadronic and QGP phases reproduce the qua
features of the measuredv2(pT ) of pions, kaons, and protons. These hydro models req
early thermalization (τtherm� 1 fm/c) and high initial energy densityε � 10 GeV/fm3.
These points of agreement between the data and the hydrodynamic and thermal
can be interpreted as strong evidence for formation of high-density matter that therm
very rapidly.

However several of the hydro models fail to reproduce thev2(pT ) of pions, protons
and spectra of pions and protons simultaneously. Given this disagreement it is n
possible to make an unequivocal statement regarding the presence of a QGP phas
on comparisons to hydrodynamic calculations. The experimentally measured HBT
parameters, especially the small value ofRlong and the ratioRout/Rside ≈ 1, are not re-
produced by the hydrodynamic calculations. Hence we currently do not have a con
picture of the space–time dynamics of reactions at RHIC as revealed by spectra,v2 and
HBT. These inconsistencies prevent us from drawing firm conclusions on properties
matter such as the equation of state and the presence of a mixed phase.

Critical behavior near the phase boundary can produce nonstatistical fluctuati
observables such as the net-charge distribution and the average transverse momen
search for charge fluctuations has ruled out the most naïve model of charge fluctua
a QGP, but it is unclear if the charge fluctuation signature can survive hadronization
measurement of〈pT 〉 fluctuations is consistent with the effect expected of high-pT jets,
and it gives a severe constraint on the fluctuations that were expected for a sharp
transition.

Many of these observables—for instance, largedE/dη anddNch/dη, strangeness en
hancement, strong radial flow, and elliptic flow—have been observed in heavy ion

sions at lower energies. We have found smooth changes in these observables as a function
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sNN from AGS energies to SPS energies to RHIC energy. ThedET /dη increases
by about 100% and the strength of the elliptic flow increase by about 50% from S
RHIC. The strangeness suppression factorγs and the radial expansion velocity〈βT 〉 vary
smoothly from AGS to RHIC energies. No sudden change with collision energy has
observed.

The strong suppression of high-pT particle production at RHIC is a unique pheno
enon that has not been previously observed. Measurements of two-hadron azimutha
correlations at highpT and thexT scaling in Au+Au collisions confirm the dominant rol
of hard scattering and subsequent jet fragmentation in the production of high-pT hadrons.
Measurements in deuteron–gold collisions demonstrate that any initial-state modifi
of nuclear parton distributions causes little or no suppression of hadron producti
pT > 2 GeV/c at mid-rapidity. This conclusion is further strengthened by the obse
binary scaling of direct photon and open charm yields in Au+ Au. Combined together
these observations provide direct evidence that Au+ Au collisions at RHIC have produce
matter at extreme densities.

Medium-induced energy loss, predominantly via gluon bremsstrahlung emission,
only currently known physical mechanism that can fully explain the magnitude of th
served high-pT suppression. The approximately flat suppression factorRAA(pT ) observed
in the data, which was predicted by the GLV energy loss model, rules out the sim
energy loss models which predicted a constant energy loss per unit length. Howev
model by Wang et al. obtains the same flatRAA(pT ) from apparently different physics
From the GLV model, the initial gluon number density,dng/dy ≈ 1000 and initial en-
ergy density,ε0 ≈ 15 GeV/fm3, have been obtained. These values are consistent wit
energy density obtained from ourdET /dη measurement as well as ones from the hy
models.

The large (anti)baryon to pion excess relative to expectations from parton fragm
tion functions at intermediatepT (2–5 GeV/c) is both an unpredicted and one of the m
striking experimental observation at RHIC. The data demonstrate that a mechanism
than universal parton fragmentation is the dominant source of (anti)baryons in the in
diatepT range in heavy ion collisions. Explanations based on the boosting of soft ph
to higher transverse momentum have been examined within the context of hydrodyn
and recombination models. While hydrodynamic models can readily explain the b
to meson ratio as a consequence of strong radial flow, these models have difficul
producing the difference inv2 between protons and mesons above 2 GeV/c. In contrast,
recombination models provide a natural explanation for the large baryon to meson r
well as the apparent quark-number scaling of the elliptic flow. However, the near-ang
relation between particles is characteristic of jet fragmentation. It is truly remarkabl
these baryons have a largev2 of ≈ 20% typically indicative of strong collective motio
and also a large jet-like near-side partner yield. At present, no model provides a co
understanding of hadron formation in the intermediatepT regime.

The initial operation of RHIC has produced the impressive quantity of significan
sults described above. These striking findings call for additional efforts to define, c
and characterize the state of matter formed at RHIC. Further study of the collisions
hard probes such as high-pT particles, open charm, andJ/ψ , and electromagnetic probe

such as direct photons, thermal photons, thermal dileptons, and low-mass lepton pairs are
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particularly important. The utilization of these penetrating probes is just beginning
we expect these crucial measurements based on the very-high-statistics data of t
2004 run will provide essential results towards understanding of the dense matter c
at RHIC.

Advances in the theoretical understanding of relativistic heavy ion collisions is
for the quantitative study of the dense matter formed at RHIC. While there is rapi
significant progress in this area, a coherent and consistent picture of heavy ion co
at RHIC, from the initial formation of the dense matter to the thermalization of the sy
to the hadronization to the freezeout, remains elusive. With such a consistent mo
will become possible to draw definitive conclusions on the nature of the matter a
quantitatively determine its properties. The comprehensive data sets ranging from
variables to penetrating probes provided by PHENIX at present and in the future will
essential in constructing and constraining a consistent model of heavy ion collisio
determine the precise nature of the matter created at RHIC.

In conclusion, there is compelling experimental evidence that heavy-ion collisio
RHIC produce a state of matter characterized by very high energy densities, den
unscreened color charges ten times that of a nucleon, large cross sections for the
tion between strongly interacting particles, strong collective flow, and early thermaliz
Measurements indicate that this matter modifies jet fragmentation and has opacity
too large to be explained by any known hadronic processes. This state of matter
describable in terms of ordinary color-neutral hadrons, because there is no know
consistent theory of matter composed of ordinary hadrons at the measured densiti
most economical description is in terms of the underlying quark and gluon degrees o
dom. Models taking this approach have scored impressive successes in explaining
but not all, of the striking features measured to date. There is not yet irrefutable ev
that this state of matter is characterized by quark deconfinement or chiral symmetry r
tion, which would be a direct indication of quark–gluon plasma formation. The anticip
program of additional incisive experimental measurements combined with continu
finement of the theoretical description is needed to achieve a complete understan
the state of matter created at RHIC.
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The PHENIX experiment has measured midrapidity transverse momentum spectra (0:4< pT <
4:0 GeV=c) of single electrons as a function of centrality in Au� Au collisions at

��������
sNN
p

� 200 GeV.
Contributions from photon conversions and Dalitz decays of light neutral mesons are measured by
introducing a thin (1.7% X0) converter into the PHENIX acceptance and are statistically removed. The
subtracted nonphotonic electron spectra are primarily due to the semileptonic decays of hadrons
containing heavy quarks, mainly charm at lower pT . For all centralities, the charm production cross
section is found to scale with the nuclear overlap function, TAA. For minimum-bias collisions the charm
cross section per binary collision is Ncc=TAA � 622� 57�stat� � 160�syst� �b.
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In central Au� Au collisions at
��������
sNN
p

� 200 GeV neu-
tral pions and charged hadrons are strongly suppressed at
high transverse momentum (pT) [1–3]. In contrast, a mod-
est high-pT enhancement is observed in d� Au collisions
at the same energy [4,5]. Taken together, these observa-
tions indicate that the suppression in Au� Au collisions is
caused by final-state effects (e.g., parton energy loss in a
dense medium produced in the reaction).

Heavy quarks (charm and bottom) are complementary
probes of the hot and dense matter produced in high energy
heavy ion collisions. Because of their large masses, charm
and bottom cross sections are calculable via perturbative
quantum chromodynamics (pQCD) and their yield is sen-
sitive to the initial gluon density [6]. It has been predicted
that heavy quarks suffer less energy loss than light quarks
while traversing partonic matter due to the ‘‘dead cone’’
effect [7–9]. This can be studied through systematic mea-
surements of the pT spectra of open heavy flavor. In
addition, the open-charm yield is an important baseline
for understanding J= production which has been pre-
dicted to be either suppressed [10] or enhanced [11] in
deconfined partonic matter.

The PHENIX experiment observed that inclusive single
electrons in central and minimum-bias Au� Au collisions
at

��������
sNN
p

� 130 GeV were produced in excess of purely
‘‘photonic’’ contributions (primarily due to �0 Dalitz de-
cays and conversion of�0 photons in the detector material)
[12]. This excess is consistent with the expected charm
production, assuming that it scales with the number of
binary nucleon-nucleon collisions (Ncoll) or, equivalently,
with the nuclear overlap function, TAA. In this Letter, we
present results on the single electron measurement in��������
sNN
p

� 200 GeV Au� Au collisions. Our measurement
is in a pT range sensitive only to charm production. The
new data have higher statistics and smaller systematic
errors than the 130 GeV data, allowing us to measure
charm production as a function of collision centrality.

The data used in this analysis were collected by the
PHENIX detector [13] during the 2001 run period of the
Relativistic Heavy Ion Collider. A coincidence of the
beam-beam counters (BBC), a pair of detector arrays
covering 2� in azimuth and � � ��3:0–3:9�, and the
zero degree calorimeters (ZDC) provides the minimum-
bias trigger (92:2�2:5�3:0% of the 6:8� 0:5 barn Au� Au
inelastic cross section). The centrality is determined by
the correlation between the multiplicity measured by the
BBC and the energy of spectator neutrons measured by the
ZDC. The BBC also measures the collision vertex, z, with
resolution � � 0:7 cm. We require jzj< 20 cm to elimi-
nate electrons originating from the central magnet.

Charged particles are measured by the PHENIX east-
arm spectrometer (j�j< 0:35, �� � �=2) with resolution
�p=p ’ 0:7% 
 1:0%p�GeV=c�. Tracks are reconstructed
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with the drift chamber and the first layer of pad chambers
and confirmed by requiring an electromagnetic calorimeter
(EMCal) matching hit within 2� in position. Electron
candidates are required to have at least three associated
hits in the ring imaging Čerenkov detector (RICH) that
pass a ring shape cut, and are required to pass a timing cut
in either the EMCal or the time-of-flight detector. After
these cuts, a clear electron signal is observed as a narrow
peak at E=p � 1. By requiring �2�< �E� p�=p < 3�,
background from hadrons, which deposit only a fraction of
their energy in the EMCal, and nonvertex electrons, which
have misreconstructed momenta, is further reduced.
Remaining background in the electron sample, due to
accidental coincidences between RICH hits and hadron
tracks, is estimated ( � 10%) and subtracted by an event-
mixing method.

Inclusive electrons contain two components: (i) ‘‘non-
photonic’’—primarily semileptonic decays of mesons
containing heavy quarks, and (ii) photonic—Dalitz decays
of light neutral mesons (�0,�,�0, �,!, and�) and photon
conversions in the detector material. To separate these two
components, a photon converter (a thin brass tube of 1.7%
radiation length surrounding the beam pipe at r � 29 cm)
was installed.

We analyzed 2.2 M (2.5 M) events with the converter in
(out). The corresponding raw electron pT spectra for
minimum-bias collisions are shown in Fig. 1(a). The pho-
ton converter multiplies the photonic contribution to the
electron yield by a factor R�:

NConv-out
e � N�

e � N
non-�
e ; (1)

NConv-in
e � R�N

�
e � �1� ��N

non-�
e : (2)

Here NConv-in
e (NConv-out

e ) is the measured electron yield
with (without) the converter; N�

e (Nnon-�
e ) is the electron

yield due to the photonic (nonphotonic) component; and
��� 2:1%� represents a small loss of electrons due to the
converter. We next define RCN as the ratio of the raw
electron yield with and without the converter. Dividing
Eq. (2) by Eq. (1) and defining RNP  Nnon-�

e =N�
e , one has

RCN 
NConv-in
e

NConv-out
e

�
R� � �1� ��RNP

1� RNP
: (3)

If there were no contribution from the nonphotonic com-
ponent (RNP � 0), then RCN � R�.

The photonic electron yield per photon is approximately
given by Y /  � 7

9 t, where  is the Dalitz branching ratio
per � relative to 2� (for �0, �, and �0) or 1� (for �,!, and
�) decay, and t is the thickness of the conversion material
in radiation length (X0). The factor 7

9 is the approximate
probability for a � to convert in one X0. Plugging in  �

0
�

0:6%, t � 1:1% (t � 2:8%) for converter out (in) we find
R�

0

� � YConv-in=YConv-out � 1:9. There is some pT depen-
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dence in the complete formula for Y and the value of  is
species dependent ( � � 0:8%), so we perform a full
GEANT [14] simulation with and without the converter to
calculate R�. We determine R� for�0 and� separately. We
use the �0 spectrum measured by PHENIX [1] as the input
for the �0 simulation and assume mT scaling (pT!�������������������������������
p2T�M

2
��M

2
�

q
, normalized at high pT to �=�0�

0:45�0:1) to obtain the input for the � simulation.
Contributions from other mesons which undergo Dalitz
decay (�0; �; !;�) are small (6% at pT � 3 GeV=c, and
smaller at lower pT). Since they have  �  �, we assign
them R� � R�� . When calculating the combined R�, we
use the particle ratios at high pT (�0=�0�0:25�0:13,
�=�0 � !=�0 � 1� 0:5, �=�0�0:4�0:2). The �=�0

ratio used here is consistent with our �0 and � measure-
ment [15]. The uncertainties in the particle ratios are
included in the systematic uncertainties of R�. For this
method it is essential that the amount of material is accu-
rately modeled in the simulation. We compared the yield of
identified photon conversion pairs in the data and in the
simulation and conclude that the simulation reproduces R�
within �2:0%. This uncertainty is included in the overall
systematic uncertainty.

Figure 1(b) shows that RCN gradually decreases with
increasing pT , while R� slightly increases with pT . The
difference between RCN and R� indicates the existence of
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nonphotonic electrons. Figure 1(c) shows RNP obtained
from R� and RCN using Eq. (3). RNP increases with pT
and is more than 30% for pT > 0:6 GeV=c. The small
amount of conversion material in the PHENIX detector
allows a sensitive measurement of RCN .

Background from kaon decays (K ! �e&) and dielec-
tron decays of �, !, and � remain in the nonphotonic
electron yield. The background from kaon decays is
estimated with a GEANT simulation using the kaon pT
spectrum measured by PHENIX [16] as input. The contri-
bution of kaon decays to the nonphotonic yield, shown in
Fig. 1(c), is 18% at pT � 0:4 GeV=c and decreases rapidly
to less than 6% for pT > 1 GeV=c. To calculate back-
ground from the e�e� decays of �, !, and �, we first
generate spectra by applyingmT scaling to the PHENIX�0

spectrum, as described above. The contribution of these
decays to the nonphotonic electrons is <3% for all pT .
Background from J= ! e�e� decays and from Drell-
Yan pairs is negligible. Possible enhancement of low mass
dileptons through �� �! �! e�e�, as reported in
Pb� Pb collisions at the Super Proton Synchrotron [17],
would contribute to the nonphotonic electrons. However,
this is neglected since the estimated � contribution in the
absence of enhancement is only � 0:6% over all pT .

After these backgrounds are subtracted the only other
significant source of nonphotonic electrons is the semi-
leptonic decay of heavy flavor, overwhelmingly charm. We
denote the remaining electrons as charm electrons. The raw
spectrum of charm electrons is corrected for geometrical
acceptance (�geo), track reconstruction efficiency (�rec),
and electron identification efficiency (�eID) determined
by GEANT simulation. The efficiency �geo � �rec is about
11% of dNe=dy, and �eID is about 65% as confirmed with
electrons identified through photon conversion. Correction
of multiplicity dependent efficiency losses, estimated by
embedding simulated electron tracks into real events, is pT
independent and increases from 5% to 26% from periph-
eral to central collisions. The 1� systematic uncertainty of
these corrections is 11.8%. Fully corrected charm electron
spectra are shown in Fig. 2 for minimum-bias collisions
and for five centrality bins. We determined photonic elec-
tron spectra and found them to be in good agreement with
the background calculated from the measured �0 spectra
using the method described in [12].

We also measured the charm electron spectrum in p� p
collisions at

��������
sNN
p

� 200 GeV [18]. The lines in Fig. 2
show the best fit curve of this spectrum, scaled by TAA for
each Au� Au centrality bin. Here, TAA is the nuclear
overlap function calculated by a Glauber model [1]
(Table I). The Au� Au data points are in reasonable
agreement with the p� p fit in all centrality bins.

To quantify the centrality dependence of charm produc-
tion, we calculated the integrated yield dNe=dy (0:8<
pT < 4:0 GeV=c) and fit it to AN(

coll, where A is constant.
In the absence of medium effects ( � 1 is the expectation
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in the absence of medium effects. In this comparison,
most of the systematic effects will cancel. Figure 3
shows dNe=dy�0:8< pT < 4:0�=Ncoll vs Ncoll for mini-
mum bias and five centrality bins in Au� Au collisions
and p� p collisions. We find ( � 0:938� 0:075�stat� �
0:018�syst�. If p� p data are included, ( � 0:958�
0:035�stat�. This shows that the total yield of charm elec-
trons for all centralities is consistent with Ncoll scaling.

For each centrality bin we scale the charm electron spec-
trum (pT > 0:8 GeV=c) by TAA and fit it with a PYTHIA
calculation of the electron spectrum resulting from leading
order charm and bottom production. We used PYTHIA
6.205 with a modified set of parameters (described in
[12]) and CTEQ5L parton distribution functions [19].
Based on experimental input [20,21] we modified the
PYTHIA default charm ratios, using instead D�=D0�
0:45�0:1, Ds=D0�0:25�0:1, and $c=D0 � 0:1� 0:05.
TABLE I. Centrality bin, number of NN collisions, nuclear overlap
multiplicity per NN collision, in

��������
sNN
p

� 200 GeV Au� Au reacti

Centrality (%) Ncoll TAA (mb�1)

Minimum bias 258� 25 6:14� 0:45
0–10 955� 94 22:8� 1:6

10–20 603� 59 14:4� 1:0
20–40 297� 31 7:07� 0:58
40–60 91� 12 2:16� 0:26
60–92 14:5� 4:0 0:35� 0:10
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This gives a c! e total branching ratio of 9:5� 0:4%.
Charmed hadron ratios from the statistical model [22]
gives a similar branching ratio (9.3%). The scaled charm
and bottom cross sections are treated as fit parameters,
although our data are restricted to pT values which are
sensitive only to charm production. We evaluated the sys-
tematic error due to background subtraction (�21%) by
refitting to the electron spectrum at the minimum and
maximum of its 1� systematic error band. The change of
the pT range for fitting the charm electron spectrum gives
3% systematic error for minimum-bias collisions. The sys-
tematic error due to the PYTHIA spectral shape (�11%) is
dominated by the uncertainty in hkTi�1:5�0:5GeV=c.
Different parton distribution functions yield a systematic
error of 6.2% for the rapidity-integrated cross section.
These systematic errors are added in quadrature to give
the overall systematic error on the charm cross section. For
minimum-bias collisions we obtain 1

TAA

dNcc
dy jy�0�143�

13�stat��36�syst��b and Ncc=TAA�622�57�stat��
160�syst��b. Results for all centrality bins are shown in
Table I. The STAR collaboration reports a somewhat larger
charm cross section (�NNcc �1:3�0:2�0:4mb) in p�p
and d�Au collision at

��������
sNN
p

� 200 GeV [23]. Next-to
leading order pQCD calculations of the charm production
cross section have large associated uncertainties, with
typical values between 300 and 450 �b [24].
function, charm cross section per NN collision, and total charm
ons.

1
TAA

dNcc
dy jy�0 (�b) Ncc=TAA (�b)

143� 13� 36 622� 57� 160
137� 21� 35 597� 93� 156
137� 26� 35 596� 115� 158
168� 27� 45 731� 117� 199
193� 47� 52 841� 205� 232
116� 87� 43 504� 378� 190
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We note that final-state effects influence only the mo-
mentum distribution of charm; they have little or no effect
on the total open-charm yield. Therefore, our results in-
dicate Ncoll scaling of the initial charm production, as
expected for pointlike pQCD processes. pQCD calcula-
tions without charm quark energy loss and hydrodynamic
calculations assuming complete thermalization of charm
quarks predict very similar charm electron spectra for
pT < 2 GeV=c [25]. Differentiating between these oppo-
site physical pictures is possible only for pT > 2:5 GeV=c,
where statistics of the current analysis are limited.

In conclusion, we have measured single electrons from
charm decays in Au� Au collisions at

��������
sNN
p

� 200 GeV.
We observe that the centrality dependence of charm quark
production is consistent with Ncoll scaling, as expected for
hard processes. The much larger Au� Au data set col-
lected by PHENIX in the 2003-04 run will allow us more
detailed exploration of medium effects on charm produc-
tion, both through deviations of the charm electron spec-
trum fromNcoll scaling, and also through a measurement of
charm quark flow.
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The PHENIX experiment at the relativistic heavy ion collider (RHIC) has measured transverse energy and
charged particle multiplicity at midrapidity in Au + Au collisions at center-of-mass energies

√
sNN = 19.6, 130,

and 200 GeV as a function of centrality. The presented results are compared to measurements from other RHIC
experiments and experiments at lower energies. The

√
sNN dependence of dET /dη and dNch/dη per pair of

participants is consistent with logarithmic scaling for the most central events. The centrality dependence of
dET /dη and dNch/dη is similar at all measured incident energies. At RHIC energies, the ratio of transverse
energy per charged particle was found to be independent of centrality and growing slowly with

√
sNN . A survey

of comparisons between the data and available theoretical models is also presented.
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I. INTRODUCTION

The PHENIX experiment at the relativistic heavy ion
collider (RHIC) at Brookhaven National Laboratory was
designed to measure the properties of matter at extremely
high temperatures and densities. Under such conditions, the
possibility exists of producing states of matter that have not
been observed and studied in the laboratory. Perhaps the best
known of these is the quark-gluon plasma (QGP), a matter in
which the quarks are not confined within individual baryons
but exist as some form of plasma of individual quarks and
gluons. It should be emphasized that the exact properties of
this matter are not known and that the characterization of the
deconfined state, if such a state is produced, will form an
essential part of the RHIC program.

One fundamental element of the study of ultrarelativistic
collisions is the characterization of the interaction in terms of
variables such as the energy produced transverse to the beam
direction or the number of charged particles. These variables
are closely related to the collision geometry and are important
in understanding global properties of the system during the
collision.

This paper describes the PHENIX experiment’s systematic
study of dET /dη and dNch/dη at midrapidity at center-of-
mass energies

√
sNN = 19.6, 130, and 200 GeV. The centrality

dependence of dET /dη and dNch/dη is characterized by the
number of participants, determined with a Glauber model, and
is studied as a function of the incident energy. dET /dη and
dNch/dη results for all four RHIC experiments are included
in this study. The data taken at 19.6 GeV are particularly
interesting because they can be compared with data taken at
lower energies by the CERN super proton synchroton (SPS)
program. Comparisons are also made with results of previous
experiments conducted at the Brookhaven alternating-gradient
synchroton (AGS) and the CERN SPS for c.m. energies of
4.8, 8.7, and 17.2 GeV. Finally, an extensive set of collision
models describing the ET and Nch distributions are compared
with existing data. Appendix A describes the recalculation of
non-PHENIX data to make comparison possible. Appendix B
contains the PHENIX measurement data.

II. PHENIX DETECTOR

PHENIX is one of four experiments located at RHIC [1].
The PHENIX detector consists of two central spectrometer
arms, designated east and west for their location relative to
the interaction region, and two muon spectrometers, similarly
called north and south. Each central spectrometer arm covers
a rapidity range of |η| < 0.35 and subtends 90◦ in azimuth.
The muon spectrometers both have full azimuthal coverage
with a rapidity range of −2.2 < η < −1.2 (south) and 1.2 <

η < 2.4 (north). Additional global detectors are used as input
to the trigger and for global event characterization such as
vertex, time of event, and centrality determination. A detailed
description of the PHENIX detector can be found in [2]. The
PHENIX detector subsystems relevant to the physics analysis
presented in this paper are listed below.

Charged particle multiplicity was measured with two
multiwire proportional chamber (MWPC) layers of the pad

chambers (PCs) [3] called PC1 and PC3. These are located in
both central arms at the radii of 2.5 and 5.0 m from the beam
axis. The PCs cover the full central arm acceptance and have an
efficiency greater than 99.5% for minimum ionizing particles.
The position resolution of PC1 was measured to be 1.7 by
3 mm; it was twice that for PC3. PC1 and PC3 can distinguish
between two particle tracks if they strike the detector with a
separation greater than 4 and 8 cm, respectively.

For the transverse energy measurements, a PbSc sampling
calorimeter (EMCal) [4] from the PHENIX central spectrom-
eters was used. The front face of EMCal is located 5.1 m
from the beam axis. Scintillation light produced in the PbSc
EMCal towers is read out through wavelength shifting fibers
that penetrate the module. The depth of the PbSc calorimeter
is 18 radiation lengths (X0) which corresponds to 0.85 nuclear
interaction lengths. The PbSc calorimeter has an energy
resolution of 8.1%/

√
E (GeV)⊕2.1% for test beam electrons,

with a measured response proportional to the incident elec-
tron energy that is within ±2% over the range 0.3 � Ee �
40.0 GeV [4].

Two identical beam-beam counters (BBCs) [5] each
consisting of 64 individual Cherenkov counters with 3-cm
quartz glass radiators cover the full azimuthal angle in the
pseudorapidity range 3.0 < |η| < 3.9. These detectors provide
a minimum biased (MB) event trigger and timing and are
also used for event vertex determination. The vertex position
resolution for central Au + Au events was 6 mm along the
beam axis.

The zero degree calorimeters (ZDCs) [6] are hadronic
calorimeters located on both sides of the PHENIX detector.
They cover a rapidity region of |η| > 6 and measure the energy
of the spectator neutrons with approximately 20% energy
resolution. The BBC and ZDC were used for the centrality
determination.

III. DATA ANALYSIS

The analysis procedures for the dET /dη and dNch/dη

measured at
√

sNN = 130 GeV are described in [7] and [8],
respectively. In this paper the analysis was improved in the
following ways:

� Inflow and outflow corrections were done based on the
identified particle data, as opposed to HIJING.

� Corrected trigger efficiency was 92.2+2.5
−3.0% instead of

92.0 ± 2 ± 1%.
� Definition of ET was modified as discussed below.

The results presented here for
√

sNN = 130 GeV are consistent
with results previously published.

The same data samples with zero magnetic field were
used for both ET and Nch measurements at each beam
energy. The analyzed numbers of events are approximately
40 × 103, 160 × 103, and 270 × 103 for

√
sNN = 19.6, 130,

and 200 GeV, respectively.
The main steps of the analysis procedure are discussed

below in connection with the systematic errors associated with
them. Some additional details can be found in [9–12].
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A. ET analysis

The transverse energy ET is defined as

ET =
∑

i

Ei sin θi, (1)

where θi is the polar angle. The sum is taken over all particles
emitted into a fixed solid angle in an event. By convention, Ei is
taken to be Etot

i − mN for baryons, Etot
i + mN for antibaryons,

and Etot
i for all other particles, where Etot

i is the total energy
of the particle and mN is the nucleon mass.1

The ET measurement presented in this paper was performed
using the PHENIX PbSc EMCal. The EMCal absolute energy
scale was set using the π0 mass peak reconstructed from pairs
of EMCal clusters. The value was checked against a mea-
surement of the minimum ionizing peak for charged particles
penetrating along the tower axis and the energy/momentum
(E/p) peak of identified electrons and positrons. The un-
certainty in the absolute energy scale is 3% in the

√
sNN =

19.6-GeV data and 1.5% in the 130- and 200-GeV data.
The EMCal acts as a thin but effective hadronic calorimeter

at midrapidity at a collider [7]. The mean hadron momenta
in the EMCal acceptance are approximately 0.4, 0.55, and
0.9 GeV/c for pion, kaons, and (anti)protons, respectively [13].
Most hadrons stop in the EMCal, depositing all their kinetic
energy (at pT less than 0.35 GeV/c for pions, 0.64 for kaons,
and 0.94 for protons).

The average EMCal response to the different particle
species was obtained with a GEANT-based [14] Monte Carlo
(MC) simulation of the PHENIX detector using the HIJING

[15] event generator. The HIJING particle composition and pT

spectra were tuned to the identified charged particle spectra and
yields in Au + Au collisions measured by PHENIX [13,16]
at

√
sNN = 200 and 130 GeV. The NA49 results [17–19]

were used for EMCal response studies for 19.6-GeV data. The
“deposited” ETEMC was about 75% of the total ET “striking”
the EMCal. This value varied in the ±1.5% range for different
centralities and beam energies.

The uncertainty in the EMCal response to hadrons gave
a 3% error to the total ET . This uncertainty was estimated
using a comparison between the simulated energy deposited
by hadrons with different momenta and from the test beam data
[4]. An additional error of 1.3% at

√
sNN = 19.6 and 200 GeV

and 1% at 130 GeV comes from the systematic uncertainties
in the particle composition and momentum distribution.

ET was computed for each event [Eq. (1)] using clusters
with energy greater than 30 MeV composed of adjacent towers
with deposited energy of more than 10 MeV.2 The energy
losses at the EMCal edges and those due to energy thresholds,
6% each, were estimated with the absolute uncertainty 1.5%.

1The definition of Ei in our earlier publication [7] is different for
the antibaryon contribution: Etot

i was used instead of Etot
i + mN . The

current definition increases the value of ET by about 4%, independent
of centrality.

2In [7] thresholds of 20 and 3 MeV were applied for the cluster
and for the tower, respectively. Energy losses due to thresholds were
properly accounted for in both analyses.

The first main issue for the ET measurement is the
correction for losses for particles originating within the
aperture but whose decay products miss the EMCal (∼10%).
The second issue is the inflow contribution (∼24%), which is
principally of two types: (1) albedo from the magnet poles and
(2) particles originating outside the aperture of the calorimeter
but whose decay products hit the calorimeter. The inflow
component was checked by comparing the MC simulation and
the measurements for events with a vertex just at and inside a
pole face of the axial central-spectrometer magnet, for which
the calorimeter aperture was partly shadowed. The estimated
contribution of the inflow uncertainty to the ET uncertainty is
3% [7].

Since ET measurements are based on the sum of all cluster
energies in the EMCal, random noise even in a small portion
of the total number of EMCal towers (∼15,000 in PbSc)
may affect the total energy in the EMCal, particularly in
peripheral collisions. This effect was estimated by measuring
the total energy in the EMCal in very peripheral events
with the collision vertex inside the magnet poles. In this
case, the EMCal is fully shadowed and no energy deposit
from beam collisions is expected. The estimated contribution
was consistent with zero. The uncertainty from this effect
contributes 3.5% systematic error to the ET measurement in
the most peripheral bin of 45–50% at

√
sNN = 19.6 GeV, 10%

to the most peripheral bin of 65–70% at 130 GeV, and 6%
to the bin of 65–70% at 200 GeV. The contribution to the
systematic error for central events is negligible.

B. Nch analysis

In the absence of a magnetic field, the particle tracks
are straight lines. The number of tracks in the event was
determined by combining all hits in PC3 with all hits in
PC1. The resulting straight lines were projected onto a plane
containing the beam line and perpendicular to the symmetry
axis of the PCs. All tracks intersecting the plane at a radius
less than 25 cm from the event vertex were accepted. 95±1%
of all real tracks in the event pointed back within this radius.
The complete set of tracks thus formed contained both real
tracks and tracks from a combinatorial background. The latter
were determined using a mixed event technique in which
each sector in PC1 was exchanged with its neighbor and the
resulting combinatorial background measured. The average
combinatorial background from the mixed event analysis was
subtracted from the data obtained from the real events. Several
corrections were subsequently applied.

A correction of 15.3% accounted for nonsensitive mechan-
ical gaps between the PC sectors, inactive electronic readout
cards, and dead pads in the PC1 and PC3 detectors. The data
were also corrected for the PC efficiency for an isolated hit,
measured to be 99.5% using cosmic rays [3]. The combined
systematic error from these corrections was estimated to be
2.5% for a single east arm and 2.3% for both east and west
arms.

Track losses from the finite double hit resolution of the PCs
depend on the event multiplicity. Losses can occur in both the
direct counting of tracks and in the combinatorial background
subtraction. These two effects were studied in great detail using
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FIG. 1. Different centrality classes based on the BBC (left) and ZDC vs. BBC (right) distributions.

Monte Carlo techniques. To account for the track losses in the
real event sample, a correction of 15%, 13%, and 6% for the
5% most central events was applied at

√
sNN = 200, 130, and

19.6 GeV, respectively.
Track losses due to the finite double hit resolution reduce

the combinatorial background in the real events more than in
the mixed events. The number of tracks in the mixed events
must be decreased by 3.6% to account for this. The uncertainty
in the correction related to the finite double hit resolution of the
PCs was estimated to be 3.5% of the number of reconstructed
tracks in the most central events at

√
sNN = 200 GeV. This

number was deduced from the simulation and cross-checked
with an artificial 50% increase of the double hit resolution of
PC1 and PC3.

An additional correction is related to the decay of charged
particles and feed-down from the decay of neutral particles.
This correction is discussed in [8], where it was determined
using the HIJING event generator. In this paper the measured
composition of the produced particles at different centralities
is used at

√
sNN = 200 and 130 GeV [13,16]. The correction

related to particle decay varies about ±1% over the full range
of measured centralities. In midcentral events it is −1 ± 2.9%
and +1 ± 2.5% at 200 and 130 GeV, respectively. At the
lowest RHIC energy the correction is based on NA49 [17–19]
measurements at close energy 17.2 GeV and is about 11 ±
5.7% independent of centrality. The difference between 19.6
and 130 GeV arises from the decrease of the particle momenta
and the width of the η distribution at lower energy which affects
the number of tracks from the decay of particles coming from
adjacent rapidities. The uncertainty is also larger because the
correction was based on non-PHENIX data. More details on
the analysis can be found in [8,11,12].

C. Determination of trigger efficiency and Np

The distribution of the number of participants (Np) in
Au + Au collisions was determined using a Monte Carlo
simulation based on the Glauber model. The inelastic cross
section of p + p collisions used in the Glauber model was
taken to be 31, 41, and 42 mb at

√
sNN = 19.6, 130, and

200 GeV, respectively [20], and was varied within ±3 mb in

order to get the systematic errors. The nuclear density profile
ρ(r) was taken as the Woods-Saxon parametrization,

ρ(r) = 1/(1 + e(r−rn)/d ), (2)

where rn is the nucleus radius and d is a diffuseness parameter.
Based on the measurements of electron scattering from Au
nuclei [21], rn was set to (6.38 ± 0.27) fm and d to (0.54 ±
0.01) fm.

The BBC detectors are located in a region where the
number of produced particles is proportional to Np at

√
sNN =

130 and 200 GeV [22]. By comparing measured BBC spectra
to simulations, the MB trigger efficiency was estimated to
be 92.2+2.5

−3.0% at both 200 and 130 GeV, with less than 1%
uncertainty in the difference between these two energies.

One can also use the BBC (or ZDC vs. BBC) response to
define centrality for a given event as a percentage of the total
geometrical cross section. The BBC amplitude distribution and
ZDC vs. BBC signals divided into centrality classes are shown
in Fig. 1.

By matching the detector response simulation to the data,
Np can be assigned to each centrality class. The results for
Np vary by less than 0.5% depending on the shape of the cut
in the ZDC/BBC space and whether the BBC alone was used
as a centrality measure. The larger error in Np comes from
model uncertainties and can be parametrized as �Np/Np =
0.02 + 3.0/Np.

At
√

sNN = 19.6 GeV, the BBC acceptance partially covers
the Au nuclei fragmentation region where the relation between
the particle production and Np is not well known for peripheral
events. This makes the MB trigger efficiency model dependent.
To avoid this problem, an approach based on the Glauber model
and the negative binomial distribution (NBD) was applied to
the data from the PHENIX central arm. For the centrality
associations, the BBC signal can still be used after applying
the following correction.

The NBD, written as

P (n,µ, k) = �(n + k)/(�(k)n!) · (µ/k)n/(1 + µ/k)n+k,

(3)
represents the number of independent trials n that are required
to get a number of predetermined successes if the average
number of successes per trial is µ. The parameter k is related
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panel: MB trigger efficiency as a function of the number of hits. The parametrization is to guide the eye.

to the variance of the distribution by the equation (σ/µ)2 =
1/k + 1/µ. By associating n with the number of particles
produced in the event such that n = f (Np), the NBD describes
the distribution of hits in a detector [23,24] produced by a given
number of Np. In the simplest case when n ∝ Np, 〈Nhit〉 =
µ〈Np〉. Using probability weights for Np from the Glauber
model, one can construct a distribution of the number of hits in
a detector. The coefficients µ and k can be obtained by fitting
the constructed distribution to the experimentally measured
distribution.

The number of hits in the PC1 detector shown in the left
panel of Fig. 2 was used to determine the trigger efficiency.
Nhit ∝ dNch/dη can be parametrized as scaling with the
number of participants Nα

p , where α is between 1.0 and 1.1 as
measured by WA98 at the CERN SPS [25]. The Glauber/NBD
fit to the distribution of the number of hits in PC1 is shown
as the solid line. The fitting range is constrained above some
number of hits, where the trigger efficiency is equal to 1.
The efficiency as a function of the number of hits in the
detector can be found by taking the ratio of measured and
reconstructed distributions. This is shown in the right panel
of Fig. 2. Intergated over all Nhits the MB trigger efficiency
was found to be 81.5 ± 3% at

√
sNN = 19.6 GeV. The 1%

uncertainty due to variation of α from 1.0 to 1.1 was included in
the systematic error. An uncertainty in the difference between
19.6 and 200 GeV was 1.5%.

A fraction of events missing in the trigger at all energies be-
longs to the peripheral centrality classes outside the centrality
range discussed in this paper.

As a cross-check, the same procedure was applied to the
BBC response at 200 GeV. It was found that the MB trigger
efficiency in Au + Au and d + Au collisions agrees with
the procedure based on a full simulation within one standard
deviation of the systematic error. In Au + Au the Np in the
centrality bins determined using the Glauber/NBD method
agree better than 0.5% with the values used in this paper. In
d + Au for a single nucleon-nucleon collision the MB trigger
efficiency was found to be 57%, consistent with the 52 ± 7%
measured for PHENIX p + p trigger efficiency at the same
energy using a different method [26]. Finally, the fraction of
expected p + Au collisions in the d + Au sample agrees with

the fraction of events in which the corresponding ZDC detects
the spectator neutron from the deuteron within better than
1.5%.

As stated above, the BBC detector at
√

sNN = 19.6 GeV
covers a part of the Au nuclei fragmentation region, and
its response is not linear with Np [22]. Also, the number
of hits in BBC has a strong vertex dependence mainly
because the BBC samples different parts of the dNch/dη

distribution at different vertices; see Fig. 3. The asymmetry
of north and south BBC amplitudes in the same event
was studied to correct for these two effects. Around vertex
z = 0 the asymmetry between the number of hits in north
BBC N (z) and south BBC S(z) is (N (z) − S(z))/(S(z) +
N (z)) ∝ (d2Nch/dη2)/(dNch/dη) reflects the slope of the η

distribution at BBC rapidity. To use the BBC signal for the Np

determination, the observed signals were scaled such that the
asymmetry between north and south was the same as in the
most central events where the influence of the fragmentation
region was negligible. The data were also corrected for vertex
dependence. The results of the correction are shown in Fig. 3.
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FIG. 3. Average number of hits in BBC north vs. event vertex
at different centralities before correction (solid symbols) and after
correction (open symbols).
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TABLE I. Summary of systematic errors given in percent. When a range is given, the first
number corresponds to the most central bin and the second to the most peripheral bin presented in
Appendix B, Tables XIII–XV.

dET /dη dNch/dη

√
sNN (GeV) 19.6 130 200 19.6 130 200

Energy resp. 4.7 3.8 3.9
Bkg./noise 0.5–3.5 0.4–10 0.2–6 1.0 1.0 1.0
Acceptance 2.0 2.0 2.0 2.3 2.5 2.3
In- & outflow 3.0 3.0 3.0 5.7 2.5 2.9
Occupancy 1.6–0.3 3.1–0.1 3.5–0.1

Centrality 2.0 0.5 0.5 Same
Np 2.9–6.7 2.8–15 2.8–15 Same
Trigger 0.4–8.8 0.3–16 0.3–16 Same

The corrected BBC response was used for the centrality
determination. Based on both data and Monte Carlo sim-
ulation, a systematic error of 2% was added to the deter-
mination of the centrality classes using the BBC correction
procedure.

D. Systematic error summary

Table I summarizes the systematic errors discussed in this
section. The “Energy resp.” error for the ET measurements
combines the uncertainties in absolute energy scale, hadronic
response, and energy losses on the EMCal edges and from
energy thresholds. The resulting error for each centrality bin
is a quadratic sum of the errors listed in the table.

IV. RESULTS

A. PHENIX results

The distribution of the raw transverse energy ETEMC into the
fiducial aperture of two EMCal sectors is shown in the left three
panels of Fig. 4 for the three RHIC energies. The lower scale
represents the fully corrected ET normalized to one unit of
pseudorapidity and full azimuthal acceptance. The lower axis
in the plot is not labeled beyond 200 GeV to avoid confusion
between the true shape of the dET /dη distribution and ET as
measured using the limited acceptance of two EMCal sectors.

For the measurements at
√

sNN = 19.6 and 200 GeV, five
EMCal sectors (with azimuthal coverage �φ = 112◦) were
used, while only two sectors (�φ = 45◦) were available during
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FIG. 4. The distribution of the raw ET in two EMCal sectors (left) and the number of tracks in the east arm of the PHENIX detector
(right) per MB trigger, measured at three energies. The lower axis corresponds to midrapidity values of dET /dη and dNch/dη, respectively.
Distributions of the four 5% most central bins are also shown in each plot.
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FIG. 5. dET /dη (left) and dNch/dη (right) divided by the number of participant pairs at three RHIC energies. Errors shown with vertical
bars are full systematic errors. Lines show the part of the systematic error that allows bending or inclination of the points. Horizontal errors
denote the uncertainty in determination of Np .

the PHENIX run at 130 GeV. Results obtained with different
number of sectors at the same energy were consistent within
1.5%.

The right three panels in Fig. 4 show the number of tracks
reconstructed in the east arm of the PHENIX detector after
background subtraction and all corrections. The lower axis
corresponds to measured distributions normalized to one unit
of pseudorapidity and full azimuthal acceptance. For a similar
reason as for the ET measurement, the lower axis is not labeled
above 200 GeV in dNch/dη.

For the Nch measurements at
√

sNN = 130 GeV, only the
east arm was used; for the other two energies the measurements
were made using both PHENIX central arms. The results
obtained with two arms at 200 and 19.6 GeV are consistent
with each other within 1.5%.

The distributions shown in Fig. 4 have a characteristic
shape with a sharp peak that corresponds to the most
peripheral events. Missing events caused by the finite MB
trigger efficiency in peripheral events would make this peak
even sharper than measured. The plateau in all distributions
corresponds to midcentral events, and the falloff to the most
central Au + Au events. The shape of the curves in Fig. 4
in the falloff region is a product of the intrinsic fluctuations
of the measured quantities and the limited acceptance of the
detector.

The distributions for the four most central bins (0–5% to
15–20%) are also shown in each panel. The centroids of these
distributions were used to calculate the centrality dependence
of dET /dη and dNch/dη.3 The statistical uncertainties of all

3All plotted and quoted numbers correspond to average values in
each centrality bin or ratios of those averages.

mean values (less than or about 1%) determined by the width
of the distributions are small because of the large size of the
event samples.

The magnitude of dET /dη and dNch/dη at midrapidity
divided by the number of participant pairs as a function of Np is
shown in Fig. 5 and tabulated in Appendix B, Tables XIII–XV.
The right three panels show the same ratio for dNch/dη at the
three RHIC energies.

The horizontal errors correspond to the uncertainty in Np,
determined within the framework of the Monte Carlo–Glauber
model. The vertical bars show the full systematic errors of the
measurements4 added quadratically to the errors of Np. The
lines denote the corridor in which the points can be inclined
or bent. The statistical errors are smaller than the size of the
markers. The upper panel also shows the results of the two
lower panels with open markers for comparison.

An important result from Fig. 5 is an evident consistency
in the behavior of the centrality curves of ET shown on the
left and Nch shown on the right for all measured energies.
Both values demonstrate an increase from peripheral (65–70%
bin) to the most central events by 50–70% at RHIC energies
130 and 200 GeV. For the lowest RHIC energy (19.6 GeV)
this increase is at the level of systematic uncertainties of the
measurement. One can note that results from PHOBOS [27]
show that the total charged particle multiplicity is proportional
to Np, while the multiplicity at midrapidity over Np increases
with Np, indicating that the pseudorapidity distribution gets
more narrow for central events.

The ratios of the dET /dη and dNch/dη per participant
pair measured at different RHIC energies are shown in

4Here and everywhere errors correspond to one standard deviation.
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FIG. 6. Same as Fig. 5, but for ratios of dET /dη (left) and dNch/dη (right) measured at different RHIC energies.

Fig. 6 and tabulated in Table XVI. In these ratios some common
systematic errors cancel.

The increase in the ET production between 19.6 and
200 GeV (with an average factor of 2.3) is larger than for
Nch (with average factor of 1.9). This is consistent with an
increase in the particle production per participant common
to both ET and Nch and a ∼20% increase in 〈mT 〉 of
produced particles contributing to the ET parameter only. See
Appendix A 1 and [16,17].

The ratio of 200/19.6 GeV shows some increase from pe-
ripheral to central events; however, the increase is marginally
at the level of the systematic errors of the measurement.

The ratio of 200/130 GeV is flat above Np ∼ 80 and is equal
to 1.140 ± 0.043 for ET and 1.126 ± 0.036 for Nch in the most
central bin. A rather sharp increase between Np = 22 and 83
in the ratios of both quantities is still at the level of systematic
uncertainties.

The ratio of the transverse energy and charged particle
multiplicity at midrapidity as a function of centrality is
shown in Fig. 7 for the three energies. The upper plot
also shows the results displayed in the lower panels for
comparison.

The ratio ET /Nch,5 sometimes called the “global baro-
metric observable,” triggered considerable discussion [28,29].
It is related to the 〈mT 〉 of the produced particles and is
observed to be almost independent of centrality and inci-
dent energy of the collisions within the systematic errors
of the previous measurements. The present paper forges
a direct link between the highest SPS and lowest RHIC
energies, making a more quantitative study of ET /Nch

possible.
The results presented in Fig. 7 and tabulated in Tables XIII–

XV show that the centrality dependence of ET /Nch is weak
and lies within the systematic errors plotted with lines. There
is a clear increase in ET /Nch between

√
sNN = 19.6 and

200 GeV. The
√

sNN dependence of the results is discussed
below.

5ET /Nch is used as a shortcut for 〈dET /dη〉/〈dNch/dη〉 at η = 0
in the c.m. system.

B. Bjorken energy density

The Bjorken energy density [30] can be calculated using

εBj = 1

A⊥τ

dET

dy
, (4)

where τ is the formation time and A⊥ is the nuclei transverse
overlap area.

The transverse overlap area of two colliding nuclei was
estimated using a Monte Carlo–Glauber model A⊥ ∼ σxσy ,
where σx and σy are the widths of x and y position distributions
of the participating nucleons in the transverse plane. The
normalization to πR2, where R is the sum of rn and d
parameters in a Woods-Saxon parametrization [Eq. (2)], was
done for the most central collisions at the impact parameter b =
0. For the transformation from dET /dη|η=0 to dET /dy|y=0, a
scale factor of 1.25 ± 0.05 was used; see Appendix A 1.

0.6

0.8

1 200 GeV
130 GeV

19.6 GeV

0.6

0.8

1 130 GeV

0 100 200 300

0.6

0.8

1 19.6 GeV

pN

<d
E

T
/d

η>
/<

d
N

ch
/d

η>
 [

G
eV

]

FIG. 7. Same as Fig. 5, but for ET /Nch vs. Np at different RHIC
energies.
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FIG. 8. εBj · τ deduced from the PHENIX data at three RHIC energies (left) and using different estimates of the nuclear transverse overlap
at

√
sNN = 130 GeV (right).

The Bjorken energy density for three RHIC energies is
plotted in the left panel of Fig. 8 and tabulated in Tables XIII–
XV. For the 5% most central collisions, εBj · τ was 2.2 ±
0.2, 4.7 ± 0.5, and 5.4 ± 0.6 GeV fm−2c−1 for

√
sNN =

19.6, 130, and 200 GeV, respectively. These values increase
by 2, 4, and 5%, respectively, for the maximal Np = 394, as
obtained from extrapolation of PHENIX data points. There
is a factor of 2.6 increase between the SPS-like energy
(19.6 GeV) and the top RHIC energy (200 GeV). The
comparison of the only published εBj = 3.2 GeV/fm3 at SPS
for head-on collisions [31] and top RHIC energies, assuming
the same τ = 1 fm/c, reveals an increase in energy density by
a factor of only 1.8, which may come from an overestimation
in the SPS measurement, as shown latter in the left panel of
Fig. 13 and discussed in Appendix A 3.

Another approach is used by STAR in [32] for the estimate
of the transverse overlap area of the two nuclei A⊥ ∼ N

2/3
p in

Eq. (4). This approach accounts for only the common area of
colliding nucleons, not nuclei. The results are different only in
the peripheral bins as shown in the right panel of Fig. 8. For a
comparison, the same panel shows the result obtained by STAR
which agrees with PHENIX results within systematic errors,
though displaying a smaller increase of the energy density
with Np.

C. Comparison to other measurements

Comparison to the results of other experiments is compli-
cated by several factors. AGS and SPS data were taken in
the laboratory (Lab.) system while the RHIC data are in the
center-of-mass system (c.m.s.). Since η and ET are not boost-
invariant quantities, the data should be converted into the same
coordinate system. Some experiments provide a complete
set of identified particle spectra from which information
about ET and Nch can be deduced. For other experiments,
additional assumptions are necessary for their published
values. Appendix A describes how such recalculation was done
in each particular case.

The PHENIX results for Nch are compared to the data
available from the other RHIC experiments. This comparison
is shown in the left panels of Fig. 9.

There is good agreement between the results of BRAHMS
[33,34], PHENIX, PHOBOS [35–37], and STAR [38,39]

using Np based on a Monte Carlo–Glauber model. This
agreement is very impressive because all four experiments use
different apparatuses and techniques to measure the charged
particle production. The systematic errors of all results are
uncorrelated, except for those related to the same Glauber
model, which are small. That makes it possible to calculate
the RHIC average and reduce the systematic uncertainty. The
averaged results from all four RHIC experiments are plotted
in the right panel of Fig. 9 and tabulated in Table XVII. See
Appendix A 2 for the procedure.

Figure 10 compares ET results from the PHENIX and
STAR [40] experiments. The results are consistent for all cen-
tralities within systematic errors, though the STAR dET /dη

per participant pair has a smaller slope vs. Np above ∼70
participants, and ET /Nch shown in the lower panel is consistent
for all Np.

The RHIC run at
√

sNN = 19.6 GeV allows a connection
between RHIC and SPS data to be made. The highest SPS
energy per projectile nucleon of 158 A GeV corresponds to√

sNN = 17.2 GeV in the c.m.s., making a direct comparison
of RHIC and SPS results possible. This comparison is shown
in Fig. 11. See Appendixes A 3–A 6 for the details of the data
compilation.

Several comments should be made about this comparison.
For both measured parameters the PHENIX results and the
SPS results agree. The WA98 results (see Appendix A 4) are
systematically higher than the results of other experiments,
especially for dET /dη. However, the WA98 data have an
additional systematic error common to all points shown for
the last bin. For Nch the relative spread of the SPS results is
larger than for the RHIC results shown in Fig. 9, though overall
the

√
sNN = 17.2 GeV SPS measurements are consistent with

the PHENIX result at 19.6 GeV.
Different SPS and AGS experiments made measurements

at lower energies. The combined data of AGS, SPS, and RHIC
provide a complete picture of the centrality behavior of ET and
Nch as a function of the nucleon-nucleon energy. The centrality
dependence of dNch/dη at midrapidity measured at

√
sNN =

4.8, 8.7, and 17.2 GeV by different experiments is shown in
Fig. 12. See Table XVII for the summary of these results and
Appendixes A 5–A 7 for the details of the data compilation.

At the highest SPS energy the averaging procedure is the sa-
me as for RHIC energies, and weighted experimental errors are
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systematic error. Right panel: RHIC average values (including PHENIX) compared to the PHENIX results.

scaled with the reduced χ2-like factor S (described in
Appendix A 2) reaching the value of 1.5 at some points.
For the intermediate SPS energy

√
sNN = 8.7 GeV, two

experiments, NA45 [41] and NA50 [42], reported the
centrality dependence of dNch/dη at midrapidity. The
discrepancy in the measurements is close to three times
the quadratic sum of their systematic error. However, the
shapes of the two curves are almost the same. NA49 has
published results (see Appendix A 3) that give one point
in dNch/dη at Np = 352. This point favors the NA45 result.6

6The NA57 results at both SPS energies are published without
systematic errors in [43] They are currently not considered.
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FIG. 10. dET /dη divided by the number of Np pairs (top)
and ET /Nch (bottom) measured by the PHENIX and STAR [40]
experiments at

√
sNN = 200 GeV. PHENIX systematic errors are

explained in the text. The shaded area is the STAR systematic scaling
error.

The average centrality curve is produced taking into account
the shape of the centrality curves reported by NA45 and
NA50 and the single NA49 point. See Appendix A 8 for
the averaging procedure at

√
sNN = 8.7 GeV. The errors are

scaled with the factor S, which reaches a value of 2.5 at some
points. The AGS results are presented with a curve produced
from the combined results of the E802/E917 experiments
(see Appendix A 7). The averaging procedure in this case is a
simple rebinning of the data.

The average SPS centrality dependence at
√

sNN =
17.2 GeV shown in the upper panel in Fig. 12 and the average
curve of the two RHIC experiments at 19.6 GeV shown in the
lower panel in Fig. 9 are very similar. Less than a 5% increase
is expected to result from the difference in the incident energy
between the highest SPS and the lowest RHIC energies (see
Sec. IV D below). The average values presented in Figs. 9 and
12 are summarized in Table XVII.

D. Dependence on the incident nucleon energy

The data compilation made in the previous section allows
for a detailed study of the charged particle production in heavy
ion reactions at different incident energies of colliding nuclei.
Although the data on transverse energy production are not
abundant, a similar comparison can be made [9,10].

1. Central collisions

Figure 13 shows the energy dependence of the dET /dη

and dNch/dη production per pair of participants in the most
central collisions measured by different experiments. See
Appendixes A 5–A 9 for the details of the data compilation.

The results shown in Fig. 13 are consistent with logarithmic
scaling as described in [9,11,12]. Use of the logarithmic
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FIG. 11. dET /dη (left) and dNch/dη (right) divided by the number of Np pairs measured by PHENIX at
√

sNN = 19.6 GeV (solid markers)
and recalculated from the results of the SPS experiments at the highest energy

√
sNN = 17.2 GeV (open markers). The p + p result of NA49

is marked with an open cross.

function is phenomenological and is suggested by the trend
of the data in the range of available measurements. The
agreement of the fits with the data in both panels is very good,
especially in the right panel where the averaged values are
used for Np = 350. The single point of NA49 [31] is excluded
from the ET fit (see Appendix A 3). The results of the fit
dX/dη = (0.5Np · A)ln(

√
sNN/

√
s0

NN) are

for ET ,
√

s0
NN = 2.35 ± 0.2 GeV and A = 0.73 ± 0.03 GeV,

for Nch,
√

s0
NN = 1.48 ± 0.02 GeV and A = 0.74 ± 0.01.

The parameter
√

s0
NN = 2.35 GeV obtained from the ET fit

is slightly above although within 3σ from the minimum possi-
ble value of

√
sNN = 2 × amu = 1.86 GeV. The measurement

closest to it at
√

sNN = 2.05 GeV done by the FOPI experiment
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FIG. 12. dNch/dη divided by the number of Np pairs measured by
AGS and SPS experiments and the average taken at different energies
recalculated in the c.m.s.

allows one to estimate the amount of dET /dη produced to
be 5.0 GeV in the most central collisions corresponding to
Np = 359. Appendix A 9 gives details of the estimate. This
does not disagree with the extrapolation of the fit but does
indicate that the logarithmic parametrization requires higher
order terms to describe how the ET production starts at very
low

√
sNN .

The right panel of Fig. 13 shows the logarithmic fit to the
Nch data. It agrees well with all dNch/dη results plotted for
Np = 350. Unlike that for ET , the fit parameter

√
s0

NN for Nch

is 1.48 ± 0.02 GeV which is lower than the minimum allowed√
sNN . This suggests that above 2 × amu the Nch production

as a function of
√

sNN should undergo threshold-like behavior,
unlike the ET production which must approach zero smoothly
because of energy conservation.

The FOPI measurements at
√

sNN = 1.94 and 2.05 GeV
agree with the extrapolation of the fit at energy very close to
2 × amu. It is an interesting result that colliding nuclei with
kinetic energies of 0.037 and 0.095 GeV per nucleon in the
c.m.s. follow the same particle production trend as seen at
AGS, SPS, and RHIC energies.

A fit to the charged particle multiplicity shows a factor of
2.2 increase in dNch/dη per participant in the most central
events from the highest energy at the AGS (

√
sNN = 4.8 GeV)

to the highest energy at the SPS (17.2 GeV) and a factor of
2.0 from the highest SPS energy to the highest RHIC energy
(200 GeV). Assuming the same behavior extends to the Large
Hadron Collider (LHC) highest energy (5500 GeV) one would
expect dNch/dη = (6.1 ± 0.13) · (0.5Np) and the increase in
particle production from the highest RHIC energy to be ∼60%
for the most central events. With the greater energy, the rapidity
width should increase by ∼60%, i.e., the total charged particle
multiplicity at LHC would increase by a factor of ∼2.6 from
the top RHIC energy.

The ratio of ET /Nch for the most central bin as a function
of

√
sNN is shown in Fig. 14. Note that the line shown in the

figure is not the fit to the data points. Rather, it is calculated
from the fits shown in Fig. 13. The calculation agrees well
with the data. There are two regions in the plot which can
be clearly separated. The region from the lowest allowed√

sNN to SPS energy is characterized by a steep increase of
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√
sNN = 56 GeV is explained in

Appendix A 10.

the ET /Nch ratio with
√

sNN . In this region the increase in
the incident energy causes an increase in the 〈mT 〉 of the
produced particles. The second region starts from the SPS
energies and continues above. In this region, the ET /Nch ratio
is very weakly dependent on

√
sNN . The incident energy is

converted into particle production at midrapidity rather than
into increasing the particle 〈mT 〉.

The shape of the ET /Nch curve in the first region is
governed by the difference in the

√
s0

NN parameter between
ET and Nch. In the second region it is dominated by the ratio
of the A parameters in the fits. This ratio is close to 1 GeV.
Extrapolating to LHC energies one gets a ET /Nch value of
(0.92 ± 0.06) GeV.

2. Centrality shape

Another interesting question is how the shapes of the
centrality curves of ET and Nch change with

√
sNN .

One approach previously used in a number of papers is to
describe the shape of the centrality dependence as a sum of
“soft” and “hard” contributions such that the soft component
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FIG. 14. Ratio of ET over Nch for the most central events as a
function of

√
sNN recalculated into c.m.s. The line is the ratio of two

fits shown in Fig. 13. The band corresponds to one standard deviation
of the combined error.

is proportional to Np and the hard component to the the
number of binary collisions Nc, that is, A × Np + B × Nc. A
disadvantage of this approach is that the contributions called
soft and hard do not necessarily correspond to the physical
processes associated with these notations. Another approach
is to assume that the production of ET or Nch is proportional
to Nα

p , although the parameter α has no physical meaning.
The results of B/A and α obtained from the fits to the

data at different
√

sNN are summarized in Table II. Although
the numbers tend to increase with beam energy, the values
presented in Table II are consistent with each other within the
systematic errors.

The availability of higher quality data would make it
possible to derive a more conclusive statement about the shape
of the curves plotted in Figs. 9 and 12. With the present set
of data usually limited to Np above 50, a large part of the

TABLE II. B/A ratio and parameter α from the fit to the data.
Errors are calculated assuming a change in the slope of the centrality
curves within the limits of the bending errors for PHENIX and full
errors for the averaged data (Table XVII).

dET /dη dNch/dη dNch/dη√
sNN PHENIX PHENIX Average

(GeV) B/A

200 0.49+.69
−.22 0.41+.57

−.21 0.28+.18
−.15

130 0.41+.52
−.23 0.41+.45

−.23 0.26+.18
−.11

19.6 0.37+.48
−.22 0.21+.30

−.15 0.23+.73
−.23

17.2 0.31+.46
−.24

8.7 0.12+.64
−.20

Parameter α

200 1.20 ± 0.07 1.18 ± 0.08 1.16 ± 0.06
130 1.14 ± 0.08 1.17 ± 0.08 1.14 ± 0.05

19.6 1.13 ± 0.07 1.09 ± 0.06 1.10 ± 0.11
17.2 1.11 ± 0.08
8.7 1.06 ± 0.13
4.8 1.20 ± 0.24
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centrality curve is missing or smeared by systematic errors.
To avoid this, one can compare Au + Au collisions to p +
p (Np = 2) at the same energy.

Figure 15 shows dNch/dη/(0.5Np) divided by the
parametrization plotted in the right panel of Fig. 13. The top
panel shows the most central events with Np = 350. All points
are consistent with 1, demonstrating an agreement of the fit
to the data. The points are connected with a line for visibility.
The middle panel shows results for midcentral events, with
Np = 100 connected with a solid line. The dotted line is
the same line as in the top panel for Np = 350. The points
for Np = 100 are lower than for Np = 350 by a factor of
0.8–0.9, over the plotted range of incident energies. The lower
panel shows p + p data corresponding to Np = 2 measured
by several experiments. The dotted lines are the same as appear
in the upper two panels for Np = 350 and 100, and the p + p

parametrizations are taken from [44,45]. In the range of RHIC
energies these points are lower by a factor of 0.65–0.75 than
the most central events.

These results indicate that the centrality curves normalized
to the most central collisions have a similar shape for all RHIC
energies within the errors of available measurements.

E. Comparison to models

A variety of models attempting to describe the behavior
of ET and Nch as a function of centrality at different

√
sNN

are available. An updated set of model results were collected
from several theoretical groups to make a comparison as com-
prehensive as possible. Figures 16–18 show the comparison
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FIG. 15. The three panels show dNch/dη/(0.5Np) divided by the
logarithmic parametrization from Fig. 13. The panels correspond to
Np = 350, 100, and 2 (p + p) from top to bottom. Au + Au points
are connected with lines also shown in lower panels for comparison.
The Au + Au data are tabulated in Table XVII. p + p data
and parametrizations dN/dη = 2.5 − 0.25 ln(sNN) + 0.023 ln(sNN)2
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FIG. 17. Theoretical models compared to dNch/dη per pair of participants: SFM [55], AMPT [51], LEXUS [57], HIJING [15,46], and
DSM [53].

between the existing theoretical models7 and the data for 19.6,
130, and 200 GeV. Brief descriptions of the models and their
main characteristics are given next.

One of the more commonly used Monte Carlo event
generators is HIJING [15,46]. This model, like several others,
uses pQCD for initial minijet production and the Lund string
model [47] for jet fragmentation and hadronization. HIJING also
includes jet quenching and nuclear shadowing. This type of
model typically has two components, a soft part proportional to
Np and a hard part proportional to Ne, which partly motivated
the discussion in Sec. IV D 2. There are also the so-called
saturation models, which also rely on pQCD and predict that
at some fixed scale the gluon and quark phase-space density
saturates, thus limiting the number of produced quarks and
gluons. An example of this type of model is EKRT [48],
which is referred to as a final state saturation model. In this
paper, comparisons are also made to another parton saturation
type model, KLN [49], which is an initial state saturation
model, and to models related to HIJING, namely, Minijet [50]
and AMPT [51]. AMPT is a multiphase transport model
and extends HIJING by including explicit interactions between
initial minijet partons and final state hadronic interactions.
Minijet follows the same two-component model as HIJING but
also incorporates an energy-dependent cutoff scale, similar to
the saturation models.

The other models are listed briefly below. SSHM and SFM
do not have a designated short identifier, so they were named

7Models are presented as the best fit by the polynomial of the lowest
degree which is closer than 1% to any theoretical point provided by
the authors of the models. The polynomial is plotted in the range
where points are provided.

somewhat arbitrarily here, based on the physics the models
incorporate. SSHM (saturation for semi-hard minijet) [52] is
also a two-component model: it is pQCD-based for semihard
partonic interactions, while for the soft particle production
it uses the wounded nucleon model. DSM [53], the dual
string model, is basically the dual parton model [54], with
the inclusion of strings. SFM (string fusion model) [55] is a
string model that includes hard collisions, collectivity in the
initial state (string fusion), and rescattering of the produced
secondaries. Finally, there are the hadronic models, LUCIFER
[56], a cascade model with input fixed from lower energy
data, and LEXUS [57], a linear extrapolation of ultrarelativistic
nucleon-nucleon scattering data to nucleus-nucleus collisions.

The available model results range from predicting (or post-
dicting) dNch/dη at one energy to predicting both dNch/dη

and dET /dη at 19.6, 130 and 200 GeV. The models have
varying success in reproducing the data.

In Fig. 16, KLN is among the most successful at describing
the dNch/dη centrality dependence for all three energies.
However, at

√
sNN = 19.6 GeV, the theoretical curve is steeper

than the data. This results in a reversed centrality dependence
relative to the data for the 200 to 19.6 GeV ratio. SSHM
describes the 130 and 200 GeV data well, for centralities above
Np ∼100, which is the approximate limit of applicability for
this and other saturation models. For the less central events, the
model values are lower than the data. At 19.6 GeV, the model
values are significantly higher than the data. The saturation
model EKRT describes the central points at both energies
but overshoots the more peripheral data points and thus does
not reproduce the general centrality dependence of the data.
For the nonsaturation models included in this figure, Minijet
reproduces both the overall scale and the centrality and energy
dependence of the data rather well, while the cascade model
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FIG. 18. Theoretical models compared to dET /dη per pair of participants (upper panels) and per produced charged particle (lower panels):
SFM [55], AMPT [51], LEXUS [57], and HIJING [15,46].

LUCIFER describes the central points at 130 GeV well but
undershoots the less central values at this energy.

Most of the models included in Fig. 17 provided values
for all three energies: 19.6, 130, and 200 GeV. SFM is in
reasonable agreement with the 130 and 200 GeV data, but
gives much larger values than the data at 19.6 GeV. AMPT
is in overall good agreement with the data for the two higher
energies, except for the increasing trend in dNch/dη at the
most peripheral events, which is not seen in the experimental
data. At the lower energy, the Nch centrality behavior is
underestimated. LEXUS rather severely overshoots the data
for all energies, indicating that nucleus-nucleus effects are not
accounted for. The HIJING models (version 1.37 and a new
version with implemented baryon junctions, HIJING B-B̄) only
provide points at 130 and 200 GeV and are in reasonable

agreement with the data at those energies, but generally give
somewhat lower values. The curves shown include quench-
ing and shadowing implemented in HIJING. DSM describes
19.6 GeV reasonably well for all centralities and the more
central bins for 130 and 200 GeV, but it overpredicts the values
for semicentral and peripheral events.

Figure 18 shows the results for the models that provide
data for both dNch/dη and dET /dη. For dET /dη, LEXUS
and SFM consistently overshoot the data for all energies. In
the ratio ET /Nch, LEXUS gives values that are too low except
at the lowest energy, 19.6 GeV. That might indicate that the
hadronization mechanism allows too little energy per particle.
The SFM gives values that are too large, except for the most
peripheral bin, which suggests that the particles are assigned
transverse masses that are too large. The HIJING versions and
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the related AMPT model are in reasonable agreement with the
data for both dET /dη and ET /Nch.8

Also shown in Fig. 18 are the ratios of results at 200 to
19.6 GeV, and 200 to 130 GeV, for dET /dη. These results,
especially the comparison of the 200 to 19.6 GeV data, are
intended to make a more precise check of the

√
sNN dependence

of the models. SFM fails to describe the 19.6 GeV data and thus
cannot describe the energy dependence probed by these ratios,
unlike LEXUS which, however, does not agree well with the
individual data curves for 19.6, 130, and 200 GeV. AMPT and
the HIJING versions reproduce the values of the ratios well,
as expected since they are in reasonable agreement with the
individual curves. AMPT and HIJING are also successful in
describing the ET /Nch ratio, as illustrated in the lower panels
of Fig. 18.

To summarize, most models reproduce at least some of
the data fairly well, but most fail in describing all the data.
Since the model results typically are given without systematic
errors, it is not entirely straightforward to quantify the level
of agreement or disagreement with the data. Qualitatively, the
models that are most successful in describing both dET /dη

and dNch/dη in terms of the overall trends, regarding both
centrality dependence and energy dependence, are AMPT and
the HIJING versions. KLN and Minijet unfortunately do not
give information on dET /dη but are successful in describing
the dNch/dη results. The dNch/dη results thus can either be
described by the initial state saturation scenario (KLN) or
by the minijet models that need an energy-dependent minijet
cutoff scale as described in [46,50] to reproduce the data.

V. SUMMARY

This paper presents a systematic study of the energy and
centrality dependence of the charged particle multiplicity and
transverse energy at midrapidity at

√
sNN = 19.6, 130, and

200 GeV.
The yields, divided by the number of participant nucle-

ons, show a consistent centrality dependence (increase from
peripheral to central) between dET /dη and dNch/dη for all
energies. Furthermore, the increase in the ratio ET /Nch from
19.6 to 200 GeV is consistent with a 20% increase in 〈mT 〉
with increasing

√
sNN . The ratio ET /Nch shows only a weak

centrality dependence at RHIC energies.
For the

√
sNN dependence, comparisons were made not

only among RHIC results but also with data from lower
energy fixed-target experiments at SPS, AGS, and Schwer-
Ionen-Synchrotron (SIS). A phenomenological fit, scaling
logarithmically with

√
sNN , describes well both dET /dη and

dNch/dη for the most central collisions for all energies.
Using the fit results, one can delineate two regions with

different particle production mechanisms. The region below
SPS energy is characterized by a steep increase in ET /Nch ∼
〈mT 〉 with

√
sNN , whereas for the energies above SPS, ET /Nch

is weakly dependent on
√

sNN .

8Note that the HIJING versions available at the time the data were
collected and used for predictions were in worse agreement with the
data [10]. This was before energy loss and minijet separation/cutoff
scale parameters were updated.

Within the systematic errors of the measurements, the shape
of the centrality curves of dNch/dη/(0.5Np) vs. Np were found
to be the same in the range of RHIC energies and to scale with
ln(

√
sNN). The same must be true for ET because ET /Nch has

a very weak centrality dependence.
Based on the dET /dη measurements, the Bjorken energy

density estimates were performed and εBj · τ was determined
to be 5.4 ± 0.6 GeV fm−2 c−1 at

√
sNN = 200 GeV for the

most central bin. This is in excess of what is believed to be
sufficient for a phase transition to the new state of matter. The
energy density increases by about a factor of 2.6 from the top
SPS energy to the top RHIC energy.

Finally, a comparison between the RHIC dNch/dη and
dET /dη data and a collection of models was performed. A few
models, notably HIJING and AMPT, reproduce both dET /dη

and dNch/dη rather well for several energies.
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National de Physique Nucléaire et de Physique des Particules
(France); Bundesministerium für Bildung und Forschung,
Deutscher Akademischer Austausch Dienst, and Alexander
von Humboldt Stiftung (Germany); Hungarian National Sci-
ence Fund, OTKA (Hungary); Department of Atomic Energy
and Department of Science and Technology (India); Israel
Science Foundation (Israel); Korea Research Foundation and
Center for High Energy Physics (Korea); Russian Ministry
of Industry, Science and Tekhnologies, Russian Academy of
Science, Russian Ministry of Atomic Energy (Russia); VR
and the Wallenberg Foundation (Sweden); the U.S. Civilian
Research and Development Foundation for the Independent
States of the Former Soviet Union; the US-Hungarian NSF-
OTKA-MTA; the US-Israel Binational Science Foundation;
and the 5th European Union TMR Marie-Curie Programme.

APPENDIX A: RECALCULATION OF THE NON-PHENIX
EXPERIMENTAL DATA

Comparisons of dET /dη and dNch/dη between different
experiments can be made only if the results are presented
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FIG. 19. Simulated ET (left) and Nch (right) distributions in rapidity and pseudorapidity units in c.m.s. and Lab. systems.

in the same coordinate system since these values are not
boost invariants. In some cases a full set of identified particles
measured by one experiment can be recalculated into ET and
Nch. Each case that involves handling non-PHENIX published
data is separately explained in this Appendix.

1. General

Figure 19 shows simulated rapidity distributions for ET and
Nch in the c.m.s. and Lab. frames. Plots presented here are for
illustrative purposes only. The invariant distributions which do
not change their shape under transition from Lab. to c.m.s. are
dmT /dy and dNch/dy, while all others do.

In the c.m.s. system, the transition from η to y at midrapidity
requires a scaling factor between 1.2 and 1.3. An accurate
determination of this coefficient from the published data of
other experiments is not always possible; therefore for the
SPS and AGS energies a coefficient of 1.25 was used. Because
of the definition of ET used in this paper, dET /dy ≈ dmT /dy,
around midrapidity, where mT is a quadratic sum of the particle
mass and transverse momentum: mT =

√
m2 + p2

T .
In the Lab. system dNch/dy ≈ dNch/dη and dET /dy ≈

dET /dη at maximum rapidity. A 1.04 conversion factor was
assigned to the transition from η to y in the Lab. system.

An error of 5% was assigned to any converted value. This
error also absorbs uncertainties on various assumptions used
in the calculations. For example, the contribution of neutral
particles to the total ET is assumed to be

Eπ0

T = (
Eπ+

T + Eπ−
T

)/
2,

EK0

T = EK+
T + EK−

T ,

En
T + En̄

T = E
p

T + E
p̄

T . (A1)

2. Averaging procedure

Average values were calculated for Np = 25, 50, . . . , 375.
The centrality bin corresponding to a given Np can be
different in different experiments. dNch/dη per participant
and the associated error were deduced by a weighted average
interpolation from the two nearest values of each experiment.
The closest value was required to be within a proximity of 25
participants from the Np value. The error bars are multiplied
by the S factor, where S =

√
χ2/n.d.f. if χ2/n.d.f. > 1 or

S = 1 otherwise. See the Particle Data Group reference [20]
for details.

3. NA49

Table III lists the identified particle yields in the most
central events at midrapidity at

√
sNN = 17.2 GeV, as shown in

Fig. 6 in Ref. [17]. The total yields per participant and number
of participants in Table IV are taken from Fig. 10 in Ref. [17].
Using shapes of the dN/dy distributions shown in Fig. 7 of
Ref. [17] for different centrality bins, the quantities tabulated
in Tables III and IV can be converted into dET /dη and
dNch/dη per participant pair at midrapidity. Systematic errors
on particle yields are given in Table 1 in the same reference.
The systematic errors for this value are not mentioned in the
paper, therefore they were taken from [19]. The results used
in this paper are also given in Table IV.

For the same and lower
√

sNN , the identified particle yields
and 〈mT 〉 were reconstructed using formula (1) and Fig. 1 in
Ref. [18] and Table II and formulas (1) and (2) in Ref. [19].
The data obtained from the tables and the fits are summarized
in Table V. Using dN/dy and 〈mT 〉, the values of dET /dη and
dNch/dη, were recalculated in the c.m.s. frame. The accuracy
of the procedure was verified by the consistency of results
presented in Tables V and VI.

The single ET point in Fig. 13 is taken from [31] as 405 GeV
and scaled up by 10%, then divided by pairs of Np = 390 as
explained in the text. This point does not agree with the value
of ET deduced from [17–19].

4. WA98

The centrality dependencies of ET , Nch, and ET /Nch were
read from the plots in Figs. 7 and 14 in Ref. [25] and converted
to the c.m.s. frame. Results are summarized in Table VII.

TABLE III. Results on identified particle yields in the most central
events published by NA49 at midrapidity at

√
sNN = 17.2 GeV taken

from Fig. 6 in Ref. [17].

Particle π+ π− K+ K− p p̄

dN/dy 167 165 32 15 33 5
Error 10 10 4 5 1.5 0.5
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TABLE IV. Total yields of identified particles per participant and mean momentum at midrapidity in
different centrality bins published by NA49 (P) at

√
sNN = 17.2 GeV, from Figs. 8 and 10 in Ref. [17].

Recalculated values (R) are plotted in Figs. 11 and 12.

P Np 362 305 242 189 130 72 2
P Error 10 15 15 15 10 5
P 〈dNπ/dy/Np〉 1.65 1.64 1.55 1.48 1.40 1.42 1.42
P Error 0.08 0.08 0.08 0.08 0.08 0.08 0.08
P 〈pπ+

T 〉 (GeV/c) 0.29 0.31 0.30 0.30 0.30 0.29 0.28
P 〈pπ−

T 〉 (GeV/c) 0.27 0.31 0.29 0.30 0.30 0.30 0.28
P dNK+

/dy/Np 0.27 0.27 0.22 0.19 0.16 0.14 0.10
P Error 0.02 0.02 0.02 0.02 0.02 0.02 0.02
P 〈pK+

T 〉 (GeV/c) 0.57 0.54 0.50 0.49 0.53 0.55 0.45
P dNK−

/dy/Np 0.15 0.15 0.12 0.10 0.09 0.07 0.06
P Error 0.01 0.01 0.01 0.01 0.01 0.01 0.01
P 〈pK−

T 〉 (GeV/c) 0.57 0.55 0.53 0.51 0.55 0.51 0.42
P 〈pp

T 〉 (GeV/c) 0.77 0.74 0.75 0.73 0.70 0.65 0.54
P dNp̄/dy/Np 0.03 0.03 0.03 0.03 0.03 0.02 0.02
P Error 0.005 0.005 0.005 0.005 0.005 0.005 0.005
P 〈pp̄

T 〉 (GeV/c) 0.87 0.84 0.80 0.75 0.78 0.70 0.48
R dET /dη/(0.5Np) (GeV) 1.47 1.50 1.35 1.29 1.23 1.15 1.00
R Error (GeV) 0.11 0.11 0.10 0.10 0.10 0.11 0.07
R dNch/dη/(0.5Np) 1.75 1.74 1.62 1.54 1.46 1.44 1.38
R Error 0.12 0.12 0.11 0.11 0.11 0.12 0.08

TABLE V. Temperatures of the identified particles published by NA49 at different
√

sNN , as extracted from [18,19].
The yields are results of the fits of the parametrizations given in these publications.

√
sNN = 17.2 GeV

π+ π− K+ K− p p̄  ̄ d

T (GeV) 0.180 0.180 0.232 0.226 0.127 0.122 0.127 0.122 0.127
Error (GeV) 0.01 0.010 0.007 0.011 0.004 0.002 0.004 0.002 0.004
dN/dy 170.0 175.0 29.6 16.8 23.0 1.4 16.0 3.5 0.32
Error 9.0 9.0 1.5 0.8 7.4 0.23 6.1 0.67 0.23

√
sNN = 12.4 GeV

π+ π− K+ K− p p̄  ̄ d

T (GeV) 0.179 0.179 0.230 0.217 0.133 0.120 0.133 0.120 0.133
Error (GeV) 0.01 0.010 0.008 0.007 0.003 0.001 0.003 0.001 0.003
dN/dy 132.0 140.0 24.6 11.7 29.0 0.7 17.5 0.8 0.85
Error 7.0 7.0 1.2 0.6 6.2 0.06 4.4 0.08 0.28

√
sNN = 8.7 GeV

π+ π− K+ K− p p̄  ̄ d

T (GeV) 0.169 0.169 0.232 0.226 0.130 0.137 0.130 0.137 0.130
Error (GeV) 0.01 0.01 0.007 0.007 0.002 0.004 0.002 0.004 0.002
dN/dy 96.6 106.0 20.1 7.6 40.0 0.28 17.2 0.28 1.25
Error 6.0 6.0 1.0 0.4 5.8 0.08 2.9 0.08 0.37

TABLE VI. Recalculated NA49 results, as plotted in Figs. 13 and 14.

√
sNN (GeV) 17.2 12.4 8.7

Np 363 ± 10 352 ± 10 352 ± 10
dET /dη/(0.5Np) (GeV) 1.50 ± 0.11 1.16 ± 0.09 0.94 ± 0.07
dNch/dη/(0.5Np) 1.86 ± 0.08 1.54 ± 0.07 1.24 ± 0.06
ET /Nch (GeV) 0.81 ± 0.06 0.78 ± 0.06 0.76 ± 0.06

034908-19



S. S. ADLER et al. PHYSICAL REVIEW C 71, 034908 (2005)

TABLE VII. Published (P) WA98 results at
√

sNN = 17.2 GeV taken from Figs. 7 and 14 in Ref. [25], and recalculated (R) results plotted
in Figs. 11–14. Additional systematic errors are shown in the plots.

P Np 382 357 311 269 234 201 174 148 128 109 91 75 62 49 39
P Error 11 9 7 7 6 5 5 4 4 4 4 3 3 2 11
P dET /dη/(0.5Np) (GeV) 2.09 2.06 2.06 2.05 2.03 2.00 1.95 1.96 1.93 1.87 1.84 1.78 1.73 1.70 1.59
P Error (GeV) 0.12 0.12 0.12 0.12 0.12 0.12 0.11 0.11 0.11 0.11 0.12 0.14 0.15 0.17 0.18
R dET /dη/(0.5Np) (GeV) 2.00 1.97 1.97 1.97 1.95 1.92 1.88 1.88 1.85 1.80 1.76 1.71 1.67 1.63 1.53
R Error (GeV) 0.12 0.11 0.11 0.11 0.12 0.11 0.11 0.11 0.11 0.11 0.12 0.13 0.15 0.17 0.18

P Np 381 355 310 268 231 199 171 145 124 105 87 72 58 46 36 27 20 13 9
P Error 10 9 8 7 6 6 6 5 5 5 4 5 4 3 3 3 2 2 12
P dNch/dη/(0.5Np) 2.66 2.64 2.62 2.60 2.58 2.54 2.50 2.49 2.43 2.40 2.34 2.32 2.31 2.29 2.20 2.17 2.13 2.17 2.22
P Error 0.09 0.09 0.10 0.10 0.10 0.10 0.11 0.11 0.11 0.12 0.14 0.17 0.19 0.21 0.23 0.25 0.26 0.29 0.31
R dNch/dη/(0.5Np) 2.13 2.11 2.10 2.08 2.07 2.03 2.00 2.00 1.94 1.92 1.88 1.85 1.85 1.83 1.76 1.74 1.71 1.74 1.78
R Error 0.07 0.08 0.08 0.08 0.08 0.08 0.09 0.09 0.09 0.10 0.12 0.14 0.16 0.16 0.18 0.20 0.21 0.23 0.25

P Np 383 359 315 276 242 211 185 160 140 123 106 91 78 66 56 49
P Error 10 9 8 7 6 5 4 4 3 4 6 6 6 5 5 11
P ET /Nch (GeV) 0.78 0.78 0.79 0.80 0.80 0.81 0.79 0.79 0.81 0.81 0.81 0.80 0.79 0.78 0.77 0.77
P Error (GeV) 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06
R ET /Nch (GeV) 0.94 0.94 0.95 0.96 0.96 0.97 0.95 0.95 1.00 0.98 0.97 0.96 0.94 0.94 0.93 0.93
R Error (GeV) 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07

5. NA45

The NA45/CERES collaboration did not publish results
for dNch/dη as a function of centrality at

√
sNN = 17.2 GeV.

The data were taken from Fig. 6.5 in Ref. [58], and a 10%
error was assigned based on the analysis procedure. The
number of participants was taken from the corresponding
cross-section bin reported by the NA50 results [42]. At
the lower energy, the results were originally published in
[59] and then Np was subsequently corrected (see [41], for
example). The results presented in Fig. 4 of Ref. [41] for
charged hadrons h− and (h+ − h−) were added together to get
dh/dη and then converted to dNch/dη in the c.m.s. frame.
The published and recalculated results are summarized in
Table VIII.

6. NA50

Results on Np are taken from Tables 1 and 2 in Ref. [42]
and on multiplicity from Figs. 2 and 4 tabulated in captions
in Ref. [42]. The systematic errors are mentioned in the text.
There is some discrepancy in the results of NA50 and NA45
as shown in Fig. 12. In this respect the comparison made in
Table 3 of Ref. [42] is unclear. The results were converted to
the c.m.s. frame. Recalculated values are given in Table IX.

7. E802/E917

The centrality dependence of π+,K+ yields and 〈mT 〉 were
recalculated from Tables V and VI in Ref. [60]. Number of
participants are taken from Table II in the same publication.
The results are presented in Table X.

TABLE VIII. Published (P) NA45 results at
√

sNN = 17.2 GeV taken from Fig. 6.5 in Ref. [58] and at
√

sNN = 8.7 GeV from Fig.
4 in Ref. [41], and recalculated (R) results plotted in Figs. 11 and 12.

√
sNN = 17.2 GeV

P Bin 0–2.3 2.3–5 5–8 8–12 12–18 18–23 23–35
P dNch/dη 420 350 300 250 210 170 125
R Np 360 331 300 264 220 179 132
R Error 10. 10 9 8 7 7 6
R dNch/dη/(0.5Np) 1.87 1.69 1.60 1.51 1.53 1.52 1.52
R Error 0.19 0.18 0.17 0.16 0.16 0.16 0.17

√
sNN = 8.7 GeV

P Np 368 335 287 238 183 120
P h− 129 113 94 78 58 38
P Error 15 14 12 11 9 9
P h+ − h− 52 46 39 30 22 15
P Error 12 8 8 7 6 6
R dNch/dη/(0.5Np) 1.35 1.30 1.27 1.25 1.21 1.21
R Error 0.08 0.08 0.08 0.09 0.10 0.12
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TABLE IX. Recalculated NA50 results plotted in Figs. 11 and 12.

√
sNN = 17.2 GeV

Np 354 294 246 205 173 129
Error 12 10 8 8 8 11
dNch/dη/(0.5Np) 1.98 1.98 1.94 1.95 1.95 2.10
Error 0.16 0.16 0.16 0.16 0.16 0.17

√
sNN = 8.7 GeV

Np 356 295 245 204 170 127
Error 12 10 8 8 8 11
dNch/dη/(0.5Np) 0.95 0.90 0.90 0.89 0.90 0.92
Error 0.10 0.09 0.09 0.09 0.09 0.09

K−/K+ ratio was assigned a value of 0.17 for all centrali-
ties based on Tables II and III in Ref. [61]. This is consistent
with results reported in Fig. 6 in Ref. [62] and Fig. 11 in [63].
The proton production reported in Table IV in Ref. [60] was
compared to measurements reported in Fig. 2 in [64] and
Fig. 10 in [63] for different centrality bins. The results are
consistent. p̄/p ratio was assigned a value of 0.0003 based
on Fig. 11 in Ref. [63]. A 25% enhancement in π−/π+ ratio
for low mT reported in [65] for the most central bin is not
clearly seen in Fig. 11 in [63] for all centralities. Such an
enhancement would contribute an additional 8–9% to the total
particle and transverse energy production. This is less than the
systematic error on the result and the recalculation error, and

thus this effect is not considered. The resulting values shown in
Table X were recalculated to midrapidity in the c.m.s. frame.

For the lower
√

sNN the information about particle yields
and 〈mT 〉 was extracted for π+ and K+ from Tables II and I in
Ref. [66], respectively; for K− from Table I in [67]; and for p
from Fig. 2 in [64]. The same assumptions as above were made
to recalculate values plotted in Figs. 13 and 14. The numbers
are given in Table XI.

8. Averaging procedure at
√

sNN = 8.7 GeV

The averaging procedure is slightly different for this curve.
First the average results of NA45 and NA50 are produced.

TABLE X. Centrality dependence of the identified particles measured by E802/E866/E917 collaborations. Number of participant pairs is
published (P) in Table II in Ref. [60]. π+ and K+ values are obtained by extrapolation (E) from E802 measurement very close to midrapidity.
Data were taken from Tables V and VI in Ref. [60]. Proton data are a compilation of the results taken from Table IV in [60] and Fig. 2 in [64].
Recalculated values (R) are plotted in Figs. 11 and 12.

P Np pairs 181 168 152 134 113 89.5 62.5 26.9
E dNπ+

/dy 64.5 56.8 47.6 39.6 33.3 25.8 17.8 6.89
E Error 3.13 2.55 2.75 1.75 1.68 1.37 0.89 0.28
E 〈mπ+

T 〉 (GeV) 0.398 0.392 0.387 0.385 0.375 0.365 0.362 0.361
E Error 0.013 0.013 0.014 0.012 0.041 0.011 0.010 0.011
E dNK+

/dy 10.6 9.28 8.12 6.17 4.91 3.73 2.22 0.74
E Error 0.45 0.37 0.32 0.27 0.21 0.16 0.11 0.04
E 〈mK+

T 〉 (GeV) 0.809 0.787 0.774 0.785 0.770 0.740 0.743 0.685
E Error 0.034 0.032 0.028 0.028 0.030 0.027 0.025 0.021
E dNp/dy 62.8 57.0 49.4 43.0 33.7 25.2 16.5 6.2
E Error 1.7 1.5 1.4 1 1 1 1 1
E 〈mp

T 〉 (GeV) 1.25 1.26 1.24 1.23 1.21 1.19 1.17 1.14
R dET /dη/(0.5Np) 0.608 0.580 0.527 0.492 0.460 0.426 0.396 0.335
R Error (GeV) 0.146 0.138 0.125 0.116 0.111 0.103 0.098 0.131
R dNch/dη/(0.5Np) 0.903 0.865 0.812 0.773 0.751 0.725 0.699 0.621
R Error 0.135 0.130 0.122 0.116 0.112 0.108 0.108 0.207
R ET /Nch (GeV) 0.673 0.670 0.649 0.636 0.612 0.588 0.567 0.540
R Error (GeV) 0.127 0.123 0.120 0.117 0.115 0.111 0.111 0.112

TABLE XI. Recalculated values from E802/E917 experiments plotted in Figs. 13 and 14.

√
sNN (GeV) 4.84 4.27 3.81

dET /dη/(0.5Np) (GeV) 0.579 ± 0.087 0.498 ± 0.075 0.405 ± 0.061
dNch/dη/(0.5Np) 0.851 ± 0.128 0.787 ± 0.118 0.678 ± 0.102
ET /Nch (GeV) 0.680 ± 0.068 0.634 ± 0.063 0.598 ± 0.060
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TABLE XII. Particle yields measured by FOPI experiment at
midrapidity extracted from Fig. 21 in Ref. [68].

Z 1 2 3 4 5–6

dM/d(cos θ ) 43 12 2 0.5 0.25
Error 4.3 1.2 0.2 0.05 0.025

Then at Np = 350, this result is combined with the NA49
measurement using the weighted error method. A scaling
coefficient before and after NA49 averaging is calculated. The
NA45/NA50 combined result is scaled by this factor for all
values of Np.

9. FOPI

The FOPI results for Nch were calculated for 400 A MeV
based on the data plotted in Fig. 21 of Ref. [68]. The points
were read at the angle corresponding to the midrapidity angle
(θ = 55◦) and then converted to dNch/dη resulting in 39 ± 4
at

√
sNN = 2.053 GeV.

The corresponding number of participants for a 42-mb event
sample is 359 based on Fig. 8 in Ref. [69]. Data for 150 A MeV
were compiled based on the comparison between Figs. 13 and
14 in [68] and the used definition of rapidity y, resulting in
dNch/dη = 40 ± 5 at

√
sNN = 1.937 GeV.

The estimate of the ET production at 400 A MeV is made
based on a comparison of the total yields of the particles with
Z = 1 in [68] and yields of protons and deuterons published
in [70]. That allowed us to determine the number of all pions
at midrapidity to be 20.6 and the number of all hadrons with
Z = 1 to be 15.2. Assuming that the particle temperatures
are equal to T = 40 MeV (exact numbers are published in
[69,70]), one can estimate that the contribution to ET from
pions is mπ + 3/2T and from baryons is 3/2T , according to
the definition of ET used in this paper. The resulting number
of 5.0 GeV is a lower limit estimate because the contribution
of heavier particles is not considered. A conservative error of
30% is assigned to this number.

10. PHOBOS measurement at
√

sNN = 56 GeV

The PHOBOS experiment published dNch/dη = 408 ±
12(stat) ± 30(syst) at

√
sNN = 56 GeV measured for Np =

330 ± 4(stat)+10
−15(syst) in [35]. In the same paper, dNch/dη

per participant between 130 and 56 GeV was measured to
increase by 1.31 ± 0.04(stat) ± 0.05(syst). That allows the use
of the averaged value at

√
sNN = 130 GeV consistent with the

PHOBOS result published in [36] to recalculate dNch/dη at√
sNN = 56 GeV with smaller systematic error. This value is

plotted in Fig. 13.

APPENDIX B: OUTPUT TABLES

TABLE XIII. Results of the measurements by PHENIX at
√

sNN = 200 GeV. Errors have the same dimension as the preceding value.
Results are plotted in Figs. 5, 7, and 8.

Bin (%) 0–5 5–10 10–15 15–20 20–25 25–30 30–35 35–40 40–45 45–50 50–55 55–60 60–65 65–70

Np 353 300 254 215 181 151 125 103 83.3 66.7 52.5 40.2 30.2 22.0
Syst. error 10.0 9.0 8.1 7.3 6.6 6.0 5.5 5.1 4.7 4.3 4.1 3.8 3.6 3.4

A⊥(fm2) 140 125.0 112 100 90.8 82.2 73.9 66.8 60.0 54.3 49.3 45.1 40.9 37.5
Syst. error 11.0 10.0 9.1 8.2 7.4 6.8 6.2 5.7 5.2 4.8 4.6 4.5 4.5 4.9

dET /dη (GeV) 606 493 402 328 266 216 173 137 107 81.8 60.4 43.9 31.1 21.1
Stat. error 0.6 0.6 0.5 0.5 0.4 0.4 0.3 0.3 0.2 0.2 0.2 0.1 0.1 0.1
Bending syst. error 2.4 5.1 7.0 7.6 8.2 8.5 8.2 8.1 7.6 6.9 6.4 5.5 4.6 3.9
Full syst. error 32.0 27.0 22.0 19.0 16.0 14.0 12.0 11.0 9.5 8.1 7.2 5.9 4.9 4.0

εBj τ (GeV fm−2 c−1) 5.4 4.9 4.5 4.1 3.7 3.3 2.9 2.6 2.2 1.9 1.5 1.2 1.0 0.7
Full syst. error 0.6 0.5 0.5 0.5 0.4 0.4 0.4 0.3 0.3 0.3 0.2 0.2 0.2 0.2

dET /dη/(0.5Np)
(GeV)

3.43 3.28 3.16 3.05 2.94 2.86 2.76 2.66 2.57 2.45 2.30 2.18 2.06 1.92

Bending syst. error 0.01 0.03 0.05 0.07 0.09 0.12 0.14 0.17 0.19 0.22 0.27 0.31 0.36 0.43
Full syst. error 0.21 0.20 0.20 0.20 0.21 0.22 0.23 0.25 0.27 0.29 0.33 0.36 0.41 0.47

dNch/dη 687 560 457 372 302 246 197 156 124 95.3 70.9 52.2 37.5 25.6
Stat. error 0.7 0.6 0.5 0.5 0.4 0.4 0.3 0.3 0.2 0.2 0.2 0.1 0.1 0.1
Bending syst. error 25.0 17.0 14.0 11.0 10.0 9.9 9.4 9.0 8.2 7.8 7.1 6.1 5.2 4.4
Full syst. error 37.0 28.0 22.0 18.0 16.0 14.0 12.0 11.0 9.6 8.6 7.6 6.5 5.4 4.5

dNch/dη/(0.5Np) 3.89 3.73 3.59 3.45 3.34 3.25 3.15 3.05 2.96 2.86 2.70 2.60 2.48 2.33
Bending syst. error 0.14 0.12 0.11 0.10 0.12 0.14 0.16 0.19 0.21 0.25 0.30 0.35 0.41 0.49
Full syst. error 0.23 0.22 0.21 0.21 0.21 0.22 0.24 0.26 0.28 0.32 0.36 0.41 0.46 0.55

ET /Nch (GeV) 0.881 0.879 0.881 0.882 0.881 0.880 0.875 0.874 0.866 0.858 0.851 0.840 0.828 0.823
Bending syst. error 0.032 0.026 0.021 0.017 0.015 0.012 0.011 0.010 0.011 0.013 0.017 0.023 0.032 0.047
Full syst. error 0.071 0.069 0.067 0.066 0.065 0.065 0.064 0.064 0.064 0.064 0.064 0.065 0.068 0.076
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TABLE XIV. Results of the measurements by PHENIX at
√

sNN = 130 GeV. Errors have the same dimension as the preceding value.
Results are plotted in Figs. 5, 7, and 8.

Bin (%) 0–5 5–10 10–15 15–20 20–25 25–30 30–35 35–40 40–45 45–50 50–55 55–60 60–65 65–70

Np 348 294 250 211 179 150 125 103 83.2 66.3 52.1 40.1 30.1 21.9
Syst. error 10.0 8.9 8.0 7.2 6.6 6.0 5.5 5.1 4.7 4.3 4.0 3.8 3.6 3.4

A⊥(fm2) 138 123 110 99.5 89.4 80.6 72.8 65.8 59.5 54.3 49.0 44.8 40.9 37.4
Syst. error 11.0 9.9 8.9 8.1 7.3 6.6 6.1 5.6 5.2 4.8 4.6 4.5 4.6 4.8

dET /dη (GeV) 523 425 349 287 237 191 154 122 96.0 73.3 55.5 41.0 30.2 21.4
Stat. error 0.9 0.9 0.8 0.7 0.6 0.6 0.5 0.4 0.4 0.3 0.3 0.2 0.2 0.2
Bending syst. error 2.6 4.2 5.6 7.0 7.5 7.6 7.5 7.0 7.3 6.2 5.8 5.1 4.4 4.1
Full syst. error 27.0 22.0 19.0 16.0 14.0 12.0 11.0 9.4 8.8 7.3 6.5 5.5 4.7 4.2

εBj τ (GeV fm−2 c−1) 4.7 4.3 3.9 3.6 3.3 3.0 2.6 2.3 2.0 1.7 1.4 1.1 0.9 0.7
Full syst. error 0.5 0.5 0.4 0.4 0.4 0.3 0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2

dET /dη/(0.5Np) (GeV) 3.01 2.89 2.80 2.72 2.65 2.56 2.47 2.37 2.31 2.21 2.13 2.05 2.01 1.95
Bending syst. error 0.01 0.03 0.05 0.07 0.09 0.10 0.12 0.14 0.19 0.20 0.24 0.29 0.34 0.45
Full syst. error 0.18 0.18 0.18 0.18 0.19 0.20 0.21 0.22 0.25 0.26 0.30 0.34 0.39 0.49

dNch/dη 602 488 403 329 270 219 176 139 109 84.1 64.3 48.4 35.2 25.3
Stat. error 1.4 1.2 1.1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.3 0.3 0.2 0.2
Bending syst. error 19.0 13.0 10.0 9.9 8.6 8.4 8.3 7.7 7.5 6.4 5.9 5.2 4.3 4.1
Full syst. error 28.0 22.0 17.0 15.0 13.0 11.0 10.0 9.1 8.4 7.0 6.3 5.4 4.5 4.1

dNch/dη/(0.5Np) 3.46 3.32 3.23 3.12 3.03 2.93 2.82 2.70 2.63 2.54 2.47 2.41 2.34 2.31
Bending syst. error 0.11 0.09 0.08 0.09 0.10 0.12 0.14 0.16 0.19 0.21 0.25 0.30 0.35 0.47
Full syst. error 0.19 0.18 0.17 0.18 0.18 0.19 0.21 0.22 0.25 0.27 0.31 0.35 0.41 0.52

ET /Nch (GeV) 0.869 0.870 0.867 0.874 0.877 0.873 0.875 0.876 0.878 0.871 0.864 0.847 0.857 0.844
Bending syst. error 0.028 0.023 0.019 0.016 0.015 0.014 0.014 0.016 0.020 0.025 0.033 0.043 0.060 0.083
Full syst. error 0.066 0.064 0.063 0.062 0.062 0.062 0.062 0.063 0.064 0.065 0.068 0.073 0.084 0.101

TABLE XV. Results of the measurements by PHENIX at
√

sNN = 19.6 GeV. Errors have the same dimension as the preceding value.
Results are plotted in Figs. 5, 7, and 8.

Bin (%) 0–5 5–10 10–15 15–20 20–25 25–30 30–35 35–40 40–45 45–50

Np 336 288 243 204 172 144 120 98.4 79.8 63.8
Syst. error 9.7 8.8 7.9 7.1 6.4 5.9 5.4 5.0 4.6 4.3

A⊥(fm2) 133.0 119 106 95.6 85.8 77.2 69.7 62.7 56.7 51.3
Syst. error 11.0 9.6 8.6 7.8 7.0 6.4 5.8 5.3 4.9 4.6

dET /dη (GeV) 230 194 164 134 109 88.4 72.0 58.1 45.3 35.2
Stat. error 0.8 0.8 0.8 0.7 0.5 0.5 0.4 0.4 0.3 0.3
Bending syst. error 1.7 2.6 2.9 4.0 3.8 3.8 3.9 3.9 3.9 3.4
Full syst. error 14. 12. 11. 9.3 7.8 6.7 6.0 5.3 4.8 4.0

εBj τ (GeV fm−2 c−1) 2.2 2.0 1.9 1.8 1.6 1.4 1.3 1.2 1.0 0.9
Full syst. error 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1

dET /dη/(0.5Np) (GeV) 1.37 1.35 1.35 1.31 1.27 1.22 1.20 1.18 1.13 1.10
Bending syst. error 0.01 0.02 0.02 0.04 0.05 0.05 0.07 0.08 0.10 0.11
Full syst. error 0.09 0.09 0.10 0.10 0.10 0.10 0.11 0.12 0.14 0.15

dNch/dη 312 265 226 187 154 125 102 82.6 65.0 51.1
Stat. error 0.9 0.9 0.9 0.8 0.7 0.6 0.5 0.4 0.4 0.3
Bending syst. error 5.3 4.5 4.4 5.4 4.9 5.3 5.2 5.1 5.1 4.2
Full syst. error 21.0 18.0 15.0 13.0 11.0 9.7 8.5 7.4 6.6 5.4

dNch/dη/(0.5Np) 1.86 1.84 1.85 1.83 1.78 1.74 1.71 1.68 1.63 1.60
Bending syst. error 0.03 0.03 0.04 0.05 0.06 0.08 0.09 0.11 0.14 0.14
Full syst. error 0.14 0.14 0.14 0.14 0.14 0.15 0.16 0.17 0.19 0.20
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TABLE XV. (Continued.)

Bin (%) 0–5 5–10 10–15 15–20 20–25 25–30 30–35 35–40 40–45 45–50

ET /Nch (GeV) 0.738 0.733 0.728 0.720 0.711 0.705 0.704 0.704 0.697 0.690
Bending syst. error 0.027 0.023 0.020 0.017 0.015 0.014 0.014 0.016 0.019 0.024
Full syst. error 0.078 0.076 0.075 0.073 0.072 0.071 0.071 0.071 0.072 0.072

TABLE XVI. Ratios of measured quantities at 200/130 and 200/19.6 GeV. The number of Np is the average between two energies. The
data are plotted in Fig. 6.

Bin (%) 0–5 5–10 10–15 15–20 20–25 25–30 30–35 35–40 40–45 45–50 50–55 55–60 60–65 65–70

200/130 GeV
Np 350 297 252 213 180 150 125 103 83.2 66.5 52.3 40.2 30.2 22.0

Syst. error 10.0 9.0 8.1 7.3 6.6 6.0 5.5 5.1 4.7 4.3 4.1 3.8 3.6 3.4

dET /dη/(0.5Np) 1.14 1.13 1.13 1.12 1.11 1.12 1.12 1.12 1.11 1.11 1.08 1.07 1.03 0.98
Bending syst.
error

0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.03 0.04 0.05 0.05 0.07 0.09 0.13

Full syst. error 0.04 0.04 0.04 0.04 0.04 0.05 0.05 0.05 0.06 0.06 0.07 0.08 0.10 0.13

dNch/dη/(0.5Np) 1.12 1.12 1.11 1.11 1.10 1.11 1.12 1.13 1.13 1.13 1.10 1.08 1.06 1.01
Bending syst.
error

0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.03 0.03 0.03 0.03 0.04 0.07

Full syst. error 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.05 0.08

200/19.6 GeV
Np 344 294 249 210 177 148 122 101 81.6 65.2

Syst. error 10.0 9.0 8.1 7.3 6.6 6.0 5.5 5.1 4.7 4.3

dET /dη/(0.5Np) 2.50 2.43 2.34 2.32 2.32 2.34 2.29 2.25 2.26 2.22
Bending syst.
error

0.02 0.03 0.04 0.06 0.07 0.09 0.11 0.13 0.17 0.19

Full syst. error 0.09 0.09 0.09 0.10 0.10 0.12 0.13 0.15 0.19 0.20

dNch/dη/(0.5Np) 2.09 2.03 1.94 1.89 1.87 1.87 1.84 1.81 1.82 1.79
Bending syst.
error

0.08 0.06 0.06 0.06 0.06 0.07 0.08 0.10 0.12 0.13

Full syst. error 0.15 0.14 0.13 0.13 0.13 0.14 0.14 0.15 0.17 0.17

TABLE XVII. Average values of dNch/dη /(0.5Np) at different
√

SNN . An additional 5% error should be added to rows 17.2–4.8 GeV for
the uncertainty related to recalculation to the center-of-mass system. The results are presented in Figs. 9 and 12.

Np 375 350 325 300 275 250 225 200 175 150 125 100 75 50 25
√

SNN

200 GeV 3.92 3.81 3.72 3.65 3.56 3.51 3.45 3.38 3.34 3.27 3.20 3.14 3.03 2.73 2.78
Error 0.13 0.13 0.12 0.12 0.12 0.12 0.12 0.11 0.12 0.12 0.12 0.13 0.13 0.13 0.43

130 GeV 3.41 3.31 3.22 3.16 3.11 3.07 3.04 3.00 2.96 2.89 2.83 2.73 2.65 2.53 2.36
Error 0.10 0.10 0.10 0.10 0.09 0.09 0.10 0.09 0.10 0.10 0.10 0.11 0.11 0.12 0.30

19.6 GeV 1.91 1.89 1.88 1.87 1.87 1.85 1.83 1.81 1.76 1.72 1.68 1.62
Error 0.11 0.11 0.11 0.11 0.12 0.12 0.12 0.12 0.13 0.14 0.15 0.19

17.2 GeV 1.97 1.93 1.90 1.88 1.83 1.80 1.78 1.75 1.72 1.69 1.66 1.66 1.61 1.54 1.45
Error 0.12 0.12 0.14 0.15 0.16 0.17 0.17 0.17 0.17 0.17 0.16 0.23 0.21 0.19 0.13

8.7 GeV 1.26 1.22 1.20 1.18 1.17 1.16 1.16 1.14 1.14 1.14 1.14 1.14
Error 0.11 0.11 0.11 0.10 0.10 0.10 0.10 0.10 0.09 0.09 0.09 0.09

4.8 GeV 0.92 0.89 0.85 0.81 0.78 0.76 0.75 0.74 0.72 0.71 0.70 0.67 0.64 0.63
Error 0.14 0.13 0.13 0.12 0.12 0.11 0.11 0.11 0.11 0.11 0.11 0.14 0.18 0.21
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Two particle correlations between identified meson and baryon trigger particles with 2.5 < pT < 4.0 GeV/c
and lower pT charged hadrons have been measured at midrapidity by the PHENIX experiment at RHIC in
p+p, d+Au, and Au+Au collisions at

√
sNN = 200 GeV. In noncentral Au+Au collisions, the probability of

finding a hadron near in azimuthal angle to the trigger particles is almost identical for mesons and baryons and
significantly higher than in p+p collisions. The associated yields for trigger baryons decrease in the most central
collisions, consistent with some baryon production by thermal recombination in addition to hard scattering.
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A remarkable feature of relativistic heavy ion collisions
is greatly enhanced production of baryons and antibaryons
relative to mesons. This enhancement over elementary p+p

collisions occurs at transverse momenta (pT ) of 2–5 GeV/c
[1–3]. In this range, particle production shifts from soft pro-
cesses (nonperturbative, low momentum transfer scattering)
to hard (high momentum transfer parton-parton scattering).
Hard scattering is followed by fragmentation of the scattered
partons to jets of hadrons. Baryon and antibaryon production is
suppressed in fragmentation in vacuum. Phenomenologically,
this can be thought of as a large penalty for creating a
diquark/antidiquark pair for baryons vs. a quark/antiquark pair
for meson formation.

Since there is no sharp separation of scales between hard
and soft processes, it is natural to ask which causes the
baryon excess in Au+Au collisions. Hadron formation by
coalescence of quarks from the expanding thermal fireball
can explain single particle yields [4–7] but causes no jetlike
correlations. The yield of baryons in this momentum range
scales approximately with the number of binary nucleon-
nucleon collisions [2], which is typical of hard processes.
However, if hard scattering is at the root of the baryon excess,
additional mechanisms absent in elementary p+p collisions
are required, such as alteration of the jet fragmentation
function in the dense medium formed in Au+Au collisions,
or recombination of hard scattered quarks with accidental
comoving quarks from the medium. Models include hard
parton fragmentation but recombination of thermal quarks
only [5], thermal quark recombination with jet fragments
[6,8], and recombination of quarks from hard scattering with
a modified fireball distribution [7]. Hadron production via
recombination between jet fragments and thermal quarks [6–8]
could preserve jetlike correlations among the final hadrons,
presuming that each hadron contains at least one quark arising
from a fragmenting hard scattered parton.

To determine the role of jets in production of intermediate
pT protons, the PHENIX experiment at RHIC has measured
energetic hadronic partners near the baryons. These are the
additional fragmentation products from the same jet as the
baryon. We present first results on two particle correlations
where the trigger particle is an identified meson (π,K) or
baryon (p, p̄) at 2.5 < pT < 4.0 GeV/c. Associated particles,
i.e., lower pT charged hadrons near the trigger particle in
azimuthal angle are counted. A Monte Carlo study shows
that for these trigger particle momenta, resonance decays
do not contribute associated particles at pT > 1.2 GeV/c; at
lower pT , there is a small contribution, but it is less than
the statistical uncertainty. The centrality and collision system
dependence of the associated particle yield per trigger is
measured. Trigger particles from recombination of boosted
thermal quarks only should not have correlated partners
beyond effects of elliptic flow, as a thermal source is by
definition uncorrelated. However, trigger particles from hard
scattered partons should have jetlike partners with a probability
depending upon the medium effect on fragmentation. We
use p+p collisions without trigger identification to provide
a comparison baseline.

Collisions at
√

sNN = 200 GeV of Au+Au (24 million
events), d+Au (42 million events), and p+p (23 million

events) are analyzed. Charged particles are reconstructed in
the central arms of PHENIX using drift chambers, each with
azimuthal coverage of π/2, and two layers of multiwire pro-
portional chambers with pad readout (PC1, PC3) [9]. Pattern
recognition is based on a combinatorial Hough transform in
the track bend plane, with the polar angle determined by PC1
and the collision vertex along the beam direction [1]. Particle
momenta are measured with a resolution δp/p = 0.7% ⊕
1.0(1.1)%p(GeV/c) in Au+Au (d+Au, p+p). The portion
of the east arm spectrometer containing the high resolution
time-of-flight (TOF) detector, which covers pseudorapidity
|η| < 0.35 and φ = π/4 in azimuthal angle, is used for trigger
particle identification. Beam counters (BBC) [9] provide the
global start; stop signals are from TOF scintillators at a radial
distance of 5.06 m. The timing resolution is σ = 120 ps, which
allows a 4σ separation of mesons/baryons up to pT ≈ 4 GeV/c.
The Au+Au centrality determination is described in Ref. [10].

Distributions of azimuthal angular difference �φ are
constructed for trigger-partner pairs. The combinatorial back-
ground is determined by constructing mixed events in two
steps: the number of trigger and partner particles per event
is determined by sampling the measured particle multiplicity
distributions in the relevant momentum and centrality ranges.
The measured trigger and partner particle momentum distri-
butions are then sampled to yield three-momenta of particles
in each mixed event. To correct for the limited acceptance
of PHENIX, the real event �φ distributions are divided by
�φ distributions from mixed events, with the integral fixed
to correspond to perfect acceptance as a function of �φ. The
shape of this distribution corrects for the �φ dependence of the
PHENIX azimuthal acceptance, but has no true correlations.
The �φ distributions are shown in Fig. 1; mixed events are
indicated by solid lines. The partner yield is corrected for the
reconstruction efficiency, detector aperture, and (for Au+Au
only) detector occupancy [11]. No extrapolation is made to
|η| > 0.35. No correction for the PHENIX �η acceptance is
needed in Figs. 1 and 2, as the same acceptance is used for both
trigger type and the different collision systems. Since d+Au
and Au+Au collisions contain uncorrelated combinatorial
background from other particles in the underlying event, the
mixed event partner yield per trigger, after the same efficiency
correction, is subtracted. The absolute normalization of the
background is obtained independently by a convolution of the
trigger and partner single particle rates.

In real events, collisions from the more central edge of the
bin contribute more pairs than those from the less central edge.
Mixed events are constructed by randomly sampling single
particle multiplicity distributions within a 5% centrality bin.
As the particle multiplicity is not flat with centrality, mixed
events underweight the upper edge of the bin compared to
real events. The mixed event background is corrected for this
effect. The spread of trigger and partner number within a
bin is determined from the measured centrality dependence
of particle multiplicity in the relevant momentum region
and particle species [10–13]. The correction modifies the
background level by ≈0.2% in the most central and ≈25%
in the most peripheral Au+Au collisions.

Elliptic flow causes an angular correlation in Au+Au
unrelated to jet fragmentation, and is a background to this
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FIG. 1. (Color online) Top panels show �φ distributions for
meson (left) and baryon (right) triggers with 2.5 < pT < 4.0 GeV/c
and associated charged hadrons with 1.7 < pT < 2.5 GeV/c in
Au+Au collisions. Bottom panels show the same quantity for
meson triggers in d+Au collisions (left) and unidentified triggers
in p+p collisions (right). Lines indicate the calculated combinatorial
background in the event modulated by the measured elliptic flow
(Au+Au only).

measurement. The elliptic flow correlation is removed by mod-
ulating the azimuthally uniform combinatorial background
by 1 + 2vassoc

2 v
trig
2 cos(�φ), where vassoc

2 and v
trig
2 are the

v2 values measured for the partner and trigger pT ranges,
respectively [14]. The reaction plane is measured by the BBC
at 3 < |η| < 4 in order to minimize the influence of jets in
the v2 values. Because the centrality binning in this analysis
is finer than in [14], the pT integrated centrality dependence
is used to interpolate v2 for collisions more central than 20%.
The modulation of the mixed event �φ distributions is visible
in Fig. 1.

Systematic uncertainties in Au+Au and d+Au partner
yields arise from uncertainties in the corrections for centrality
bin width, systematic and statistical errors on v2 [14] (Au+Au
only), uncertainty in the background subtraction due to the
event mixing technique, and uncertainty in the detector
occupancy correction. Cross-contamination of mesons and
protons is less than 5%. The error on the occupancy correction
reaches a maximum of 5% in the most central Au+Au
collisions. For most Au+Au bins, the dominant systematic
uncertainty on the partner yields is the uncertainty in v2. This
produces a systematic error of approximately 0.01 partners per
trigger baryon in semicentral and central collisions; for trigger
mesons, the corresponding error is 60% of this. The event
mixing uncertainty is nearly comparable. In peripheral Au+Au
collisions, the dominant systematic error is from uncertainty on
centrality bias corrections and v2. In d+Au collisions, there
is no v2, and the partner yield uncertainty is driven by the
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FIG. 2. (Color online) Yield per trigger for associated charged
hadrons between 1.7 < pT < 2.5 GeV/c for the near- (top) and
away- (bottom) side jets. The error bars are statistical errors, and
the gray boxes are centrality-dependent systematic errors There is an
additional 12% error on the overall normalization, which moves all
points together. The dashed line (top) represents an upper limit of
the centrality dependence of the near-side partner yield from thermal
recombination (see text).

correction for centrality bias. In p+p collisions, the systematic
error is taken to be the same size as the combinatorial
background, which is subtracted. The total systematic errors
are shown in Fig. 2.

The background shown in Fig. 1 is subtracted from the
data points, which in most cases lie systematically above
the line. The number of associated partners per trigger is
integrated to determine the conditional yield of partners.
The near- (far-) side yield is the integral over 0 < �φ <

0.94 radians (2.2 < �φ < π radians). This range maximizes
the partner acceptance while omitting the region around
�φ = π/2, where the TOF coverage creates an acceptance
hole. Nonbackground associated partners are observed in the
angular range characteristic of jet fragmentation in p+p,
which was measured by PHENIX to be ≈0.25 radians in a
similar pT range [15].

Figure 2 shows the conditional yield per trigger of partner
particles in p+p, d+Au, and Au+Au collisions, as a function
of the number of participant nucleons. Small relative angle
yields, from the same jet as the trigger hadron, are in the
top panel. The partners increase for both trigger baryons
and mesons by almost a factor of two from d+Au to
peripheral and midcentral Au+Au. There is an indication that
jetlike correlations for baryons relative to mesons decrease
in the most central collisions, as expected for production
of a fraction of the baryons by recombination of ther-
mal quarks. It is notable, however, that the baryon excess
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FIG. 3. (Color online) pT spectra of the
near-side associated charged hadrons corrected
to the full jet yield for meson (left) and baryon
(right) triggers at 2.5 < pT < 4.0 GeV/c and
|η| < 0.35. Errors are statistical only. The curves
are exponential fits.

observed via p/π ratios [1–3] is already large in midcen-
tral collisions. In d+Au collisions, the near-side yields per
trigger are the same for meson and baryon triggers, and
they agree with results from p+p collisions generated with
PYTHIA [16].

The dashed line in Fig. 2 shows the expected centrality
dependence of partners per baryon if all the “extra” baryons
[10], that increase p/π over that in p+p collisions, were
to arise solely from soft processes; such baryons dilute the
per-trigger conditional yield. Because this simple estimate
omits meson production by recombination, which must also
occur along with baryon production, it represents an upper
limit to the centrality dependence of the jet partner yield
from thermal recombination. The data clearly disagree with
both the centrality dependence and the absolute yields of this
estimate, indicating that hard processes must also contribute
to the baryon excess. The bottom panel of Fig. 2 shows the
conditional yield of partners on the away side. The partner
yield in 2.2 < �φ < π radians drops equally for both trigger

baryons and mesons from p+p and d+Au to central Au+Au,
in agreement with the observed disappearance [17] and/or
broadening [15] of the away-side jet. It further supports the
conclusion that the baryons originate from the same jetlike
mechanism as mesons.

Figure 3 shows the pT spectra of associated particles [18] on
the near side with trigger mesons and baryons. The measured
transverse momentum of jet hadrons with respect to the initial
parton direction 〈jT 〉 is constant as a function of collision
energy and pT [15,19]. Thus, the angular size of jets increases
as the partner pT decreases. We use the PHENIX measurement
of 〈|jTy |〉 = 0.359 ± 0.011 GeV/c [15] to correct the near-side
conditional yield measured in �φ < 0.94 radians, and the
PHENIX η acceptance to the full jet yield, assuming that jets
are symmetric gaussians in both φ and η. The conditional
yields in Fig. 2 do not have this additional correction as
they are measured in a single pT bin. The partner spectra in
Fig. 3 are fitted with exponentials, and the inverse slopes are
given in Fig. 4. The systematic uncertainty on the associated
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FIG. 4. (Color online) Inverse slopes from
the fits in Fig. 3. Solid (open) squares and circles
are Au+Au (d+Au), collisions and the triangle
is p+p collisons. The solid band indicates the
slopes of inclusive particle spectra in Au+Au
collisions [11]. Errors are statistical only.

051902-5



RAPID COMMUNICATIONS

S. S. ADLER et al. PHYSICAL REVIEW C 71, 051902(R) (2005)

particle slope in central collisions is approximately 20%,
based on a conservative estimate of 50% uncertainty on the
correction to the full jet yield. We note that this is comparable
to the statistical error for leading mesons and smaller than
the statistical error for leading baryons. Within the available
statistics, the inverse slopes of the associated particles are
similar for trigger mesons and baryons in p+p, d+Au,
peripheral, and midcentral Au+Au. The spectra are harder than
inclusive hadron spectra, as expected from jet fragmentation.
In the most central Au+Au collisions, the partner and inclusive
hadron spectra are in better agreement.

We have presented the first study of the jet structure
of baryons (p, p) and mesons (π,K) in the momentum
region where baryon production is greatly enhanced in central
Au+Au collisions at RHIC. Three observations indicate
that mesons and baryons arise from hard processes in all
but the most central Au+Au collisions. First, baryons and
mesons both have jetlike partner particles. Second, within
the limited statistics available, the inverse slopes of the
associated particles are similar for both baryons and mesons;
these are larger than for inclusive hadrons. Finally, on the
away side, the jet partner yield into a 0.94 radian open-
ing angle has the same centrality dependence for trigger
baryons and mesons, consistent with attenuation in central
collisions. The increase in jetlike partners between p+p

and Au+Au is strong evidence for medium modification
of the fragmentation process. Recombination of thermal
quarks with jet fragments [6,8] and a “wake effect“ from
comoving radiated gluons [7] are two examples of how
the medium might modify jet fragmentation. The decrease
with centrality of partner yields for trigger baryons sug-
gests a growing contribution of baryons from thermal
recombination.
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Abstract. The azimuthal distributions of photons and charged particles with respect to the event plane are
investigated as a function of centrality in 208Pb + 208Pb collisions at 158 ·A GeV/c in the WA98 experiment
at the CERN SPS. The anisotropy of the azimuthal distributions is characterized using a Fourier analysis.
For both the photon and charged particle distributions the first two Fourier coefficients are observed to
decrease with increasing centrality. The observed anisotropies of the photon distributions compare well
with the expectations from the charged particle measurements for all centralities.

PACS. 25.75.Dw



288 The WA98 Collaboration: Azimuthal anisotropy of photons and charged particles in 208Pb + 208Pb collisions

1 Introduction

Non-isotropic emission of particles with respect to the re-
action plane, as first observed at the Bevalac [1], provides
evidence for collective flow in high energy heavy ion col-
lisions. Flow, or anisotropic particle emission, has been
observed for a large variety of interacting systems from
incident energies of a few A GeV/c at the Bevalac (SIS)
and AGS to much greater energies at the SPS and RHIC
[2–13].

Anisotropic flow manifests itself as asymmetries in the
azimuthal distribution of particles and can be reproduced
in theoretical models with different underlying assump-
tions. One scenario is incorporated in transport models
where the particles have a mean free path comparable to
the system size [14–16]. The models can describe the ob-
served flow up to AGS energies. The other scenario applies
when the mean free path is much smaller than the system
size which allows the description of the equilibrated sys-
tem in terms of macroscopic quantities [17,18]. Hydrody-
namic models are able to describe the qualitative features
of the observed flow [19] for pT below about 3 GeV/c.

The initial asymmetry in the overlap zone of the col-
liding nuclei translates into unequal pressure gradients in
different directions that leads to an elliptic final state mo-
mentum distribution of the particles [17], causing an ellip-
tic pattern of flow. The elliptic flow is therefore expected
to be sensitive to the system evolution at the time of max-
imum compression [20] and is shown to be sensitive to the
equation of state of the compressed nuclear matter. The
variation of asymmetry with centrality enables to relate
the observed flow to the geometry of the overlap region
[21,16]. One would then expect a scaling of the data from
AGS to SPS and RHIC provided the physics of elliptic flow
remains the same [22]. In the case that there is a phase
transition from hadronic matter to a quark gluon plasma,
it is expected that the reflection of this transition in the
equation of state of the dense nuclear matter would result
in changes in the pressure gradients which would then be
reflected in changes in the particle flow pattern.

The first evidence of azimuthal anisotropy at SPS en-
ergies was observed in the distribution of photons from
S+Au collisions at 200 ·A GeV measured in the preshower
photon multiplicity detector of the WA93 experiment at
CERN [8]. Since almost 90% of photons produced in ultra-
relativistic nuclear collisions originate from the decay of
π0’s, the anisotropy of the observed photon distributions
should reflect the anisotropy of the π0 production followed
by the effects of decay of the π0’s. Methods have been pro-
posed to estimate the anisotropy of the neutral pion emis-
sion by measuring the anisotropy of photons [23]. The de-
cay introduces non-flow correlations between the photon
pairs due to four-momentum conservation and may dilute
the correlations between the π0’s and the event plane. De-
termination of the effect of decay enables the deduction
of the anisotropy of the neutral pions. The photon aniso-
tropy measurement thus complements the study of the
anisotropy of charged particle distributions.

a e-mail: rashmi@mail.cern.ch

In the present work we report results from the WA98
experiment on the centrality dependence of the anisotropy
coefficients extracted from measurement of the azimuthal
distributions with respect to the event plane of photons
and charged particles in the same pseudorapidity interval.
Preliminary results on the anisotropy of photon emission
in Pb+Pb collisions have been reported earlier [24,25].
The paper is organized in the following manner: Sect. 2
describes the experimental setup and data selection. The
analysis technique is discussed in Sect. 3. The results on
the centrality dependence of the azimuthal anisotropy of
charged particles and photons are discussed in Sect. 4 and
Sect. 5 summarises our investigations.

2 WA98 experiment and data selection

The WA98 experiment at CERN [26] placed emphasis on
simultaneous detection of hadrons and photons. The ex-
perimental setup consisted of large acceptance hadron and
photon spectrometers, detectors for photon and charged
particle multiplicity measurements, and calorimeters for
transverse and forward energy measurements. The exper-
iment recorded data with 158·A GeV Pb beams from the
CERN SPS in 1994, 1995, and 1996. The results presented
here are from a portion of the Pb run in 1996 during which
the magnet (GOLIATH) was turned off. The analysis pre-
sented here used data recorded with the photon multiplic-
ity detector (PMD) and the silicon pad multiplicity detec-
tor (SPMD). The data from the mid-rapidity calorimeter
(MIRAC) was used to characterize events on the basis of
centrality of the collision.

The circular Silicon Pad Multiplicity Detector
(SPMD), used for measurement of the charged particle
multiplicity, was located 32.8 cm from the target. It had
full azimuthal coverage in the region 2.35 ≤ η ≤ 3.75
(beam rapidity ybeam = 5.81). The detector had four over-
lapping quadrants, each fabricated from a single 300 µm
thick silicon wafer. The active area of each quadrant was
divided into 1012 pads forming 46 azimuthal wedges and
22 radial bins with pad size increasing with radius to pro-
vide a uniform pseudo-rapidity coverage. The intrinsic ef-
ficiency of the detector was better than 99%. During the
datataking, 95% of the pads worked properly. The SPMD
was nearly transparent to high energy photons since only
about 0.2% are expected to interact in the silicon. Multi-
ple hits of charged particles on a single pad were treated
as a single hit for the present analysis, and are counted
as Nhits. The detector is sensitive to all charged particles.
The energy cutoff appears as a low noise threshold. De-
tails of the characteristics of the SPMD can be found in
[27,28].

The photon multiplicity was measured using the
preshower photon multiplicity detector (PMD) located at
a distance of 21.5 meters from the target. The detector
consisted of 3 radiation length (X0) thick lead converter
plates placed in front of an array of square scintillator
pads of four different sizes that varied from 15 mm×15
mm to 25 mm×25 mm, placed in 28 box modules. Each
box module had a matrix of 38×50 pads which were read
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Table 1. Centrality selections used in the present analysis
based on the measured total transverse energy. The corre-
sponding fraction of the minimum bias cross section, num-
ber of participants, and the average photon and charged par-
ticle multiplicities measured in the pseudo-rapidity interval
3.25 ≤ η ≤ 3.75 are given for each centrality selection

ET (GeV) % σMB Npart 〈Nphoton〉 〈Nhits〉
40.0–89.9 50–80 43.7 41.1 34.3
89.9–124.3 40–50 87.5 65.6 56.9
124.3–170.2 30–40 123.0 88.0 78.1
170.2–225.5 20–30 172.2 116.9 105.5
225.5–298.6 10–20 237.7 163.1 150.5
298.6–347.6 5–10 300.4 190.1 177.1
>347.6 0–5 353.4 222.9 210.3

out using one image intensifier + CCD camera. Details of
the design and characteristics of the PMD may be found
in [29,30].

The clusters of hit pads with a signal above a hadron
rejection threshold were identified as photon-like. The
present analysis has been performed with the photon-like
clusters, which are referred to as photons for brevity. De-
tailed simulations showed that the photon counting ef-
ficiencies for the central to peripheral cases varied from
68% to 73%. The purity of the photon sample in the two
cases varied from 65% to 54%. Most of the contaminants
of the photon sample are charged particles which deposit
enough energy to fall above the hadron rejection thresh-
old. The hadron rejection threshold is taken as three times
the energy deposited by a minimum ionizing particle. For
photons this leads to a low pT threshold of 30 MeV/c.

The transverse energy was measured with the MIRAC
calorimeter [31] located at 24.7 meters downstream from
the target. The MIRAC was used to measure the total
transverse energy by measurement of both the transverse
electromagnetic (Eem

T ) and hadronic (Ehad
T ) energies in the

pseudorapidity interval 3.5 ≤ η ≤ 5.5. The measured total
transverse energy, ET, provides a measure of the centrality
of the reaction. Events with large ET correspond to very
central reactions with small impact parameter, and vice
versa.

The minimum bias ET distribution has been divided
into different fractions of the minimum bias cross section
corresponding to different centrality bins [30]. The most
central selection corresponds to that 5% of the minimum
bias cross section σMB with largest measured ET. A to-
tal of about 0.25 Million events have been analysed. The
minimum number of events in any centrality selection is
15K and the maximum is 70K. Table 1 shows the percent-
age cross section and the corresponding number of partic-
ipants for each centrality bin. The results presented here
use only the data for the pseudorapidity region of com-
mon coverage of the PMD and SPMD (3.25 ≤ η ≤ 3.75)
where both detectors have full azimuthal coverage. The
average measured photon and charged particle multiplici-

ties for this region of acceptance are also quoted for each
centrality in Table 1.

3 Analysis

The anisotropy of the azimuthal distribution of parti-
cle emission with respect to the reaction plane (or event
plane) is characterized by the coefficients of the Fourier ex-
pansion of the azimuthal distribution [32]. The first and
the second coefficients are measures of the directed and
elliptic flow when the expansion is made about the reac-
tion plane, the plane defined by the beam direction and
the impact parameter. This may be written as

2πdN
d(φ− ψR)

= 1 + 2v1 cos(φ− ψR)

+2v2 cos 2(φ− ψR) (1)

where φ is the azimuthal angle of the measured particle
and ψR denotes the azimuthal orientation of the reaction
plane. The reaction plane can be most accurately deter-
mined in an experiment that measures the (transverse)
momenta of the target or projectile fragments. Both v1
and v2 can take positive or negative values. By conven-
tion, positive (negative) values of v1 in (1) denote flow
(anti-flow) in the direction of the deflected projectile frag-
ment, and positive (negative) values of v2 indicate in-plane
(out-of-plane) flow.

Though the most accurate determination of the reac-
tion plane requires the measurement of target (or projec-
tile) fragments, most experiments assume that the mea-
surement of any particle type, in any kinematic window
enables a determination of the reaction plane. We wish to
distinguish between the plane determined by projectile or
target fragments and the plane determined by any other
particle type, and throughout this article refer to the lat-
ter as the event plane. Obtaining the values of coefficients
after projecting azimuthal angles on the event plane de-
termined from the same set (after removing auto correla-
tions) maximises the values of anisotropy coefficients, and
may include non-flow correlations. The values obtained
are necessarily positive, and have been shown as such in
the present work. The coefficients determined by project-
ing on an event plane from any other set of particles are
expected to be smaller, and can also have negative values.
The difference in the values determined using different sets
of event planes have been included in systematic error by
various experiments [10,11,13].

3.1 Method

In the present analysis, the azimuthal distributions of par-
ticles for any particle species in any pseudorapidity win-
dow is expanded as a Fourier series where the coefficients
of expansion determine the shape of the event. Retaining
terms up to second order coefficient in the expansion, the
shape can be characterized by an ellipse for small values of
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the coefficients. The direction of the centroid and the ma-
jor axis of the ellipse are determined from the azimuthal
distributions of the particles. These directions, along with
the beam direction, define the first order and the second
order event plane respectively, and are obtained as [32]

ψ′
m =

1
m

(
tan−1 Σwi sinmφi

Σwi cosmφi

)
(2)

where m = 1 or 2 for the first and the second order, re-
spectively. The φi are the azimuthal angles of the emitted
particles with respect to a fixed laboratory direction and
the wi are the weight factors. For the azimuthal distribu-
tion of the particle yield, as in (1), the weight factors are
set equal to one. In reality, due to finite particle multiplici-
ties ψ′

1 and ψ′
2 fluctuate about the actual event planes that

represent the direction of the centroid and the direction of
the major axis of the elliptic shape. To the extent that ini-
tial state nuclear densities are spherically symmetric and
the density fluctuations are negligible, the initial nucleon
density in the overlap region is symmetric about the im-
pact parameter or reaction plane and so it is expected
that the two event plane angles are either the same or
perpendicular to the reaction plane.

The anisotropy, or Fourier coefficients of order n, can
be determined from the azimuthal distribution of the par-
ticles with respect to the event plane angle of order m,
provided n is an integral multiple of m, by fitting to the
following equation [32]

dN

d(φ− ψ′
m)

∝ 1 +
∑∞

n=1 2v′
nm cosnm(φ− ψ′

m) (3)

v′
nm is a measure of the offset of the centroid of the distri-

bution when n ·m = 1 and is a measure of the difference
between the major and the minor axes of the ellipse when
n · m = 2. The actual coefficients are obtained from the
observed coefficients v′

nm as described later.
Since the event planes do not depend on the geometri-

cal setup of the experiment, the distribution of the event
plane angles determined for a large number of events is
expected to be uniformly distributed in laboratory angle.
Any non-uniformity in the acceptance of the detectors over
the full azimuth will be reflected in a non-uniform distri-
bution of event plane angles. Any non-uniformity that is
identifiable within a large subset of events can be corrected
for by appropriate correction methods. The method em-
ployed in the present work is summarized in the following.

3.2 Detector acceptance correction

The corrected event plane angle is obtained by shifting
the observed event plane angles ψ′

m by ∆ψ′
m [32] where

the latter is written as

∆ψ′
m =

N∑
n=1

2
nm

(− 〈sin(nm ψ′
m)〉 cos(nm ψ′

m) +

〈cos(nm ψ′
m)〉 sin(nm ψ′

m)) (4)
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Fig. 1. Acceptance corrected distributions of a the first order
event plane angle, ψ′

1, of the two subevents for the charged
particles hits in the SPMD and the photons in the PMD in the
region 3.25 ≤ η ≤ 3.75 for the centrality class defined by 225.5
≤ ET ≤ 298.6. b The same for second order event plane angle,
ψ′

2

where N = 4/m is sufficient to flatten the raw ψ distri-
bution. The angular brackets denote an average over all
events and are obtained from the raw distribution of the
mth order event plane distribution.

The distribution of the first and the second order event
plane angles, corrected for acceptance, is shown in Fig. 1
for the charged particle hits in the SPMD and the photon
hits in the PMD.

3.3 Event plane resolution correction

The average deviation of the estimated event plane from
the true event plane due to multiplicity fluctuations can be
determined experimentally and is termed as the resolution
correction factor (RCF). Experimentally, RCF is obtained
using the subevent method described in [32]. The particles
in each event are sorted in ascending order of pseudora-
pidity. Each event is divided into two equal multiplicity
subevents separated by a pseudorapidity interval. The two
subevents are separated by one pad for the SPMD and by
∆η = 0.05 for the PMD. The actual location of the pad in
SPMD and the ∆η interval in PMD is allowed to vary in
the region 3.25 to 3.75 to ensure equal multiplicity for the
two subevents. The event plane angle ψ′

m is determined
for each subevent.1

1 The distribution of the corrected event plane angles for
these subevents is observed to be flat, for both orders, for pho-
tons and for charged particles.
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This enables determination of a parameter χm directly
from the experimental data using the fraction of events
where the correlation of the planes of the subevents is
greater than π/2 [32,33]:

Nevents(m|ψ′a
m − ψ′b

m| > π/2)
Ntotal

=
e− χ2

m
4

2
(5)

where Ntotal denotes the total number of events, ψ′a
m, ψ′b

m

are the observed event plane angles of the two subevents
(labeled a and b) and the numerator on the left denotes
the number of events having the angle between subevents
greater than π/2m. The parameter χm so obtained is
then used to determine RCFnm = 〈cos(nm(ψ′

m −ψtrue
m ))〉,

where ψtrue
m is the true direction of the event plane, and

the average is over all events. The RCF can be determined
from χm by the following relation from reference [32].

〈cos(nm(ψ′
m − ψtrue

m ))〉 =
√
π

2
√

2
χm exp(−χ2

m/4) ·[
In−1

2

(χ2
m/4) + In+1

2

(χ2
m/4)

]
(6)

where Iν are the modified Bessel functions of order ν.
The errors on the RCF values have been obtained by

considering that the error onNevents is statistical. The new
values of χm are then calculated for values of Nevents ±√
Nevents and used in (6) to calculate new values of RCF.

The change in the RCF values gives the statistical error on
the RCF determination. In general, the errors determined
in this way are asymmetric. Symmetric errors have been
quoted using the larger of the two asymmetric errors.

3.4 Anisotropy coefficients

The anisotropy coefficients are obtained by filling up parti-
cle azimuthal distributions of one subevent with respect to
the event plane of the other subevent where the subevent
division is described in the previous section. The aniso-
tropy coefficients have been determined by three methods
which differ in detail and provide a consistency check. In
this analysis the Fourier coefficients prior to event plane
resolution correction v′

nm are extracted for the case with
event plane order equal to the order of the extracted
Fourier coefficient, i.e. v′

nm = v′
nn which we will denote

by v′
n.

In the first method we determine v′a
n = 〈cosn(φa −

ψ′b
n )〉 and v′b

n = 〈cosn(φb − ψ′a
n )〉 where φa represent the

azimuthal angles of particles in subevent a and ψ′b
n is the

event plane angle determined using particles in subevent
b. The averages are computed over all particles over all
events. In the absence of non-flow correlations, vn can be
determined using

vn =

√
v′a

n · v′b
n

〈cosn(ψ′a
n − ψ′b

n )〉 (7)

This determines the magnitude of the coefficients and is
necessarily positive.
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Fig. 2. Distributions of azimuthal angles with respect to the
first and second order event plane for the centrality class de-
fined by 225.5 ≤ ET ≤ 298.6. a for charged particle hits in the
SPMD and b for photons in the PMD, both in the pseudora-
pidity region 3.25 ≤ η ≤ 3.75

The distributions with respect to the event plane are
shown in Fig. 2 for both photon and charged particles,
for both orders for the centrality selection corresponding
to 10–20% of the cross section. In the second method the
distributions have been fitted to (3) to determine v′

11. The
corresponding distributions with respect to the second or-
der event plane are shown in Fig. 2 and have been fitted
to (3) to determine v′

22. For both orders, the fits have
been made keeping terms up to values of n ·m = 2 in the
summation in (3).

The v′
nm are the values determined with respect to the

estimated event plane and must be corrected for the event
plane resolution [32] to obtain the actual anisotropy values

vnm =
√

2 · v′
nm

RCFnm
(8)

The factor
√

2 arises because the particle distributions
have been obtained with respect to the event plane of a
subevent with half of the total event multiplicity. The sub-
event resolution,

√
〈cos(nm(ψa

n − ψb
n))〉, is averaged over

all events and is in good agreement with RCFnm/
√

2.
In the third method, the values vnn have been obtained

directly by the subevent method from χm of (5) and the
fluctuation in the average multiplicity M of the full events
in that centrality bin.

vnn =
χn√
2M

(9)

The different methods yield consistent results for both
the first order and the second order anisotropy coefficients
and the difference in the values is included in the system-
atic error. The equivalence of the first two methods arises
due to the equivalence of the geometric mean (method
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1) and the arithmetic mean (method 2) of the resolution
uncorrected values v′

n of the two subevents and due to
the 1/

√
M dependence of the fluctuation in event plane

determination. The latter contributes to the equivalence
of the third method with the first two. The three meth-
ods may yield different values in the presence of non-flow
correlations where the differences will be governed by the
nature and strength of these correlations. The most prob-
able values are determined using method 1 above. The fol-
lowing sections discuss the systematic effects that distort
the measured anisotropies and the centrality dependence
of the anisotropies for charged particles and for photons.

4 Anisotropy in charged particles

The measured anisotropy is expected to be less than the
actual anisotropy due to the finite granularity of the de-
tector. The measured values of anisotropy may also be
affected by the imprecision in the vertex position due to
the finite spread of the beam. These effects are particularly
relevant for the charged particle distribution measurement
due to the relatively coarse segmentation and close prox-
imity to the target of the SPMD detector. The effects are
estimated using simulations.

4.1 Granularity

The finite granularity of the SPMD detector causes a di-
lution of the anisotropy of the azimuthal distribution pri-
marily due to efficiency losses from multiple hits. The
quantitative effect of the finite granularity on the mea-
sured anisotropy has been estimated and is briefly dis-
cussed in the following. This has been corroborated by
simulations and is described in greater detail in [34].

Defining the mean occupancy as the ratio of the num-
ber of particles incident on the detector to the number of
active cells

µ =
Npart

Ncell
(10)

one can show that

µ = ln
(

1 +
Nocc

Nunocc

)
(11)

where Nocc and Nunocc are the number of occupied and
unoccupied cells [35]. One can further show that

Nhit

Npart
=

1 − e−µ

µ
(12)

where Nhit is the number of ocupied cells.
Since the intrinsic occupancy of cells increases with the

increase in the number of incident particles, the occupancy
will have the same azimuthal dependence as the incident
particles. Substituting this for the occupancy in (12) gives
us the azimuthal dependence of the hits. Expressing the
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Fig. 3. The ratio vhits

n /vn for different number of occupied
cells. x is the number of occupied cells scaled with the total
number of cells. Different symbols correspond to different ini-
tial values of vn. The solid line represents (13)

resulting equation as a Fourier series and collecting co-
efficients of cosnφ enables a determination of the ratio
vhits

n /vn, which to first order can be approximated by

vhits
n

vn
= −1 − x

x
· ln(1 − x) (13)

where x = Nhit

Ncell

(= Nocc

Ncell

).
The anisotropy in the distribution of charged particles

can be obtained using the measured value of anisotropy
in the distribution of hits.

The azimuthal distributions of the charged particles
were generated with different initial anisotropies with
multiplicities corresponding to the measured results. The
charged particle hits were sorted into the SPMD bins (2◦
φ-bin) assuming a 94% detection efficiency but taking into
account hit losses due to multiple hits in a single SPMD
pad. The resulting azimuthal distributions were then an-
alyzed to determine the anisotropy coefficients using the
method detailed in Sec 3.4 above. Figure 3 shows the re-
sults of the simulation for both orders, where the ratio of
the estimated anisotropy from the hit distribution to the
initial anisotropy is shown for varying hit multiplicities,
far beyond the range of measured values in the SPMD.
This is done for different values of initial anisotropy. The
correction factor as given by (13) is shown as a solid line in
the figure. One observes that the simulation results corrob-
orate the results obtained above. The simulation results
show that the extracted anisotropy is systematically lower
than the initial anisotropy. Part of this loss occurs directly
due to efficiency losses from multiple hits, and contributes
both to the anisotropy and the event plane resolution.
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Fig. 4. Anisotropy coefficients of the azimuthal distributions
of charged particles in the pseudorapidity region 3.25 ≤ η ≤
3.75 for different centralities characterised by the measured
transverse energy. a First order, v1, where the shaded region
indicates the extent of the total systematic error due to uncer-
tainty in the vertex position. b Second order, v2

4.2 Shift in vertex and beam spread

The finite beam size caused an imprecision in the assumed
vertex by up to one mm in the WA98 experiment. A small
shift in the vertex position does not affect the azimuthal
distribution in the fine granularity PMD, situated at 21.5
meters from the vertex. However, it can produce an ap-
parent anisotropy in the hit distribution in the SPMD
situated at 0.328 meters from the target.

The effect of vertex shifts due to the beam spread was
also investigated by simulation. The vertex position was
generated according to a two dimensional Gaussian with
width σ. Particles were simulated to originate from this
vertex position with a realistic η and pT distribution and
an azimuthally symmetric φ distribution. The particles
were projected onto the SPMD plane, and their hit posi-
tions recorded according to the granularity and nominal
location of the SPMD detector. The recorded positions
corresponded to values of η and φ which differed from the
generated values due to the shifted position of the ver-
tex. The simulated distributions were then analyzed in
the same manner as the experimental data. This was re-
peated for different values of σ and the values of vn were
obtained for each sample generated. The maximum pos-
sible shift has been deduced by assuming an azimuthally
symmetric distribution for the most central class, and as-
signing the granularity corrected observed value for first
order anisotropy to the shift in vertex. This corresponded
to a maximum width of the Gaussian distribution due to
beam spread of 0.3 mm.
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Fig. 5. Second order coefficient for different centre of mass
energies. The results of the present work are for charged parti-
cles and are shown for two different centrality classes. The ordi-
nates of CERES, NA49, STAR and PHENIX results have been
shifted slightly for clarity. The error bars on WA98 points in-
dicate the statistical and systematical errors added in quadra-
ture. E877, STAR, PHENIX and PHOBOS v2 values are for
charged particles. The centrality cuts for all experiments are
comparable

A shift in the vertex position due to beam spread, or
time variation during the 2.5 s SPS spill, produces an az-
imuthal distribution which has a shifted centroid. If the
shift occurs on an event-by-event basis it cannot be cor-
rected for by the acceptance correction methods discussed
above, since they can only correct for average effects. To
investigate the possibility of systematic shifts correlated
with time during the SPS spill, the SPMD charged par-
ticle azimuthal distributions were analyzed for different
times during the spill. No significant variations with time
during the spill were observed.

The second order anisotropy is obtained from the fit
to the elliptical shape of the measured hit distribution. A
vertex shift does not affect the elliptical shape, as verified
by simulations.

4.3 Results

The finite granularity requires a correction which is ob-
tained using the measured values of vn from the hit distri-
butions and using (13). The corrected results are shown
for both orders of anisotropy in Fig. 4. The error bars
shown are statistical. The results for the first order aniso-
tropy include contributions from a possible vertex shift.
The upper and the lower limit of the boxes shown in Fig
4a show the asymmetric systematic error and correspond
to no uncertainty and a maximum uncertainty in the po-
sition of the vertex, as discussed above.

Figure 5 shows v2 as a function of centre of mass energy
from various experiments (results mostly taken from com-
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pilation of [36]). These have been measured in different
experiments in different kinematic ranges using methods
that vary in detail. The general behaviour shows a contin-
uous increase in v2 as a function of centre of mass energy.
The results of the present work are shown for two different
centrality ranges corresponding to 10–20% of cross section
and 10-30% of cross section. For comparison to the present
results, values of v2 from PHOBOS, NA49 and CERES
experiments [35–37] at nearly the same centre of mass
energy are included. The various measurements are seen
to agree well within errors.

5 Anisotropy in photons

The photons incident on the PMD predominantly result
from the two photon decay of the neutral pion, and if both
photons are detected in the PMD an additional apparent
anisotropy will result from the kinematic correlation be-
tween the photons. The limited efficiency and purity of the
detected photon sample in the PMD affect the measured
photon anisotropy values. The quantitative effect is esti-
mated using simulations and is described in the following.

5.1 Decay effect

The decay of neutral pions into two photons introduces
correlations that can cause apparent anisotropies in the
photon distributions which are greater than the actual
anisotropy of the pions. On the other hand, the process of
decay smears the photon momenta relative to the initial
pion momenta and can thereby dilute the initial correla-
tion present in the neutral pions. The relative importance
of these two competing effects has been shown to scale
with the experimentally measured quantity χm and en-
ables a determination of the neutral pion anisotropy from
the measured photon anisotropy [23]. However, the lim-
ited efficiency and the contamination of charged particles
in the sample preclude a determination of the π0 aniso-
tropy from the measured γ anisotropy in the present work.
Using the anisotropy values of the charged particles folded
with the π0 decay and experimental response allows one
to determine the expected values of anisotropy of the pho-
tons in the PMD, as discussed below.

5.2 Efficiency and contamination

The PMD records particle hits which include incident pho-
tons and a contamination of charged particle hits. These
charged particles could be primary, or secondary rescat-
tered particles. As noted above, the photon counting effi-
ciency (e) of the sample varies from 68% to 73% for central
and peripheral events and the corresponding purity (p) of
the sample varies from 65% to 54%.

The effect of decay, identification efficiency, and con-
tamination on the observed photon anisotropy has been
estimated using simulations. The simulations assume that
the photon sample contains a contribution from charged

Table 2. Contribution to systematic error from various sources
for the simulated values of both orders of anisotropy of the
Nphotons distributions for the centrality selection corresponding
to 20–30% of minimum bias cross section

Source First order Second order

+0.005 +0.002
Charged particle anisotropy

−0.004 −0.003
Purity of photon sample ±0.002 ±0.001
Anisotropy of contaminants −0.004 −0.007
η and pT distribution of π0 ± 0.001 ± 0.001
Neutral pion multiplicity ± 0.002 ± 0.001

particle contamination which directly reflects the mea-
sured charged particle anisotropy in addition to a contri-
bution from photons from π0 decays with a π0 anisotropy
which is also equal to the measured charged particle aniso-
tropy. These simulations use the anisotropy values of the
charged particles, π0 decay kinematics, the PMD accep-
tance, and the purity of the PMD photon sample to gen-
erate simulated data. The simulated sample is analyzed
to obtain an estimate of the expected photon anisotropy
corresponding to the observed charged particle anisotropy.

The neutral pions were generated using the experi-
mental pseudorapidity distribution of the charged pions
[38] with an exponential pT distribution (dN/dpT = pT

· exp(−6pT )). The π0 multiplicity values were chosen as
half of those measured for charged particles with the
SPMD for the same centrality selection. The second or-
der anisotropy values of π0 were chosen to be linearly in-
creasing with pT before saturating at pT ∼ 1.5 GeV/c.
For each centrality, the pT dependence was chosen to re-
produce the pT integrated mean values of vn of charged
particles shown in Fig. 4. The linear dependence and the
value of pT at saturation were both varied to estimate the
systematic errors. Neutral pions were generated and de-
cayed and the decay photons were accepted if within the
PMD acceptance. Using the measured photon multiplicity
for a given centrality class, p · Nphotons photons were ran-
domly selected from those falling onto the PMD, where p
was assigned a value of 0.65 to 0.54 corresponding to the
centrality selection being simulated. A background contri-
bution of (1 − p) · Nphotons charged particles was added
to the simulated event. This simulated data was then an-
alyzed using the methods detailed in Sect. 3.4.

The systematic errors in the simulated results have
been estimated for both orders of anisotropy for each cen-
trality. The contribution to the systematic error on the
simulated results are shown for one particular centrality
selection (20%–30% of minimum bias cross section) in Ta-
ble 2.

The relation between the neutral pion anisotropy and
photon anisotropy is not linear [23]. vPMD

n has been esti-
mated for a range of pion anisotropy values correspond-
ing to the error measured in this experiment. An increase
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(decrease) in the charged particle anisotropy increases (de-
creases) the anisotropy in the simulated results of vPMD

n

for all centralities. The percentage change in vPMD
n corre-

sponding to a 10% change in the purity of photon sam-
ple is small and is about the same for all centralities. If
50% of the contaminants are assumed to be isotropic, then
the resulting anisotropy decreases for all centralities, and
contributes maximumally to the total systematic error.
The uncertainty in the neutral pion multiplicity also has
a small effect, which is almost independent of centrality.

The systematic error on the measured values of vPMD
n

have been obtained by
– increasing and decreasing the region of acceptance for

the analysis
– varying the size of the interval ∆η between the two

subevents in the range 0.03 to 0.07.
– randomly removing up to 20% of the photons in the

PMD.
– obtaining the vPMD

n values by the correlation between
the subevents as described in Sect. 3.4 above.

Repeating the analysis by rejecting clusters closer than
twice the size of the scintillator pads did not change the
vPMD

n values.

5.3 Results

The measured values of vPMD
n are shown in Fig. 6. The er-

rors on vPMD
n are obtained by adding the systematic and

the statistical error in quadrature and are also shown. The
open triangles show the expected values of vPMD

n from
the simulations described above. The statistical and sys-
tematic errors are added in quadrature and are shown
by the shaded regions. The photon anisotropy coefficients
extracted from the simulated PMD data are consistent
within errors with the measured PMD result. This demon-
strates that the photon anisotropy results measured with
the PMD are consistent with the charged particle results
presented in Sect. 4. Note, however, that the results shown
in Fig. 6 include π0 decay and charged particle contami-
nation effects, and should not be compared directly with
other results. In particular, the use of the PMD photons
themselves to determine the event plane gives a strong π0

decay effect. This is shown by the open circles in Fig. 6
which show the simulation values of vPMD

n for the assump-
tion of isotropic π0 emission, vn(π) = 0. It is seen that the
first order photon anisotropy results are dominated by the
π0 decay effect while the second order photon anisotropy
results also have a significant decay contribution, which
cannot simply be subtracted from the measured vPMD

2 .
Since the relationship between vγ and vπ0 depends in a
non-trivial way on the π0 (pT dependent) multiplicity and
anisotropy [23,39] it is non-trivial to extract the π0 aniso-
tropy from the photon anisotropy measured with respect
to the event plane determined using photons. It should
be noted that the WA98 photon vn results measured with
the LEDA photon detector covering the photon rapidity
region 2.3 ≤ y ≤ 2.9 [39] were obtained with respect to
an event plane determined in the target fragmentation re-
gion. The vPMD

n measured using the PMD photons and
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Fig. 6. a First order, vPMD

1 , and b second order, vPMD

2 , photon
anisotropy coefficients in the pseudorapidity region 3.25 ≤ η ≤
3.75 for different centralities are shown by filled triangles. Sta-
tistical and systematical errors are added in quadrature and
shown as bars on the filled triangles. Open triangles are the
most probable values of vPMD

n as expected from the simula-
tion. The shaded regions indicate the simulation uncertainties
as described in Sect. 5.4. The open circles show the calculated
values of vPMD

n (vn(π) = 0) assuming an isotropic distribution
of pions with the dashed curve indicating a smooth polynomial
fit to the open points. Note, however, that vPMD

n (vn(π) = 0)
can not be directly subtracted from the vPMD

n (vn(π) > 0) to
obtain the anisotropy flow coefficents vn, as explained in the
text

vn measured using the LEDA photons will therefore have
different sensitivity to the π0 decay effect. The PMD re-
sults include effect of decay correlations, and therefore the
current measurement, vPMD

n , provides upper limits on the
anisotropic flow coefficients vn.

6 Summary

The azimuthal angle distributions with respect to the
event plane have been measured for charged particles and
photons with full azimuthal coverage in the pseudorapid-
ity region of 3.25 ≤ η ≤ 3.75 for 208Pb + 208Pb collisions
at 158 ·A GeV/c. A total of 0.25 million events, classified
in seven centrality selections, have been used in the analy-
sis. The Fourier coefficients of the azimuthal distributions
have been extracted in several ways, all giving consistent
results for the first order v1 (directed) and v2 second order
(elliptic) anisotropies for photons and charged particles.
The results show the expected trend of decreasing aniso-
tropy with increasing centrality for both v1 and v2 for
charged particles and photons. Our results agree with the
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results reported by other experiments for near similar con-
ditions. [35–37,39]. The observed anisotropies of the pho-
ton distributions compare well with those obtained from
simulations that include the charged particle contamina-
tion and the correlations arising due to the decay of the
neutral pions assumed to have the same anisotropies as
measured for charged particles.
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M. A. Volkov,23 E. Vznuzdaev,37 X. R. Wang,13 Y. Watanabe,38,39 S. N. White,5 F. K. Wohn,16 C. L. Woody,5 W. Xie,6

Y. Yang,7 A. Yanovich,15 S. Yokkaichi,38,39 G. R. Young,35 I. E. Yushmanov,23 W. A. Zajc,9,† C. Zhang,9 S. Zhou,7

S. J. Zhou,51 and L. Zolin17

(PHENIX Collaboration)

1Abilene Christian University, Abilene, Texas 79699, USA
2Institute of Physics, Academia Sinica, Taipei 11529, Taiwan

3Department of Physics, Banaras Hindu University, Varanasi 221005, India
4Bhabha Atomic Research Centre, Bombay 400085, India
0031-9007=05=94(12)=122302(6)$23.00 122302-1  2005 The American Physical Society



PRL 94, 122302 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
1 APRIL 2005
5Brookhaven National Laboratory, Upton, New York 11973-5000, USA
6University of California at Riverside, Riverside, California 92521, USA

7China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China
8Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan

9Columbia University, New York, New York 10027, USA, and Nevis Laboratories, Irvington, New York 10533, USA
10Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France

11Debrecen University, H-4010 Debrecen, Egyetem tér 1, Hungary
12Florida State University, Tallahassee, Florida 32306, USA

13Georgia State University, Atlanta, Georgia 30303, USA
14Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan

15Institute for High Energy Physics (IHEP), Protvino, Russia
16Iowa State University, Ames, Iowa 50011, USA

17Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia
18KAERI, Cyclotron Application Laboratory, Seoul, Korea

19Kangnung National University, Kangnung 210-702, Korea
20KEK, High Energy Accelerator Research Organization, Tsukuba-shi, Ibaraki-ken 305-0801, Japan

21KFKI Research Institute for Particle and Nuclear Physics (RMKI), H-1525 Budapest 114, P.O. Box 49, Hungary
22Korea University, Seoul 136-701, Korea

23Russian Research Center, ‘‘Kurchatov Institute,’’ Moscow, Russia
24Kyoto University, Kyoto 606-8502, Japan

25Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128, Palaiseau, France
26Lawrence Livermore National Laboratory, Livermore, California 94550, USA

27Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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The production of deuterons and antideuterons in the transverse momentum range 1:1< pT <
4:3 GeV=c at midrapidity in Au� Au collisions at

��������
sNN
p

� 200 GeV has been studied by the
PHENIX experiment at RHIC. A coalescence analysis, comparing the deuteron and antideuteron spectra
with that of proton and antiproton, has been performed. The coalescence probability is equal for both
deuterons and antideuterons and it increases as a function of pT , which is consistent with an expanding
collision zone. Comparing (anti)proton yields, p=p � 0:73� 0:01, with (anti)deuteron yields, d=d �
0:47� 0:03, we estimate that �n=n � 0:64� 0:04. The nucleon phase space density is estimated from the
coalescence measurement.
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FIG. 1 (color online). Histograms of the mass squared for
identified antideuterons in the transverse momentum range 1:1<
pT < 3:5 GeV=c (in 400 MeV=c increments), with Gaussian fits
including an exponential background.
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Ultrarelativistic heavy-ion collisions are used to study
the behavior of nuclear matter at extreme conditions of
temperature and density, similar to those that existed in the
universe a few microseconds after the Big Bang. Previous
measurements indicate that high particle multiplicities [1]
and large �p=p ratios prevail at the Relativistic Heavy-Ion
Collider (RHIC), which is expected for a nearly net
baryon-free region [2]. As the hot, dense system of par-
ticles cools, it expands and the mean-free path increases
until the particles cease interacting (‘‘freeze-out’’). At this
point, light nuclei such as deuterons and antideuterons (d
and �d) can be formed, with a probability proportional to the
product of the phase space densities of its constituent
nucleons [3,4]. Thus, the invariant yield of deuterons,
compared to the protons [5,6] from which they coalesce,
provides information about the size of the emitting system
and its space-time evolution.

PHENIX [7] at RHIC is a versatile detector designed to
study the production of leptons, photons, and hadrons over
a wide momentum range. In this Letter, results on d and �d
production in Au� Au interactions at

��������
sNN
p

� 200 GeV
are presented. For the sake of brevity, in the rest of this
Letter, our statements will generally apply to both particles
and antiparticles.

The east central tracking spectrometer in the PHENIX
detector [5,7,8] is used in this analysis. The information
from the PHENIX beam-beam counters (BBCs) and zero-
degree calorimeters (ZDCs) is used for triggering and
event selection. The BBCs are Čerenkov counters sur-
rounding the beam pipe in the pseudorapidity interval
3:0< j�j< 3:9, and provide the start timing signal. The
ZDCs are hadronic calorimeters 18 m downstream of the
interaction region and detect spectator neutrons in a narrow
forward cone. Particle identification in the central rapidity
region is achieved by measuring momentum (by drift
chamber) and time of flight (by time-of-flight detector).
The drift chamber (DC) and two layers of pad chambers
are used for tracking and momentum reconstruction [8].
The time-of-flight (TOF) detector spans the pseudorapidity
range j�j< 0:35 and �� � =4 azimuthally. The TOF
consists of plastic scintillators, with a combined time
resolution of �115 ps. The TOF thus provides identifica-
tion of d and �d in the transverse momentum (pT) range
1:1<pT < 4:3 GeV=c. For pT < 1:1 GeV=c, the signal-
to-background ratio suffers due to multiple scattering and
energy loss effects.

The data set for this analysis includes 21:6� 106 mini-
mum bias events. The minimum bias cross section corre-
sponds to 92:2�2:5

�3 % of the total inelastic Au� Au cross
section (6.9 b) [9]. Using the momentum determined by
the DC, which has a resolution of �p=p � 0:7% 	
1%p GeV=c, and the time of flight from the event vertex
provided by the TOF, the mass of the particle is deter-
mined. The d and �d yields are obtained by fitting the mass
squared distributions to the sum of a Gaussian signal and
12230
an exponential background. Examples of mass squared
distributions with fits for antideuterons in minimum bias
collisions are shown in Fig. 1.

The raw yields are corrected for effects of detector
acceptance, reconstruction efficiency, and detector occu-
pancy. Corrections are determined by reconstructing single
deuterons simulated using GEANT [10] and a detector re-
sponse model of PHENIX, using the method described in
[6]. The track reconstruction efficiency decreases in high
multiplicity events because of high detector occupancy.
This effect can be slightly larger for slower, heavier par-
ticles, due to detector dead times between successive hits.
Occupancy effects on reconstruction efficiency (�83:5%
for 0%–20% most central events) are evaluated by embed-
ding simulated single particle Monte Carlo (MC) events in
real events. Since the hadronic interactions of nuclei are
not treated by GEANT, a correction needs to be applied to
account for the hadronic absorption of d and �d (including
annihilation). The d- and the �d-nucleus cross sections are
calculated from parametrizations of the nucleon and anti-
nucleon cross sections:

�d= �d;A �

� ���������������
�N= �N;A
p

� �d

�
2
: (1)

The limited data available on deuteron induced interac-
tions [11] indicate that the term �d is independent of the
nuclear mass number A and that �d � 3:51� 0:25 mb1=2.
The hadronic absorption varies only slightly over the ap-
plicable pT range and is � 10% for d and � 15% for �d.
The background contribution from deuterons knocked out
due to the interaction of the produced particles with the
beam pipe is estimated using simulations and is found to be
negligible in the momentum range of our measurement.

Figure 2 shows the corrected d and �d invariant yields as a
function of transverse mass [mT in the range 1:1< pT <
4:3 GeV=c, for minimum bias events, and two centrality
bins: 0%–20% (most central) and 20%–92% (noncen-
2-3
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are plotted vs mT . Error bars indicate statistical errors and gray
bands the systematic errors. Values are plotted at the ‘‘true’’
mean value ofmT of each bin, the extent of which is indicated by
the width of the gray bars along the x axis.

PRL 94, 122302 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
1 APRIL 2005
tral)]. The 20%–92% centrality bin is dominated by mid-
central events, due to larger track multiplicities relative to
peripheral events.

Systematic uncertainties have several sources: errors in
particle identification, DC-TOF hit match efficiency, the
uncertainty in momentum scale, d and �d hadronic interac-
tion correction, and uncertainty in occupancy corrections.
All the systematic uncertainties are added in quadrature,
depicted by the gray bars in Fig. 2.

The pT spectra Ed3N=d3p are fitted in the range 1:1<
pT < 3:5 GeV=c to an exponential distribution in mT ��������������������
p2
T �m

2
q

. The inverse slopes (Teff) of the spectra are
tabulated in Table I. The deuteron inverse slopes of Teff �
500–520 MeV are considerably higher than the Teff �
300–350 MeV observed for protons [5,6]. The invariant
TABLE I. The inverse slope parameter Teff obtained from a
mT exponential fit to the spectra along with multiplicity dN=dy
and mean transverse momentum hpTi obtained from a
Boltzmann distribution for different centralities.

Teff [MeV] Deuterons Antideuterons

Minimum bias 519� 27 512� 32
0%–20% 536� 32 562� 51
20%–92% 475� 29 456� 35

dN=dy

Minimum bias 0:0250�0:0006stat�
0:005syst� 0:0117�0:0003stat�

0:002syst�

0%–20% 0:0727�0:0022stat�
0:0141syst� 0:0336�0:0013stat�

0:0057syst�

20%–92% 0:0133�0:0004stat�
0:0029syst� 0:0066�0:0002stat�

0:0015syst�

hpTi [GeV=c]

Minimum bias 1:54�0:04stat�
0:13syst� 1:52�0:05stat�

0:12syst�

0%–20% 1:58�0:05stat�
0:13syst� 1:62�0:07stat�

0:1syst�

20%–92% 1:45�0:05stat�
0:15syst� 1:41�0:06stat�

0:15syst�
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yields and the average transverse momenta (hpTi) are
obtained by summing the data over pT and using a
Boltzmann distribution, d2N

2mTdmTdy
/ mTe�mT=Teff , to ex-

trapolate to low mT regions where we have no data. The
extrapolated yields constitute � 42% of our total yields.
The rapidity distributions, dN=dy, and the mean transverse
momenta, hpTi, are compiled in Table I for three different
centrality bins. Systematic uncertainties in dN=dy and
hpTi are estimated by using an exponential in pT and a
‘‘truncated’’ Boltzmann distribution (assumed flat for
pT < 1:1 GeV=c) for alternative extrapolations.

With a binding energy of 2.24 MeV, the deuteron is a
very loosely bound state. Thus, the observed deuterons can
be formed only at a later stage in the collision. The proton
and neutron must be close in space and tightly correlated in
velocity to coalesce. As a result, d and �d yields are a sen-
sitive measure of correlations in phase space at freeze-out
and can provide information about the space-time evolu-
tion of the system. If deuterons are formed by coalescence
of protons and neutrons, the invariant deuteron yield can be
related [12] to the primordial nucleon yields by

Ed
d3Nd
d3pd

jpd�2pp � B2

�
Ep
d3Np
d3pp

�
2
; (2)

where B2 is the coalescence parameter, with the subscript
implying that two nucleons are involved in the coales-
cence. The above equation includes an implicit assumption
that the ratio of neutrons to protons is unity. The proton and
antiproton spectra [6] are corrected for feed-down from �
and �� decays by using a MC simulation tuned to reproduce
the particle ratios: (�=p and ��= �p) measured by PHENIX
at 130 GeV [13].

Figure 3 displays the coalescence parameter B2 as a
function of pT for different centralities. Thermodynamic
models [4] predict that B2 scales with the inverse of the
effective volume Veff (B2 / 1=Veff). The lower B2 in more
central collisions may thus reflect the increase in the
participant volume with centrality. We also observe that
B2 increases with pT . This is consistent with an expanding
 [GeV/c]Tp
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FIG. 3 (color online). Coalescence parameter B2 vs pT for
deuterons (left panel) and antideuterons (right panel). Gray
bands indicate the systematic errors. Values are plotted at the
true mean value of pT of each bin, the extent of which is
indicated by the width of the gray bars along the x axis.
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source because position-momentum correlations lead to a
higher coalescence probability at larger pT . The pT depen-
dence of B2 can provide information about the density
profile of the source as well as the expansion velocity
distribution. It has been shown [14,15] that a Gaussian
source density combined with a linear flow velocity profile
leads to a constant B2 with pT . This is not supported by our
data, which show a rise in B2 with pT . An increase of B2

with pT can be achieved if the Gaussian source density is
replaced with a flat distribution [14,15]. The increase is a
consequence of the flat density distribution giving greater
weight to the outer parts of the system where the flow is
strongest when a linear velocity profile is used.

Figure 4 compares B2 for most central collisions to
results at lower

���
s
p

[16–21]. Note that B2 is nearly inde-
pendent of

���
s
p

, indicating that the source volume does not
change appreciably with center-of-mass energy (with the
caveat that B2 varies as a function of pT , centrality, and
rapidity). This observation is consistent with what has been
observed in Bose-Einstein correlation Hanbury Brown-
Twiss analysis at RHIC [22] for identified particles. The
coalescence parameter B2 for d and �d is equal within
errors, indicating that nucleons and antinucleons have
the same temperature, flow, and freeze-out density
distributions.

The �d=d ratio is independent of centrality and pT within
errors. The average value of �d=d is 0:47� 0:03, consistent
with the square of the ratio �p=p � 0:73� 0:01 [6] within
statistical and systematic uncertainties. This is expected if
deuterons are formed by coalescence of comoving nucle-
ons and �p=p � �n=n. The ratio �n=n can, however, be
estimated from the data based on the thermal chemical
model. Assuming thermal and chemical equilibrium, the
chemical fugacities are determined from the particle/anti-
particle ratios [14]:
EAd3NA=d3pA�

E �Ad
3N �A=d

3p �A�
� exp

�
2�A
T

�
� �2

A: (3)
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Using the ratio p= �p, the extracted proton fugacity is
�p � exp�p=T� � 1:17� 0:01. Similarly, using the d= �d
ratio, the extracted deuteron fugacity is �d � exp��p �
�n�=T� � 1:46� 0:05. From this, the neutron fugacity can
be estimated to be �n � exp�n=T� � 1:25� 0:04, which
results in �n=n � 0:64� 0:04. The extracted �p=p and �n=n
ratios are in agreement with what one would expect from
the initial neutron excess in the Au nucleus if the same
number of (anti)neutrons and (anti)protons are produced in
the collision. Thermal models predict [23] �d=d � 0:52 and
�n=n � 0:73 for T � 177 MeV and �B � 29 MeV.

Finally, the coalescence requirement allows us to esti-
mate the nucleon phase space distribution, i.e., the average
number of nucleons per cell d3pd3x�=h in phase space.
We define the phase space distribution averaged over the
source volume as

hfp�i �
1

2S� 1

2 �h�3

V
d3N

dp3 ; (4)

where 2S� 1 is the spin degeneracy factor. From the
coalescence equation [15], fA ~r; ~p� � �f ~r; ~p=A��A, we
can thus calculate hfi as a function of pT from the mea-
sured invariant yields, if we assume that the protons,
neutrons, and deuterons are emitted from the same volume.
The results are shown in Fig. 5. The phase space density is
well below 1 in the range of our measurement, and much
lower than what has been found for pions produced in
Au� Au collisions previously [24].

To summarize, the transverse momentum spectra of d
and �d in the range 1:1< pT < 4:3 GeV=c have been mea-
sured at midrapidty in Au� Au collisions at

��������
sNN
p

�

200 GeV, and are found to be less steeply falling than
proton (and antiproton) spectra. The extracted coalescence
parameter B2 increases with pT , which is indicative of an
expanding source. The results rule out a Gaussian source
density distribution combined with a linear flow velocity
profile and seem to favor a flat density distribution. The B2

measured in nucleus-nucleus collisions is independent of��������
sNN
p

above 12 GeV, consistent with the energy depen-
0 0.5 1 1.5 2 2.5

-410

-310

 [GeV/c]Tp

<f
>

FIG. 5. Average nucleon phase space density as a function of
pT for central collisions. Solid circles correspond to nucleons
and open circles correspond to antinucleons. The curves are fits
to a Boltzmann function, C exp�mT=T�, with T�568�
96 MeV (nucleons) and T � 670� 182 MeV (antinucleons).
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dence of the source radii extracted from Bose-Einstein
correlation measurements. B2 is equal within errors for
both deuterons and antideuterons. From the measurements,
it is estimated that �n=n � 0:64� 0:04.

We thank the staff of the Collider-Accelerator and
Physics Departments at BNL for their vital contributions.
We acknowledge support from the Department of Energy
and NSF (USA), MEXT and JSPS (Japan), CNPq and
FAPESP (Brazil), NSFC (China), CNRS-IN2P3 and CEA
(France), BMBF, DAAD, and AvH (Germany), OTKA
(Hungary), DAE and DST (India), ISF (Israel), KRF and
CHEP (Korea), RMIST, RAS, and RMAE, (Russia), VR
and KAW (Sweden), U.S. CRDF for the FSU, U.S.-
Hungarian NSF-OTKA-MTA, and U.S.-Israel BSF.
*Deceased.
†PHENIX Spokesperson.
Electronic address: zajc@nevis.columbia.edu

[1] K. Adcox et al., Phys. Rev. Lett. 86, 3500 (2001); B. B.
Back et al., Phys. Rev. Lett. 88, 022302 (2002).

[2] K. Adcox et al., Phys. Rev. Lett. 88, 242301 (2002); B. B.
Back et al., Phys. Rev. C 67, 021901 (2003); C. Adler
et al., Phys. Rev. Lett. 86, 4778 (2001).

[3] L. P. Csernai and J. I. Kapusta, Phys. Rep. 131, 223 (1986).
[4] A. Z. Mekjian, Phys. Rev. C 17, 1051 (1978).
12230
[5] K. Adcox et al., Phys. Rev. C 69, 024904 (2004).
[6] S. S. Adler et al., Phys. Rev. C 69, 034909 (2004).
[7] K. Adcox et al., Nucl. Instrum. Methods Phys. Res., Sect.

A 499, 469 (2003), and references therein.
[8] J. T. Mitchell et al., Nucl. Instrum. Methods Phys. Res.,

Sect. A 482, 491 (2002).
[9] S. S. Adler et al., Phys. Rev. Lett. 91, 072301 (2003).

[10] GEANT 3.21, CERN program library.
[11] J. Jaros et al., Phys. Rev. C 18, 2273 (1978); E. O.

Abdurakhmanov et al., Z. Phys. C 5, 1 (1980).
[12] S. T. Butler and C. A. Pearson, Phys. Rev. 129, 836

(1963).
[13] K. Adcox et al., Phys. Rev. Lett. 89, 092302 (2002).
[14] R. Scheibl and U. Heinz, Phys. Rev. C 59, 1585 (1999).
[15] A. Polleri, J. P. Bondorf, and I. N. Mishustin, Phys. Lett. B

419, 19 (1998).
[16] S. Wang et al., Phys. Rev. Lett. 74, 2646 (1995).
[17] S. Albergo et al., Phys. Rev. C 65, 034907 (2002).
[18] T. A. Armstrong et al., Phys. Rev. Lett. 85, 2685 (2000).
[19] T. Anticic et al., Phys. Rev. C 69, 024902 (2004).
[20] I. G. Bearden et al., Phys. Rev. Lett. 85, 2681 (2000).
[21] C. Adler et al., Phys. Rev. Lett. 87, 262301 (2001).
[22] K. Adcox et al., Phys. Rev. Lett. 88, 192302 (2002);

C. Adler et al., Phys. Rev. Lett. 87, 082301 (2001).
[23] P. Braun-Munzinger, D. Magestro, K. Redlich, and

J. Stachel, Phys. Lett. B 518, 41 (2001); J. Stachel (private
communication).

[24] F. Laue et al., Nucl. Phys. A698, 177c (2002).
2-6



VOLUME 93, NUMBER 20 P H Y S I C A L R E V I E W L E T T E R S week ending
12 NOVEMBER 2004
Double Helicity Asymmetry in Inclusive Midrapidity �0 Production
for Polarized p� p Collisions at

���
s
p
� 200 GeV

S. S. Adler,5 S. Afanasiev,20 C. Aidala,10 N. N. Ajitanand,44 Y. Akiba,21,40 A. Al-Jamel,35 J. Alexander,44 K. Aoki,25

L. Aphecetche,46 R. Armendariz,35 S. H. Aronson,5 R. Averbeck,45 T. C. Awes,36 V. Babintsev,17 A. Baldisseri,11

K. N. Barish,6 P. D. Barnes,28 B. Bassalleck,34 S. Bathe,6,31 S. Batsouli,10 V. Baublis,39 F. Bauer,6 A. Bazilevsky,5,41

S. Belikov,19,17 M.T. Bjorndal,10 J. G. Boissevain,28 H. Borel,11 M. L. Brooks,28 D. S. Brown,35 N. Bruner,34 D. Bucher,31

H. Buesching,5,31 V. Bumazhnov,17 G. Bunce,5,41 J. M. Burward-Hoy,28,27 S. Butsyk,45 X. Camard,46 P. Chand,4

W. C. Chang,2 S. Chernichenko,17 C.Y. Chi,10 J. Chiba,21 M. Chiu,10 I. J. Choi,53 R. K. Choudhury,4 T. Chujo,5

V. Cianciolo,36 Y. Cobigo,11 B. A. Cole,10 M. P. Comets,37 P. Constantin,19 M. Csanád,13 T. Csörgő,22 J. P. Cussonneau,46
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We present a measurement of the double longitudinal spin asymmetry in inclusive �0 production in
polarized proton-proton collisions at

���
s
p
� 200 GeV. The data were taken at the Relativistic Heavy Ion

Collider with average beam polarizations of 0.27. The measurements are the first in a program to study
the longitudinal spin structure of the proton, using strongly interacting probes, at collider energies. The
asymmetry is presented for transverse momenta 1–5 GeV=c at midrapidity, where next-to-leading-
order perturbative quantum chromodynamic (NLO pQCD) calculations well describe the unpolarized
cross section. The observed asymmetry is small and is compared to a NLO pQCD calculation with a
range of polarized gluon distributions.
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From polarized lepton-nucleon deep inelastic scatter-
ing (DIS) experiments over the past 20 years it is known
that only�25% of the proton spin can be attributed to the
spins of the quarks and antiquarks [1]. The rest of the
proton spin must hence be carried by the gluons and
orbital angular momentum. DIS experiments have con-
strained the possible gluon polarization in the proton
through the measurement of scaling violation in inclusive
polarized scattering [2], and through semi-inclusive mea-
surements of two hadrons to utilize the photon-gluon
fusion process [3]. A fixed target experiment at
Fermilab first presented a measurement with strongly
interacting probes [4]. The reach of these measurements
was limited, due to the low energy available for fixed
target experiments. Presently, the gluon contribution to
the proton spin is largely unknown.

The polarized proton collisions at the Relativistic
Heavy Ion Collider (RHIC) provide a new laboratory to
study the proton spin structure with strongly interacting
probes. The PHENIX experiment has reported the unpo-
larized cross section for �0 production at midrapidity for
pT � 1–14 GeV=c, which is described well by next-to-
leading-order perturbative QCD (NLO pQCD) calcula-
tions over 8 orders of magnitude [5]. In this Letter we
report the first results on the double spin asymmetry ALL
for inclusive �0 production at midrapidity in longitudi-
nally polarized proton-proton collisions corresponding to
0:22 pb�1 integrated luminosity with the PHENIX
detector.

In perturbative QCD ALL is directly sensitive to the
polarized gluon distribution function in the proton
through gluon-gluon and gluon-quark subprocesses [6,7].

The double spin asymmetry in �0 production is given
by

A�
0

LL �

�� � 
��

�� � 
��

; (1)

where
�� (
��) is the cross section of the reaction when
two colliding particles have the same (opposite) helicity.
Here we neglect the parity violating difference in cross
section between ���� $ ���� and ���� $ ���� beam
helicity configurations. Since the cross section can be
obtained by dividing the experimental yield (N) by the
integrated luminosity (L), ALL is expressed as

ALL �
1

jhPBPYij
N�� � RN��
N�� � RN��

; R �
L��
L��

; (2)

where PY�B� are the polarizations of the RHIC ‘‘yellow’’
(‘‘blue’’) beams, and R is the ratio of luminosities of
protons colliding with like to unlike helicities.

For the 2002–2003 RHIC run, 55 bunches of polarized
protons, typically 5� 1010 protons per bunch, were
loaded into each of the yellow and blue accelerator/stor-
age rings of RHIC and accelerated to 100 GeV. The bunch
lengths and separations were�1 and 213 ns, respectively.
The beam polarization sign for each bunch was prepared
independently at the source, with the successive bunches
in one ring alternating in polarization sign, and with
successive pairs of bunches in the other ring alternating
in sign. The locations of the bunches were identified
relative to a RHIC timing clock. In this way, the experi-
ments collected data from collisions with all four combi-
nations of blue-yellow ring beam polarization signs
simultaneously.

The stable direction of the proton spin in RHIC is
vertical, but the region around the PHENIX experiment
includes sets of magnets (spin rotators) to rotate the spin
to the longitudinal direction at the collision point, and
then back to vertical after the interaction point, in order
to provide collisions with longitudinal polarization, and
to maintain the required vertical polarization around
RHIC. The RHIC polarimeters measure the transverse
beam polarization away from the interaction points, in-
dependent of the operation of the spin rotators.

The transverse beam polarization was measured in
RHIC independently in each beam using proton-carbon
elastic scattering in the Coulomb nuclear interference
region [8]. The analyzing power ApCN was measured for
22 GeV beam energy, ApCN �22�, to 30% [9]. The energy
dependence of the analyzing power over the RHIC ener-
gies is expected to be small, <10% [10]. For the results
reported here, we have used the same analyzing power at
100 GeV as at 22 GeV, and 10% is added in quadrature to
the relative uncertainty for ApCN �22� to give a 32%
uncertainty for ApCN �100�. With these assumptions,
the average polarization in the analyzed data set in this
paper was

����������������
hPBPYi

p
� 0:27  1%�stat�  10%�syst�

32%�ApCN syst�.
Local polarimeters, sensitive to the transverse polar-

ization at collision, were used to set up the spin rotators,
and to monitor the beam polarization direction at the
PHENIX experiment. The local polarimeters utilized a
transverse single-spin asymmetry in neutron production
in p-p collisions at

���
s
p
� 200 GeV [11]. For vertically

polarized beam a left-right asymmetry is observed for
neutrons produced at very forward angles, with no asym-
metry for production at very backward angles. A fully
longitudinally polarized beam produces no asymmetry.

Neutrons with En > 20 GeV and production angle
0:3< �n < 2:5 mrad were observed by two hadronic cal-
orimeters located18 m from the interaction point [zero
degree calorimeter (ZDC) [12]]. Scintillator hodoscopes
at 1.7 interaction length provided the neutron position at
the ZDC, and thus the neutron production angle and
azimuthal angle � � arctan�x=y� with ŷ vertically up-
ward. The x̂ axis forms a right-handed coordinate system
with the ẑ axis defined by the beam direction for forward
202002-3
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production. The single-spin asymmetry � was calculated
versus azimuth, from the four rates N";�, N";���, N#;�,
N#;���, using the geometric mean [13]. This method
largely cancels differences in luminosity between " and
# polarization collisions and between detector acceptance
differences at � and �� �. Figure 1 shows the observed
asymmetry, for the spin rotators off and on, for the blue
and yellow beams. With the spin rotators off, a left-right
asymmetry is observed from the vertically polarized
beam. With the spin rotators on, the measured transverse
polarization, averaged over the run, was hPBxi � 0:033
0:019, hPByi � 0:008 0:020, hPYxi ��0:020 0:013,
and hPYyi � 0:054 0:017, out of hPi � 0:27. The double
spin transverse polarization was hPBxPYxi � �0:4
1:1� � 10�3 and hPByPYyi � ��0:2 0:8� � 10�3, com-
pared to hPBPYi � 0:07. Therefore, with the spin rotators
on, the transverse asymmetry is greatly reduced, indicat-
ing a high degree of longitudinal polarization: the longi-
tudinal fraction of the beam polarization was 0.99 and
0.98 for the blue and yellow beams, respectively.

A separate run with the spin rotators set to give radial
polarization confirmed the direction of the polarization
for each beam.

Collisions in PHENIX are defined by the coincidence
of signals in two beam-beam counters (BBC) [14] located
1:44 m from the nominal interaction point and subtend-
ing a pseudorapidity range �3:0–3:9� with full azimu-
thal coverage. The BBCs select about half of the inelastic
proton-proton collisions [5]. The vertex was recon-
structed from the time difference of the hits in the two
BBCs. The collision vertex was required to be within
30 cm of the nominal interaction point. Events satisfying
this condition constitute the minimum bias (MB) trigger,
which was used for relative luminosity measurements.
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FIG. 1. The raw asymmetry normalized by the beam polar-
ization �=P as a function of azimuthal angle �, for forward
neutron production. The solid points and curve correspond to
the spin rotators off (transverse polarization) and the open
points and dashed curve correspond to the spin rotators on
(longitudinal polarization). Curves are sine function fits to the
data, representing possible transverse polarization. The data are
for special runs used to set up the spin rotators, where the blue
(yellow) polarization was 0.24 and 0.33 (0.08 and 0.28), for
spin rotators off and on, correspondingly.
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A coincidence of the two ZDCs was used to estimate
the possible bias in the relative luminosity measurement
from the BBCs. This was done by comparing the accu-
mulated number of triggers in the ZDCs and BBCs for
each bunch and each fill. The accuracy of relative lumi-
nosity measurements �R [Eq. (2)] was estimated to be
2:5� 10�4, which for the average beam polarization of
0.27 translated to �ALL � 1:8� 10�3, and, on the same
uncertainty level, confirmed no ALL asymmetry of BBC
triggers relative to ZDC. The ratio R averaged over the
data sample used in the analysis was within 0.5% of unity.

Neutral pions were reconstructed from the �0 ! ��
decays using finely granulated (��� ��� 0:01� 0:01)
electromagnetic calorimeters (EMCal) [15], which con-
sisted of two subsystems: a lead scintillator (PbSc) and a
lead glass (PbGl) calorimeter covering three quarters and
one quarter of the EMCal acceptance, respectively.
Located at a radial distance of �5 m from the beam
line, the EMCal covered the pseudorapidity range of
j�j< 0:35 and two azimuthal angle intervals of �� �
90� separated by � � 70� (nearly back-to-back).

High pT �0’s were collected using coincidences be-
tween a MB trigger and an EMCal-based high pT photon
trigger [5]. The trigger efficiency for�0’s varied from 8%
in the 1–2 GeV=c pT bin to 90% in the 4–5 GeV=c pT
bin.

The �0 reconstruction and photon identification cuts
were optimized to minimize the background contribution
under the�0 peak in the invariant mass distribution while
keeping the �0 efficiency high. For photon identification
we used the shower shape and the time of flight measured
by the EMCal, and charge veto cuts. The charge veto was
set for those EMCal clusters associated with hit(s) in the
pad chamber [16], which was located �20 cm in front of
the EMCal surface. In order to avoid the effects of elec-
tronic noise and to suppress the very low energy back-
ground, only clusters with energy greater than 0.1 GeV in
PbSc and 0.2 GeV in PbGl were used in the analysis.

The �0 yield was extracted by integrating the two
photon invariant mass spectrum over a 25 MeV=c2

region around the �0 mass (signal region). The EMCal
resolution was such that the widths of the �0 mass peaks
varied from 12 MeV=c2 in the 1–2 GeV=c pT bin to
9:5 MeV=c2 in the 4–5 GeV=c pT bin, in both PbSc
and PbGl. In the pT range of 1 to 5 GeV=c, 4� 106 �0

candidates were collected. The background contribution
(combinatorial � hadronic) under the �0 peak r varied
from 27% in the 1–2 GeV=c bin to 8% in the 4–5 GeV=c
bin. The �0 reconstruction efficiency due to photon iden-
tification cuts varied from 84% in the lowest pT bin to
93% in the highest pT bin.

The asymmetry of the background in the signal region
ABGLL was evaluated using the asymmetry calculated from
the data in �� mass regions 50 MeV=c2 wide on either
side of the �0 peak, centered at masses 75 and
202002-4
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195 MeV=c2. The measured �0 asymmetry Araw
LL was

corrected for the contribution of background using

A�
0

LL �
Araw
LL � rA

BG
LL

1� r
; 
A�0

LL
�

�������������������������������

2
Araw
LL
� r2
2

ABGLL

q
1� r

: (3)

The spin asymmetry for each beam fill [17] Afill
LL was

calculated using Eq. (2). For the Afill
LL error evaluation, we

considered only the N�� and N�� statistical errors. The
resulting ALL was obtained after fitting a constant to all
Afill
LL’s. The fit !2

fit and a ‘‘bunch shuffling’’ technique were
used to evaluate the uncertainties assigned to ALL. In each
bunch shuffling we randomly assigned the helicity sign to
every bunch crossing, keeping the balance between the
number of bunches with correctly and inversely assigned
helicities, so that the average polarization for each
shuffled sample was nearly zero, and recalculated ALL.
The widths of the distributions of ALL values obtained in
all bunch shuffles were consistent with errors assigned to
ALL indicating that all noncorrelated bunch-to-bunch and
fill-to-fill systematic errors were much smaller than the
�0 yield statistical errors.

A number of systematic checks, including variation of
photon identification criteria and mass window range for
�0’s and background, were performed to look for possible
systematic effects on the measured ALL values. None were
found.

The double spin asymmetries between ���� and ����
and between ���� and ���� helicity configurations, as
well as the single-spin asymmetries for each polarized
beam (AL � �


��
�

��
�

) were evaluated. These measure
parity violating asymmetries, if any. All of these asym-
metries were consistent with zero.

The results are presented in Table I and Fig. 2.
Systematic uncertainties for the asymmetry measure-
ments are negligible. A total scale uncertainty of
65%, from the correlated polarization analyzing power
uncertainty �ApCN for the two beams and the uncorrelated
measurement uncertainties, is not shown.

Two theoretical curves based on NLO pQCD are shown
in Fig. 2, representing different assumptions for the gluon
polarization, one using the best global fit to inclusive DIS
data (GRSV-std), and another one using a gluon polarized
distribution equal to the unpolarized distribution at the
input scale of Q2 � 0:6 GeV2 (GRSV-max) [6,18]. The
TABLE I. Double and single-spin asymmetries for four pT
bins with mean pT��0� 1.59, 2.39, 3.37, and 4:38 GeV=c.

pT Araw
LL ABGLL A�0

LL A�0
L

(GeV=c) (10�2) (10�2) (10�2) (10�2)

1–2 �1:5 0:9 1:6 1:4 �2:7 1:3 �0:2 0:3
2–3 �1:5 1:1 �3:0 2:4 �1:3 1:3 �0:1 0:3
3–4 �1:8 2:5 �2:4 6:8 �1:7 2:8 �0:3 0:6
4–5 2:6 5:7 24 17 0:7 6:2 �1:0 1:2

202002-5
gluon polarization contributes to ALL through gluon-
gluon and gluon-quark subprocesses, with the gluon-
gluon contribution significantly larger at midrapidity
and for the estimated gluon momentum fraction for these
results x � 0:03–0:1 [19]. Thus, the asymmetry ALL is
approximately proportional to the square of the gluon
polarization and a negative value of ALL is not expected
[20]. The results are consistent with zero or small gluon
polarization, with a confidence level (C.L.) of 16%–20%
for GRSV-std, for the range in polarization uncertainty of
the measurement. The results are less consistent with a
large gluon polarization, with C:L: � 0:02%–5% for
GRSV-max.

We emphasize the following points: (1) The lowest pT
point reported here can have a significant contribution
from soft physics, since the agreement of the NLO pQCD
calculation with the measured cross section [5] can only
be checked to within the uncertainties of the calculation,
estimated to be a factor two at this pT [6,20]. If the soft
physics is represented by an exponential falloff in pT
(e�6pT is typically used [21]), the soft physics contribu-
tion to the higher pT data is small (<10% to the
2–3 GeV=c pT bin if we assume equal soft/hard contri-
butions to the lowest bin). If we consider only the highest
three pT bins, the C:L: � 58%–67% for GRSV-std, and
C:L: � 0:4%–29% for GRSV-max. (2) These confidence
levels do not include a theoretical uncertainty, from either
scales or from choices of parton distribution functions
and fragmentation function. The comparisons are made
for NLO pQCD, rather than extracting a leading-order
estimate of the gluon polarization. (3) The range of the-
ory curves in Fig. 2 reflects the uncertainty on gluon
polarization from inclusive DIS measurements [18,22–
24].

In summary, we have presented a new technique for
determining the polarized gluon distribution using polar-
ized protons acting as strongly interacting probes, at
 (GeV/c)Tp
0 1 2 3 4 5 6

-0.08

-0.06

-0.04

FIG. 2. A�
0

LL versus mean pT of �0’s in each bin. A scale
uncertainty of 65% is not included. Two theoretical calcu-
lations based on NLO pQCD are also shown for comparison
with the data (see text for details).
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collider energies. The reported results of the double spin
helicity asymmetries for�0 production begin to probe the
proton spin structure in the perturbative QCD regime
with a sensitivity comparable to the polarized inclusive
deep inelastic scattering data. The observed asymmetry is
small and consistent with a small gluon polarization.
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[20] B. Jäger, M. Stratmann, S. Kretzer, and W. Vogelsang,
Phys. Rev. Lett. 92, 121803 (2004).

[21] S. M. Berman, J. D. Bjorken, and J. B. Kogut, Phys.
Rev. D 4, 3388 (1971).
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Bose-Einstein correlations of identically charged pion pairs were measured by the PHENIX
experiment at midrapidity in Au� Au collisions at

��������
sNN
p

� 200 GeV. The Bertsch-Pratt radius
parameters were determined as a function of the transverse momentum of the pair and as a function
of the centrality of the collision. Using the standard core-halo partial Coulomb fits, and a new
parametrization which constrains the Coulomb fraction as determined from the unlike-sign pion
correlation, the ratio Rout=Rside is within 0.8–1.1 for 0:25< hkTi< 1:2 GeV=c. The centrality depen-
dence of all radii is well described by a linear scaling in N1=3

part, and Rout=Rside for hkTi � 0:45 GeV=c is
approximately constant at unity as a function of centrality.

DOI: 10.1103/PhysRevLett.93.152302 PACS numbers: 25.75.Gz, 25.75.Dw
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Following its application in the study of proton-
antiproton annihilations [1], the study of Bose-Einstein
correlations has been used extensively to measure source
distributions in relativistic heavy ion collisions [2,3].
These measurements were originally motivated by theo-
retical predictions of a large source size and/or a long
duration of particle emission [4–6] which would result
from a softening of the equation of state in a first-order
phase transition to a quark-gluon plasma (QGP). The
technique of Bose-Einstein correlations is based upon
quantum statistical interference, but final state interac-
tions such as Coulomb repulsion modify the relative
momentum distributions for pairs of identical particles
emanating from the collision region. Both effects are
included in multidimensional Gaussian fits to the normal-
ized relative momentum distributions yielding fit pa-
rameters which are the rms widths in each dimension,
Rlong, Rside, Rout [7,8], also referred to as HBT radii to
honor the radio astronomers Hanbury Brown and Twiss
who pioneered a similar technique to determine the
angular diameters of stars [9]. For dynamic (i.e., ex-
panding) sources, the HBT radii depend on the mean
transverse momentum of the particle pairs, kT � �p1T �
p2T�=2, and correspond to lengths of homogeneity, re-
gions of the source which emit particles of similar mo-
mentum [10]. Measuring the kT dependence of the HBT
radii provides essential constraints on dynamical models
that include the space-time evolution of the source
[11,12].

Most hydrodynamical models for the space-time evo-
lution of a rehadronizing QGP predicted that the mea-
surement of the Rout=Rside ratio at moderate values of kT
provides a sensitive measure of the expected long dura-
tion of particle emission, a signal of a slowly burning
first-order phase transition from QGP to hadrons at the
Relativistic Heavy Ion Collider (RHIC) [4]. Predictions
that the Rout=Rside ratio should reach �1:5 at kT of
�0:5 GeV=c were not borne out by initial measurements
of Bose-Einstein correlations of pions from Au� Au
collisions at

��������
sNN
p

� 130 GeV [13,14]. Disagreement be-
tween theory and data is known as the ‘‘RHIC HBT
puzzle’’ [15].

We present here data on Bose-Einstein correlations of
charged pion pairs measured by the PHENIX experiment
at RHIC for Au� Au collisions at

��������
sNN
p

� 200 GeV. In
this analysis, we adopt a recent fitting technique that
provides for a self-consistent treatment of the Coulomb
final state interaction for a source that is made up of a
smaller core and a more extended halo of long-lived
resonances. We introduce a new parametrization in which
the strength of the Coulomb interaction is constrained by
the measured unlike-sign pion correlation.

The PHENIX detector provides particle identification
(PID) capabilities for hadrons, leptons, and photons over a
wide momentum range. The setup of the PHENIX detec-
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tor has been described in detail elsewhere [16]. In this
analysis, we use the west arm of the central spectrometer,
which covers the pseudorapidity region j	j< 0:35 and
�
 � �=2 in an azimuthal angle over a region of 0:2<
kT < 2:0 GeV=c. The drift chamber (DC), at a radial
distance between 2.0 and 2.4 m, provides trajectory in-
formation in the azimuthal direction. A pad chamber
(PC1) at 2.5 m provides z-coordinate information.
Combining the DC and PC1 information, a track model
provides a three-dimensional trajectory and momentum
vector for charged particles. The momentum resolution is
p=p ’ 0:7% � 1:0%� p (GeV=c), where the first term
is due to the multiple scattering before the DC, and the
second term results from the angular resolution of the DC.
For this analysis, the electromagnetic calorimeter
(EMCal) provides the time of arrival of particles at its
front face located 5.1 m from the beam axis. The timing
resolution is approximately 400 psec for hadrons. This
analysis is based on a sample of 34� 106 minimum-bias
events taken with an integrated magnetic field of 0.78
T m and triggered by the coincidence of the beam-beam
counters (BBCs) and zero-degree calorimeters (ZDCs)—
corresponding to 92% 2% of the total inelastic cross
section of 6.8 b. Event centrality is determined using a
correlation measurement between neutral energy depos-
ited in the ZDCs and fast particles recorded in the BBCs
[17]. A Monte Carlo Glauber model [18,19] is used with a
simulation of the BBC and ZDC responses to determine
the number of nucleons participating in the collisions
(Npart) for the minimum-bias events. About 23� 106

events are selected with a requirement that the collision
vertex position measured by the BBC is within 30 cm
from the center of the spectrometer. Each track is required
to have an associated hit on the EMCal within 2� of the
track’s projection to the EMCal, where � refers to the
resolution of the projection. Charged particles are identi-
fied by the time-of-flight technique using timing infor-
mation between the BBC and the EMCal, combined with
momentum and path length calculated by the track
model. Charged particles in the PID zone within 1:5�
of the ideal squared-mass peak of pions but 1:5� away
from the kaon bands are identified as pions. After the
track quality and PID cuts,�45� 106 positive pions and
�51� 106 negative pions are selected in a momentum
range from 0.2 to 2:0 GeV=c.

The pion correlation function is experimentally de-
fined as C2�q� � A�q�=B�q�, where A�q� is the measured
two-pion (actual pair) distribution of pair momentum
difference q, and B�q� is the background pair (mixed
pair) distribution generated using mixed events from
the same data sample. Event mixing is done selecting
events that have similar multiplicities and event vertices.
We remove ghost tracks and inefficiencies by removing
pairs of tracks in three regions at the drift chambers:
�ZDC < 1 cm and �
DC < 60 mr, �ZDC < 5 cm and
152302-3
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FIG. 1. (a) The one-dimensional correlation function of
unlike-sign pions for 0:2< kT < 2:0 GeV=c. The two overlaid
histograms show calculations for the full (dashed) and the 50%
partial (solid) Coulomb corrections. (b)–(d) The three-
dimensional ���� correlation function slices for 0:2< kT <
2:0 GeV=c and 0%–30% centrality averaged over the lowest
40 MeV=c in the orthogonal directions. The full Coulomb
corrected data (open circles) are fit to Eq. (1) (dashed lines),
and the data without Coulomb correction (filled triangles) are
fit to Eq. (2) (solid lines).
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�
DC < 30 mr, and �
DC < 5 mr. We also remove hits
affected by EMCal cluster sharing by eliminating tracks
with hits separated by less than 8 cm at the EMCal. The
event-mixed background pairs are subjected to the same
cuts. After pair cuts, �110� 106 positive and 140� 106

negative pion pairs remain, approximately 40 times the
data sample acquired by PHENIX at

��������
sNN
p

� 130 GeV
[13]. Remaining inefficiencies in the DC and EMCal
are small, and for these we apply a correction from a
GEANT-based [20] Monte Carlo simulation of the detector.
The multiplicity dependence is estimated by embedding
simulated pion pairs into real events. The systematic
errors from pair cuts and corrections are estimated to be
�4% for Rside and Rlong, and �8% for Rout. Systematic
errors for the Coulomb correction (discussed below) are
�2%, and we assign an additional systematic error of 1%
to each radius for the so-called residual HBT effect [21]
in the event-mixed background. All systematic errors are
determined as a function of kT and centrality.

To compare directly to previous analyses, we fit the
correlations using a standard full Coulomb correction, in
which the Coulomb correction is determined iteratively
by calculating the Coulomb wave function [6] for a 3D
Gaussian parametrization of the source using the radius
fit parameters from the previous iteration. We fit the Bose-
Einstein correlation with the full Coulomb correction
to the 1D qinv parametrization, CFC2 �qinv� � 1� �inv �
exp��R2invq

2
inv�, and the 3D Bertsch-Pratt parametrization

is given by

CFC2 �1��exp��R
2
sideq

2
side�R

2
outq

2
out�R

2
longq

2
long�: (1)

The relative momentum q is decomposed into qside, qout,
and qlong, where the longitudinal component (qlong) is
parallel to the beam axis, the out component (qout) is
parallel to the mean transverse momentum of the pair,
kT, and the side component (qside) is perpendicular to
both qlong and qout [7,8]. Analysis is performed in the
longitudinal center-of-mass system (LCMS), where the
mean longitudinal momentum of the pair vanishes. In
this frame, the duration of particle emission couples
exclusively to qout. Cross terms may appear in Eq. (1),
but they vanish in our measurement of central collisions
at midrapidity for symmetry reasons [22].

In the core-halo model of the source many relatively
long-lived particles (e.g., 	, 	0) decay into pions too far
from the core to be experimentally resolved by Bose-
Einstein interference [23]. These pions also have
Coulomb interactions that are negligible. To account for
this effect, and to assess the systematic errors that arise
from making a clean distinction between the core and
halo components of the source, we perform two fits to the
correlation function using Eqs. (2) and (3):

Craw2 � Ccore � Chalo � ���1�G�F� � �1� ��; (2)
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Craw2 � ���1�G�F� � ����� � ��F� � �1� ����; (3)
where G corresponds to the Gaussian term in Eq. (1). In
Eq. (2) [24–26], the fit is applied to the correlation
function without Coulomb correction (Craw2 ), and the
Coulomb correction term F is included in the fit function
itself. In Eq. (3) we introduce a new parameter, ���, to
decouple the Coulomb and Bose-Einstein fractions. This
form extends the formalism to allow for intermediate
range decay pions, such as from the !, which may con-
tribute to the Coulomb strength without being resolved in
the measured Bose-Einstein correlation [27]. ��� is de-
termined by fitting Coulomb correlation functions calcu-
lated with several Coulomb strengths, assuming the 1D
HBT radius obtained from the like-sign pion data, to the
unlike-sign correlation function in the range 0:2< kT <
2:0 GeV=c, as shown in Fig. 1(a). The test yields a value
of Coulomb strength ��� � 0:50 0:04, where �2 of the
fit becomes minimum (�2=d:o:f: � 32:9=11).

Figures 1(b)–1(d) show fits to the ���� correlation
functions for the full [Eq. (1)] and partial [Eq. (2)]
Coulomb corrections. Figure 2 shows the fit parameters
most affected by the strength of the Coulomb correction,
and the physically interesting ratio Rout=Rside for the full
Coulomb correction and two types of partial Coulomb
corrections. The partial Coulomb correction leads to a
reduction in � at low kT and increases in Rout and
Rout=Rside, which are most prominent at intermediate kT.
In all subsequent results, Eq. (2) is used exclusively, and
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differences arising from the use of Eq. (3) are incorpo-
rated into the total systematic errors.

Figure 3 shows the kT dependence of all radii and the
ratio Rout=Rside, along with the recently published STAR
results [28], and the radii from hydrodynamical model
calculations of Hirano [29] and Soff [30]. The results of
PHENIX and STAR are in excellent agreement, and
reveal in great detail the characteristic �50% overpre-
diction of these models in Rout=Rside. The kT dependence
of these radii is reproduced by parametrizations of hydro-
dynamic freeze-out hypersurfaces [31–33] that are fit to
previously published data.
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Figure 4 shows that the centrality dependency is well
described by a linear function of N1=3

part. The slope parame-
ters for Rside and Rout are similar to those measured at 11.6
and 14:6A GeV=c [34], while Rlong is significantly larger.
Therefore the approximate independence of Rside and Rout,
and the increase in Rlong with

��������
sNN
p

documented in Fig. 2
of [13], can be extended to peripheral collisions as well.

In conclusion, we have presented the Bertsch-Pratt
HBT radii in the LCMS for identified charged pions
measured by PHENIX in Au� Au collisions at

��������
sNN
p

�

200 GeV. The kT dependence of the HBT radii was
measured for hNparti � 281, and the centrality depen-
dence was measured for hkTi � 0:45 GeV=c. We per-
formed two different partial Coulomb analyses: one
based upon a self-consistent treatment of the Coulomb
correction, and the other based upon direct comparison to
the unlike-sign correlations. The methods give different
results for �, Rout, and Rout=Rside from those of the full
Coulomb correction. Using the partial Coulomb correc-
tion of Eq. (2), we observe that the value of Rout=Rside, as a
function of kT, decreases from �1:1 to �0:8 over the
range of kT � 0:2–1:2 GeV=c for hNparti � 281. This ra-
tio remains approximately constant at unity when plotted
as a function of the number of participants for hkTi �
0:45 GeV=c. These measurements are consistent with
recent results from STAR for the same system, but they
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are inconsistent with recent hydrodynamical calculations
assuming the first-order phase transition from QGP to
hadrons. These detailed measurements of the transverse
momentum dependence of the HBT radii, in particular,
that of Rout=Rside, provide extremely strong constraints for
models of particle production at RHIC.
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[3] T. Csörgő, Heavy Ion Phys. 15, 1 (2002).
[4] D. H. Rischke and M. Gyulassy, Nucl. Phys. A597, 701

(1996).
[5] G. F. Bertsch, Nucl. Phys. A498, 173 (1989).
[6] S. Pratt, Phys. Rev. D 33, 72 (1986).
[7] S. Pratt, Phys. Rev. Lett. 53, 1219 (1984).
[8] G. Bertsch and G. E. Brown, Phys. Rev. C 40, 1830

(1989).
[9] R. Hanbury Brown and R. Twiss, Philos. Mag. 45, 663

(1954).
2-6
[10] A. Makhlin and Yu. M. Sinyukov, Z. Phys. C 39, 69
(1988).
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Interferometry of Direct Photons in Central 208Pb� 208Pb Collisions at 158A GeV
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022301-1
Two-particle correlations of direct photons were measured in central 208Pb� 208Pb collisions at
158A GeV. The invariant interferometric radii were extracted for 100<KT < 300 MeV=c and com-
pared to radii extracted from charged pion correlations. The yield of soft direct photons, KT <
300 MeV=c, was extracted from the correlation strength and compared to theoretical calculations.

DOI: 10.1103/PhysRevLett.93.022301 PACS numbers: 25.75.Gz
heavy ion collisions. Historically, such measurements
have concentrated on pion pair correlations, but have

The importance of direct photon Bose-Einstein inter-
ferometry for investigation of the history of heavy ion
Hanbury Brown–Twiss (HBT) interferometry provides
a powerful tool to explore the space-time dimensions of
the emitting source created in elementary particle or
0031-9007=04=93(2)=022301(5)$22.50 
also been applied to kaons, protons, and even heavy frag-
ments [1]. Hadron correlations reflect the space-time ex-
tent of the emitting source at the time of freeze-out.
2004 The American Physical Society 022301-1
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FIG. 1. The two-photon correlation function for narrow
showers with Lmin > 20 cm (diamonds) and average photon
momenta 100<KT < 200 MeV=c (top) and 200<KT <
300 MeV=c (bottom) fitted with Eq. (1). The solid line shows
the fit result in the fit region used (excluding the �0 peak at
Qinv � m�0 ) and the dotted line shows the extrapolation into
the low Qinv region where backgrounds are large.
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collisions, especially of the very early phase, has been
extensively discussed in the literature [2–6]. It has been
shown that photon-photon correlations can provide in-
formation about the space-time distribution of the hot
matter prior to freeze-out. Moreover, the correlations of
direct photons of different transverse momenta will re-
flect different stages of the collision. Unfortunately,
photon interferometry is faced with considerable difficul-
ties compared to hadron interferometry primarily due to
the small yield of photons emitted directly from the hot
zone in comparison to the huge background of photons
produced by the electromagnetic decay of the final had-
rons (�0’s). For this reason, there has been only one
experimental measurement of photon-photon correla-
tions in heavy ion collisions obtained at low incident
energy and low photon momenta (KT � 20 MeV=c) [7].
In this Letter, we present first measurements of direct
photon correlations in central ultrarelativistic heavy-ion
collisions.

A detailed description of the layout of the CERN
experiment WA98 can be found in [8]. Here we briefly
discuss those subsystems used in the present analysis. The
WA98 photon spectrometer, comprising the LEad-glass
photon Detector Array (LEDA), was located at a distance
of 21.5 m downstream from the 208Pb target. It provided
partial azimuthal coverage over the rapidity interval
2:35< y< 2:95. Further downstream, the total trans-
verse energy was measured in the MIRAC calorimeter.
The total transverse energy measured in MIRAC was
used for offline centrality selection. The analysis was
performed on data collected in 1995 and 1996 for the
10% most central and 20% most peripheral fractions of
the 208Pb� 208Pb minimum bias cross section with total
data samples of 5:8� 106 and 3:9� 106 events, respec-
tively. No significant signal was observed in the periph-
eral data sample, consistent with the absence of any
significant direct photon signal reported in [8].

In order to reject most of the hadron background, all
showers reconstructed in the LEDA spectrometer were
required to have a deposited energy of greater than
750 MeV, well above the minimum ionizing peak energy
of 550 MeV. Hadron showers could be further rejected by
the requirement that the shower have a narrow width,
consistent with an electromagnetic shower in LEDA [8].
In addition, during the 1996 run period, the LEDA
charged particle veto was operational and provided a
shower sample of > 98% photon purity.

The two-photon correlation function was calculated for
each bin of the photon average transverse momentum,
KT � j ~ppT1

� ~ppT2
j=2 as the ratio of the distribution of

photon pair invariant relative momenta, Qinv, where
both photons were taken from the same event, to the
same distribution but with the photons of the pair taken
from different events. Sample correlation functions are
shown in Fig. 1. The ratio was normalized to have an
equal number of pairs in the numerator and denominator.
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The correlation function has been fit with a Gaussian
parameterization with normalization A, correlation
strength �inv, and radius parameter Rinv:

C2�Qinv� � A�1� �inv exp�	R2
invQ

2
inv�
: (1)

There are a large number of effects which may give
rise to small Qinv correlations and mimic a direct pho-
ton Bose-Einstein correlation. These include (i) single
hadron or photon showers that are split into nearby clus-
ters, (ii) photon conversions, (iii) HBT correlations of
charged pions or other hadrons misidentified as photons,
(iv) residual photon correlations from �0 HBT corre-
lations, (v) radiative decays of heavier resonances, and
(vi) collective flow.

Apparatus or analysis effects which may result in the
splitting of a single shower into multiple clusters, or the
merging of nearby showers into a single cluster, may be
investigated by studying the dependence of the correla-
tion function on the relative distance L between the
showers on the LEDA detector surface. These effects are
expected to contribute strongly at small L and so can be
suppressed effectively by a distance cut. Such a minimum
cut on L introduces a lower cutoff in Qinv [9].

The dependence of the correlation strength parameter
�inv on the minimum distance cut Lmin and the minimum
invariant momentum Qmin used to define the fit region is
shown in Fig. 2 for two KT regions for narrow showers.
The different symbols correspond to minimum distance
cuts of Lmin � 20, 25, 30, and 35 cm (note that a single
022301-2
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TABLE I. Summary of relative systematic errors on the
photon-photon correlation parameters (in %).

100<KT < 200 200<KT < 300

Source �inv Rinv �inv Rinv

Apparatus 7 5 16 6
Contamination 17 14 42 14
Fit function 5 5 18 6
Fit range 8 5 26 10
Qinv slope (flow + BE) 2 3 12 8
Total systematic error (%) 21 17 56 21

Ntotal
� total error (%) 12 � � � 4 � � �
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FIG. 2. Comparison of �inv parameter fit results for different
fit regions for 100<KT < 200 MeV=c (top) and 200<KT <
300 MeV=c (bottom), calculated for narrow showers with
different cuts on the minimum shower separation distance:
Lmin � 20 cm, �; 25 cm, �; 30 cm, �; 35 cm, � (same
Qmin for each).
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LEDA module is 4 cm in width). The results demonstrate
that the extracted fit parameters vary strongly with Lmin

when the low Qinv region is included in the fit, a result
attributed to apparatus effects and conversion back-
ground, but that stable results are obtained with a suffi-
ciently large minimum separation distance cut, or by
restricting the Qinv fit region. When no charged veto or
narrow shape cuts are applied to the showers, stable
results are also obtained, but with larger minimum dis-
tance cut (or Qmin) required, consistent with the larger
expected backgrounds.

As mentioned above, the observed correlations could be
caused by residual correlations of charged pions, neu-
trons, antineutrons, or conversion electrons misidentified
as photons. To investigate possible contributions from
nonphoton contamination, the correlation functions
were constructed with four different identification crite-
ria applied to the showers reconstructed in LEDA. These
criteria have somewhat different photon efficiencies,
which should not affect the photon correlation, but
more importantly have very different levels of nonphoton
contamination which should only affect �inv if the con-
tamination forms uncorrelated background. The charged
hadron contamination decreases from 37% and 22% to
16% and 4%, respectively, for the two KT bins, after
applying the narrow electromagnetic shower shape con-
dition [8] and is negligible after application of the
charged veto condition. The correlation parameters ex-
tracted from these four types of correlation functions,
corrected for contamination, are shown in Fig. 3. The
022301-3
consistency of the parameters extracted with the different
identification criteria indicates that the nonphoton contri-
bution to the observed correlation is not significant.

The estimated systematic errors on the correlation fit
parameters are summarized in Table I. Besides the un-
certainties associated with the apparatus and fit range
discussed with respect to Fig. 2, and nonphoton contami-
nation (Fig. 3), the dependence on the fit function has
been investigated. In addition to the Gaussian form of
Eq. (1), an exponential form and a student’s t distribution
form have also been used to fit the correlation functions.
The student’s t distribution provides a good fit to the
correlation for parameter n � 2. The variation of the fit
results with n and comparison with the Gaussian fit results
has been used to estimate the fit function error. Reason-
able fit functions leading to significantly smaller values of
�inv could not be found. An exponential form gives larger
022301-3
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�inv values but also exhibits a strong dependence of the fit
parameters on fit range.

Finally, correlations might exist in the background
decay photons, e.g., correlations due to collective flow,
Bose-Einstein correlations of �0’s, or from decays of
heavier resonances. Monte Carlo simulations have been
performed to estimate each of these effects. For these
simulations, the transverse momentum and rapidity dis-
tributions of the �0’s were taken from measurements [8].
The effect of flow was investigated by introducing an
elliptic flow pattern with a magnitude equal to that
measured for charged pions [10]. Similarly, the effect of
�0 Bose-Einstein correlations was introduced with the
same parameters as measured for charged pions [11].
Finally, residual correlations due to decays of heavier
resonances were estimated by including all resonances
having high yield and large branching ratios for electro-
magnetic decay: K0

S, K0
L, �, and !. The heavy resonances

were included based on experimental spectra where avail-
able and thermodynamic extrapolations otherwise. In all
simulations, the acceptance, identification cuts, and en-
ergy and position resolution of LEDA were applied.
The simulations showed that elliptic flow results in the
022301-4
appearance of a small slope in the correlation func-
tion and that Bose-Einstein correlations of �0’s lead
to a characteristic steplike structure in the photon-pair
correlation function at the �0 mass, with a small slope in
the Qinv < 100 MeV=c region, also shown by analytical
calculations [5]. The height of the step in simulations
agrees with that seen in the correlation functions of
Fig. 1. The contribution of residual correlations due to
decays of heavier resonances results in a deviation from
unity which is smaller than 10	4. The combination of
these effects in simulation results in a predicted slope in
the photon-pair correlation of 5� 10	6 �MeV=c�	1 in the
region of fit. The data sample with the highest statistics
has been fit with an additional parameter for the slope,
and the extracted value of �5� 3� � 10	6 �MeV=c�	1

was found to be consistent with the simulation result.
However, limited statistics did not allow to extract a
slope value for all data samples. Therefore, the final
values of the correlation strength and radii have been
corrected for the presence of an overall slope using the
simulation result (typically a 10% decrease of �inv and
10% increase of Rinv).

Averaging over the different particle identification cri-
teria, we obtain the following correlation parameters:
�I
inv � 0:0028� 0:0004�stat� � 0:0006�syst�; RI

inv � 5:9� 0:8�stat� � 0:9�syst� fm;

�II
inv � 0:0029� 0:0007�stat� � 0:0016�syst�; RII

inv � 6:1� 0:8�stat� � 1:2�syst� fm;

for regions (I) 100<KT < 200 MeV=c and (II) 200<KT < 300 MeV=c, respectively.
The correlation function can be written as an integral over directions of the relative momenta in the pair c.m. frame.

For massless particles it can be expressed as

C2�Qinv; KT� � 1�
�
4�

Z
d!expf	�Q2

inv � 4K2
T�R

2
Ocos2�	Q2

inv�R
2
Ssin

2�sin2�� R2
Lsin

2�cos2��g;
where � is the correlation strength (� � 1=2 for a fully
chaotic photon source), RO, RS, and RL are the ‘‘out’’
‘‘side,’’ and ‘‘long’’ radius components of the source,
measured in the local comover system. For large KT
(�Qinv), the photon Rinv is an average of RS and RL,
and almost independent of RO. However, the measured
invariant correlation strength is dependent on RO as
�inv � ��

����
�
p

Erf�2KTRO�=4KTRO. Therefore the direct
photon invariant radii may be compared to measurements
of the side and long components of interferometric radii
of �	 for the same centrality selection and similar KT
region [12]: RS � 5:55� 0:24, 5:13� 0:32, and 4:81�
0:29 fm, RL � 5:95� 0:27, 5:45� 0:37, and 5:15� 0:34
at KT � 125, 175, and 285 MeV=c, respectively. The
similarity of the interferometric radii of direct photons
and pions suggests that the direct photons of this KT
region are emitted in the late stage of the collision.

Under the assumption of a fully chaotic photon source,
the direct photon yield Ndirect

� is related to the correlation
strength � and the total inclusive photon yield Ntotal

� as [5]
Ndirect
� =Ntotal

� �
������
2�
p

�

�����������������������������������������������������������
8�invKTRO=

����
�
p

Erf�2KTRO�
q

:

Although the photon RO has not been measured, a lower
limit on the yield of direct photons is given by the
assumption RO � 0. A most probable yield is obtained
by assuming a value ofRO � 6 fm [12]. The low pT direct
photon yields have been extracted for these two cases and
are presented in Fig. 4 (assuming pT � hKTi). The pre-
viously published direct photon yield at high transverse
momenta obtained with the subtraction method [8] is also
shown. The measured direct photon results are compared
with recent fireball model predictions [13]. The calcu-
lated contributions to the total yield from the quark gluon
plasma and hadronic stages of the collision are shown. It
is seen that the contribution from the hadron gas phase
dominates the direct photon yield at small pT , with
predicted yields below the measured direct photon yield.

In summary, two-photon correlation functions
have been measured for the first time in central
022301-4
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208Pb� 208Pb collisions at 158A GeV. The observed cor-
relations are attributed to Bose-Einstein correlations of
directly radiated photons. An invariant photon source
radius of about 6 fm is extracted at low momenta, com-
parable to correlation radii extracted for pions of simi-
lar momenta. The correlation strength parameter was
used to determine the yield of direct photons at pT <
300 MeV=c. The measured yield exceeds theoretical ex-
pectations which attribute the dominant contribution in
this pT region to the hadronic phase.
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Event-by-event fluctuations of the average transverse momentum of produced particles near mid-
rapidity have been measured by the PHENIX Collaboration in

��������
sNN
p

� 200 GeV Au� Au, and p� p
collisions at the Relativistic Heavy Ion Collider. The fluctuations are observed to be in excess of the
expectation for statistically independent particle emission for all centralities. The excess fluctuations
exhibit a dependence on both the centrality of the collision and on the pT range over which the average
is calculated. Both the centrality and pT dependence can be well reproduced by a simulation of random
particle production with the addition of contributions from hard-scattering processes.
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The measurement of fluctuations in the event-by-event
average transverse momentum of produced particles in
relativistic heavy ion collisions has been proposed as a
probe of phase instabilities near the QCD phase transition
[1–3], which could result in classes of events with differ-
ent properties, such as the effective temperature of the
collision. Fluctuation measurements could also provide
information about the onset of thermalization in the
system [4]. The resulting phenomena can be observed by
measuring deviations of the event-by-event average pT ,
referred to here as MpT , of produced charged particles
from the expectation for statistically independent particle
emission [5,6] after subtracting contributions from fluc-
tuations arising from physical processes such as elliptic
flow and jet production.

Several MpT fluctuation measurements have been re-
ported in heavy ion collisions [7–10], including a study
by PHENIX [9] in

��������
sNN
p

� 130 GeV Au� Au collisions,
which set limits on the magnitude of nonrandom fluctua-
tions inMpT . Recently, STAR has reported fluctuations in
excess of the random expectation, within the PHENIX
limits, at the same collision energy [10]. For the first
results from

��������
sNN
p

� 200 GeV Au� Au and p� p colli-
sions reported here, upgrades of the PHENIX central arm
spectrometers [11] have expanded the azimuthal accep-
tance from 58:5� to 180:0� within the pseudorapidity
range of j�j< 0:35. Pad chamber and calorimeter detec-
tors have also been utilized for improved background
rejection. As a result, the sensitivity of the PHENIX
spectrometer to the observation of fluctuations in MpT
due to event-by-event fluctuations in the effective tem-
perature [9,12] has improved by greater than a factor of 2.

Minimum bias events triggered by a coincidence be-
tween the zero degree calorimeters (ZDC) and the beam-
beam counters (BBC), with a requirement that the colli-
sion vertex, which is measured with an rms resolution of
less than 6 mm in central collisions and 8 mm in the most
peripheral collisions, be within 5 cm of the nominal
origin, are used in this analysis. Event centrality for Au�
Au collisions, which is defined using correlations in the
BBC and ZDC analog response [13], is divided into
several classes, each containing an average of 244 000
analyzed events. These classes are associated to the esti-
mated average number of participants in the collision,
hNparti, which is derived using a Glauber model Monte
Carlo calculation with the BBC and ZDC detector re-
sponse taken into account [14].

Charged particle momenta are reconstructed in the
PHENIX central arm spectrometers with a drift chamber
and a radially adjacent pixel pad chamber. Nonvertex
track background rejection is provided by pixel pad
chambers and calorimeters located further outward radi-
ally from the collision vertex [15]. The momentum reso-
lution is �
p=p	 ’ 0:7% � 1:0%� p �GeV=c	.
MpT is calculated for each event, which contains a

number of reconstructed tracks within a specified pT
092301-3
range, Ntracks. The pT range is always given a lower bound
of 200 MeV=c and a varying upper bound, pmax

T , from
500 MeV to 2:0 GeV=c. There is a minimum Ntracks cut of
three in both Au� Au events (removing 0%, 4.6%, and
29% of events in the 0%–50%, 50%–60%, and 60%–70%
centrality ranges, respectively, when pmax

T � 2:0 GeV=c)
and p� p events (removing 59% of the events).

There are several measures by which the magnitude of
nonrandom fluctuations can be quantified, namely �pT
[16,17], dynamic [18], andFpT [9]. The calculation ofFpT is
based upon the magnitude of the fluctuation,!pT , defined
as

!pT �
�hM2

pT i  hMpT i
2	1=2

hMpT i
�
�MpT

hMpT i
: (1)

FpT is defined as the fractional deviation of !pT from a
baseline estimate defined using mixed events,

FpT �
�!�pT;data	 !�pT;mixed	�

!�pT;mixed	
: (2)

Mixed event MpT distributions are validated by com-
parisons to a calculation of MpT assuming statistically
independent particle emission using parameters extracted
from the inclusive pT distributions of the data [19]. For
the 0%–5% centrality class, which suffers the most from
tracking inefficiency, the effects of two-track resolution,
and background contributions, the mixed event MpT dis-
tribution yields a value of FpT � 0:04% with respect to
the calculation. The results of this comparison are in-
cluded in the estimates of the systematic errors. Further
details on the mixed event procedure and a discussion of
contributions to the value of FpT from detector efficiency
and resolution effects can be found in the description
of the data analysis of

��������
sNN
p

� 130 GeV Au� Au colli-
sions [9].

Comparisons of the data and mixed event MpT distri-
butions for the 0%–5% and 30%–35% centrality classes
are shown in Fig. 1. Any excess fluctuations are small and
are difficult to distinguish by eye in a direct overlay of the
MpT distributions. Therefore, the comparison is also
shown as residuals of the difference between the data
and mixed event distributions in units of standard devia-
tions of the individual data points. The double-peaked
shape in the residual distributions is an artifact of the fact
that the mixed event distributions, which always have a
smaller standard deviation in MpT than the data, are
normalized to minimize the total �2 of the residual
distribution.

Figure 2 shows the magnitude of FpT , expressed in
percent, as a function of centrality for Au� Au collisions
with pmax

T � 2:0 GeV=c. The error bars are dominated by
time-dependent systematic effects during the data taking
period due to detector variations, which are minimized
using strict time-dependent cuts on the mean and
standard deviations of the inclusive pT and Ntracks
092301-3
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FIG. 1. Comparisons between the data and mixed event MpT distributions for the representative 0%–5% and 30%–35% centrality
classes. Plots (a) and (c) show direct comparisons of the data (points) and normalized mixed event (solid line) MpT distributions.
Plots (b) and (d) show the residuals between the data and mixed events in units of standard deviations of the data points from the
mixed event points.
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distributions. Statistical errors are belowFpT � 0:05% for
all centralities. The systematic errors are determined by
dividing the entire dataset into ten separate subsets for
each centrality class and extracting the standard deviation
of the FpT values calculated for each subset. From Fig. 2, a
significant nonrandom fluctuation is seen that appears to
peak in midcentral collisions. However, the magnitude of
the observed fluctuations are within previously published
limits [9]. In addition, the value of FpT for the most
peripheral Au� Au collisions is consistent with, albeit
slightly below, the value measured by the same PHENIX
apparatus in minimum bias

��������
sNN
p

� 200 GeV p� p col-
lisions. If the magnitude of FpT is entirely due to fluctua-
tions in the effective temperature of the system [12], this
measurement corresponds to a fluctuation of �T=hTi �
1:8% at 0%–5% centrality and 3.7% at 20%–25%
centrality.

To further understand the source of the nonrandom
fluctuations, FpT is measured over a varying pT range
for which MpT is calculated, 0:2 GeV=c < pT < pmax

T .
Figure 3 shows FpT plotted as a function of pmax

T for the
20%–25% centrality class. A trend of increasing FpT for
092301-4
increasing pmax
T is observed for this and all other central-

ity classes. The majority of the contribution to FpT ap-
pears to be due to correlations of particles with
pT > 1:0 GeV=c, where FpT increases disproportionately
to the small increase (only 14%) of Ntracks in this region.

The behavior of FpT as a function of centrality and pT
is similar to trends seen in measurements of elliptic flow
[20]. The contribution of elliptic flow to the magnitude of
FpT is investigated using a Monte Carlo simulation
whereby events are generated with a Gaussian distribution
of Ntracks particles determined by a fit to the data and a
random reaction plane azimuthal angle, �, between 0 and
2�. Independent particles within an event are generated
following the inclusive pT distribution with azimuthal
angles,�, distributed according to collective elliptic flow
described by the function �dN=d���	� � 1�
2v2 cos�2���	�. The values of the v2 parameter are
linearly parametrized as a function of pT and centrality
using PHENIX measurements of inclusive charged had-
rons [20]. Only generated particles that lie within the
PHENIX azimuthal acceptance are included in the cal-
culation of MpT . This simulation estimates that the
092301-4
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VOLUME 93, NUMBER 9 P H Y S I C A L R E V I E W L E T T E R S week ending
27 AUGUST 2004
contribution of elliptic flow to FpT is largely canceled out
by the symmetry of the PHENIX acceptance, and is
negligible for central collisions. The estimated elliptic
flow contribution to the value of FpT is less than 0.1%
for Npart > 150, increasing to about 0.6% for Npart < 100.
Note that FpT measured for minimum bias p� p colli-
sions, where collective flow is not expected to contribute,
is nonzero (1:9� 0:6%), implying that a nonflow contri-
bution may also be present in peripheral Au+Au
collisions.

Figure 3 illustrates that a large contribution to the
observed nonrandom fluctuations is due to the correlation
of high pT particles, such as might be expected from
correlations due to jet production [21]. In order to esti-
mate the contribution due to jets, a Monte Carlo simula-
tion is again applied. Events are generated with a
Gaussian distribution of Ntracks particles as independent
particles that follow anmT exponential fit to the inclusive
data pT distribution. Hard processes are defined to occur
at a uniform rate per generated particle, Sprob�Npart	, for
each centrality class. This is the only parameter that is
allowed to vary in the simulation. As Au� Au events are
being generated, single

��������
sNN
p

� 200 GeV p� p hard-
092301-5
scattering events generated by the PYTHIA event genera-
tor [22] and filtered by the PHENIX acceptance are
embedded into the event. The addition of the PYTHIA
events affects the mean and standard deviation of the
inclusive pT spectra by less than 0.1%. The value of FpT
has been extracted from 100 000 PYTHIA events for
minimum bias p� p collisions, yielding FpT � 2:06%
within the PHENIX acceptance, which is consistent with
the measured value of FpT � 1:9� 0:6%.

Two scenarios are considered for studies of the central-
ity dependence of jet contributions to the value of FpT :
(i) with Sprob�Npart	 set at a constant rate for all centrality
classes, and (ii) with Sprob�Npart	 scaled for each centrality
class by the PHENIX measurement of the suppression of
high pT charged particles, which is characterized by the
nuclear modification factor, RAA, integrated over pT >
4:5 GeV=c [23]. The pT value at which RAA is extracted
has little effect on the simulation results, which change by
less than 0.2% for 0%–5% centrality if the RAA measure-
ment at pT � 2:0 GeV=c is used instead. The latter sce-
nario is intended to model the effect of the suppression of
jets due to energy loss in the nuclear medium [24] on the
fluctuation signal. The initial value of Sprob�Npart	 for both
scenarios is normalized so that the FpT result from the
RAA-scaled simulation matches that of the data for the
20%–25% centrality class. The results of the simulation
092301-5
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as a function of pmax
T , with Sprob�Npart	 scaled by RAA, are

represented by the dashed curve in Fig. 3 for the 20%–
25% centrality class, The trend of increasing FpT with
increasing pmax

T observed in the data is reproduced by the
simulation reasonably well.

The results of the two hard-scattering simulation sce-
narios are shown in Fig. 2 as a function of centrality. The
model curves include the small contribution estimated
from the elliptic flow simulation. The dotted curve is
the result with Sprob�Npart	 fixed for all centralities. The
dashed curve is the result with Sprob�Npart	 scaled by RAA
as a function of centrality. Within this simulation, the
decrease of FpT for the more peripheral events is ex-
plained as a decrease in the signal strength relative to
number fluctuations from the small and decreasing value
of Ntracks. If Sprob�Npart	 remains constant, the value of FpT
decreases only slightly when going from midcentral to
central collisions, in contradiction with the large decrease
seen in the data over this centrality range. When
Sprob�Npart	 is scaled by RAA as a function of centrality,
the trend in the simulation of decreasing FpT with in-
creasing centrality is more consistent with the data.

To summarize, the PHENIX experiment has observed
a positive nonrandom fluctuation signal in event-by-event
average transverse momentum, measured as a function of
centrality and pT in

��������
sNN
p

� 200 GeV Au� Au and p�
p collisions. The increase of FpT with increasing pT
implies that the majority of the fluctuations are due to
correlated high pT particles. A Monte Carlo simulation
that includes elliptic flow and a PYTHIA-based hard-
scattering description can consistently describe contribu-
tions to the signal as a function of centrality and pT with a
simple implementation of jet suppression.
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Abstract

The PHENIX Electromagnetic Calorimeter (EMCal) is used to measure the spatial position and energy of electrons

and photons produced in heavy ion collisions. It covers the full central spectrometer acceptance of 701pyp1101 with

two walls, each subtending 901 in azimuth. One wall comprises four sectors of a Pb-scintillator sampling calorimeter

and the other has two sectors of Pb-scintillator and two of a Pb-glass Cherenkov calorimeter. Both detectors have very
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good energy, spatial and timing resolution, while the Pb-scintillator excels in timing and the Pb-glass in energy

measurements. Also, having two detectors with different systematics increases the confidence level of the physics results.

Design and operational parameters of the Pb-scintillator, Pb-glass and special readout electronics for EMCal are

presented and running experience during the first year of data taking with PHENIX is discussed. Some examples of data

taken during the first run are shown.

r 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The PHENIX detector [1] at the Relativistic
Heavy Ion Collider is designed to measure the
properties of nuclear matter at the highest
temperatures and energy densities yet produced
in terrestrial experiments and to search for new
phenomena such as the quark-gluon plasma. The
primary role of the Electromagnetic Calorimeter
(EMCal) in PHENIX is to provide a measurement
of the energies and spatial positions of photons
and electrons produced in heavy ion collisions. It
also plays a major role in particle identification
and is an important part of the PHENIX trigger
system. The EMCal system can trigger on rare
events with high transverse momentum (pT)
photons and electrons. Its signals are incorporated
in Level-1 triggers for high multiplicity or large
total transverse energy (ET) events. In addition the
EMCal provides a good measurement of the
hadronic energy produced at mid-rapidity and thus
of the ET produced in the reaction.

The EMCal system consists of a total of 24,768
individual detector modules divided between the
Pb-Scintillator calorimeter, which provides six
sectors of azimuthal coverage and the Pb-glass
calorimeter comprised of two sectors. Both sub-
detectors are read out with photomultipliers and
have good energy resolution and intrinsic timing
characteristics but their design is quite different
and they will be described separately. A descrip-
tion of special EMCal front-end electronics is also
given. The position of the EMCal relative to the
rest of the PHENIX detector is illustrated in Fig. 2
in the article entitled ‘‘PHENIX Detector Over-
view’’ in this volume [1] and a view in a cut

through the collision vertex is shown in Fig. 1 in
the article entitled ‘‘PHENIX Central Arm Track-
ing Detectors’’ also in this volume [2].

The properties of the Pb-scintillator and Pb-
glass calorimeters are very different and they have
different strengths and weaknesses. The Pb-scin-
tillator is a sampling calorimeter while the Pb-glass
is a Cherenkov detector. For the two detectors the
granularity, energy resolution, linearity, response
to hadrons, timing properties and shower shape at
normal and non-normal impact on the face of the
tower differ significantly. For example, the Pb-
glass has the best granularity and energy resolu-
tion but the Pb-scintillator has the best linearity
and timing and the response to hadrons is better
understood. Due to this the data analysis, particle
identification cuts and the resulting systematic
errors are also different and will be discussed in
separate sections. Nevertheless choosing two
different technologies was a deliberate decision
by PHENIX which has the advantage of produ-
cing independent cross-checks of results within the
same experiment.

2. Lead-scintillator calorimeter

The Pb-scintillator electromagnetic calorimeter
is a shashlik type sampling calorimeter made of
alternating tiles of Pb and scintillator consisting
of 15,552 individual towers and covering an area
of approximately 48 m2: The basic building block
is a module consisting of four (optically isolated)
towers which are read out individually. The
modules were manufactured in Russia and sub-
jected to quality control procedures designed to
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achieve consistent large light yield in all
towers ðB12; 500 photons=GeVÞ: The PbSc calori-
meter has a nominal energy resolution of
8:1%=

ffiffiffiffi
E

p
ðGeVÞ"2:1% and an intrinsic timing

resolution better than 200 ps for electromagnetic
showers [3]. A high precision calibration and
monitoring system has been developed to achieve
an absolute energy calibration better than 5% for
day one operation at RHIC, and to maintain an
overall long term gain stability of the order of 1%.
Details of the two calorimeter types are given in
Sections 2 and 3 below and the front-end electro-
nics for both are discussed in Section 4.

2.1. Pb-scintillator calorimeter design

2.1.1. Opto-mechanical design

Each Pb-scintillator tower contains 66 sampling
cells consisting of alternating tiles of Pb and
scintillator. The edges of the tiles are plated with
Al. These cells are optically connected by 36
longitudinally penetrating wavelength shifting
fibers for light collection. Light is read out by

30 mm FEU115M phototubes at the back of the
towers. Four towers are mechanically grouped
together into a single structural entity called a
module as shown in Fig. 1. Thirty six modules are
attached to a backbone and held together by
welded stainless-steel skins on the outside to form
a rigid structure called a supermodule. Eighteen
supermodules make a ‘‘sector’’, a 2� 4 m2 plane
with its own rigid steel frame. Details of the design
and methods of construction of the Pb-scintillator
modules have been given in an earlier publication
[4]. All major Pb-scintillator design parameters are
listed in Table 1. The scintillating plastic contains
an organic scintillator p-bis[2-(5-phenyloxazolyl)]-
benzene (POPOP) and a fluorescent additive
p-terphenyl (PT).

2.1.2. Monitoring system design

The calibration and monitoring system is based
on a UV laser which supplies light to the
calorimeter through a series of optical splitters
and fibers. The block diagram of the monitoring
system is shown schematically in Fig. 2 [5].

Fig. 1. Interior view of a Pb-scintillator calorimeter module showing a stack of scintillator and lead plates, wavelength shifting fiber

readout and leaky fiber inserted in the central hole.
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Light from a high power YAG laser is initially
split into six equal intensity beams using a set of
partially reflecting mirrors. The beam from each
mirror passes through a quartz lens and is focused
to a point just in front of a quartz fiber which is
used to transport the light over a distance of
approximately 50 m to one sector of the calori-

meter. Optical splitters are used to distribute the
light to each of the individual calorimeter modules.
At the very last stage the light is injected into a
38 cm long, 2 mm diameter plastic fiber that
penetrates the center of the module (there is a
small gap in the optical isolation of the towers).
This ‘‘leaky fiber’’ is grated such that light exits
along its length simulating the depth profile of a
1 GeV electromagnetic shower in the four sur-
rounding towers. The overall efficiency to produce
one photoelectron in each of the 15,592 towers
from the primary photons of the laser is of the
order of 4� 10�12: Given that the calorimeter has
an intrinsic light output of B1500 photoelectrons
per GeV, this leads to an energy requirement of
B0:2 mJ per pulse from the YAG laser to deliver
1 GeV of equivalent energy into each tower.

2.2. Energy calibration and gain monitoring

The initial calibration coefficients were estab-
lished as follows. The calorimeter response to
cosmic ray muons penetrating the supermodule in
a direction nearly orthogonal to the tower axis was
recorded along with the response to laser pulses.
The absolute energy scale for muons was in turn
established by test-beam measurements using
electrons of known energy [4]. During the same
test-beam exposure the response to relativistic
ð1 GeV=cÞp7 charged particles which traverse the
calorimeter was characterized by the minimum
ionizing peak (MIP).

A lego plot of the energies deposited by a
laterally penetrating muon in neighboring towers
of a supermodule is shown in the bottom left plot
of Fig. 3. The top left plot in the same figure shows
the energy spectrum in one tower exposed to
laterally penetrating muons. The MIP peak
corresponds to 38 MeV in this case (270 MeV for
longitudinally traversing particles) and has a
nearly gaussian shape with sðEÞ=EB30%: On
average the EMCal towers produce 12,500
photons per GeV of deposited electromagnetic
energy. The distribution of the light yield (normal-
ized to an average value) for B8000 towers is also
shown in the same figure. Both the precalibration
and original light yield measurements were per-
formed with a ‘‘standard set’’ of phototubes,

Table 1

Individual Pb-scintillator calorimeter tower parameters

Parameter Value

Lateral segmentation 5:535� 5:535 cm2

Active sampling cells 66

Scintillator Polystyrene (1.5% PT/0.01%

POPOP), 0:4 cm

Absorber Pb, 0:15 cm

Cell thickness 0:56 cm (0.277 X3)

Active depth 37:5 cm

Radiation length 18

Nuclear interaction 0.85

Length

WLS fiber BCF-99-29a, 0:1 cm

WLS fibers per tower 36

PMT type FEU115M, MELS, Russia, 3:0 cm

Photocathode Sb–K–Na–Cs

Luminous sensitivity X80 ma=lm
Rise time (20–80%) p5 ns

Fig. 2. Laser light distribution and monitoring system.
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whose quantum efficiencies and gains differ from
the actual tubes used in the final assembly. The
laser monitoring system was used to transfer the
initial calibration into the RHIC operational

environment. After renormalization, the disper-
sion in the actual response of each tower with
respect to the original muon calibration was only
2.3%. This residual dispersion is due mainly to the
non-uniformities in the quantum efficiencies of
the phototubes over the active photocathode area.
The implemented scheme for calorimeter precali-
bration and further monitoring ensured a very low
uncertainty in the absolute energy scale for day
one operation at RHIC, well below the design goal
of 5%.

2.3. Energy and position measurements with the

test beam

The Pb-scintillator calorimeter went through a
rather extensive sequence of preconstruction tests
in the particle beams from U70 (IHEP, Protvino),
from the AGS (BNL) and finally from the SPS
(CERN). The correlation plot between the incident
beam energy and the energy measured in the
calorimeter is presented in Fig. 4. Data are
normalized to 1 GeV: The finite light attenuation
length ð100 cmÞ in the WS fibers is a major
contributor to the response non-uniformities at
the low end of the energy scale, although this effect

0 0.2 0.4 0.6 0.8 1 1.2 1.4
EMCal Intrinsic Uniformity

n(γ)=12500/GEV
 σ=11.4%

0.05 0.1 0.15

Lateral µ (GeV)

σ=29.9%

Fig. 3. Light yield uniformity in the Pb-scintillator calorimeter.

The energy distribution in the towers exposed to laterally

penetrating cosmic muons is shown in the top left inset and a

lego plot of energies deposited in the towers by laterally

penetrating cosmic muons is shown at the bottom left.
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systematic uncertainties in the analysis.
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is mitigated by the fact that each fiber is looped
back (see Fig. 1), and the light collected always has
a short and a long path to the phototube. Other
contributors at low energies are coarse sampling
[6] and energy leakage at the front face [7]. At high
momenta the ‘‘positive’’ effect of the light attenua-
tion in the fibers is overcompensated by the
‘‘negative’’ effect of energy leakage from the back
of the calorimeter. The resulting nonlinearity is
about a factor of 2 lower than what one would
expect from the effect of light attenuation alone.

The calorimeter energy resolution (corrected for
the noise contribution) is shown in Fig. 5. The
resolution is given by

8:1%
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
"2:1%: ð1Þ

The 8.1% value for the stochastic term is close
to the expected resolution from sampling as
predicted by GEANT.

The main contributors to the constant term are
intrinsic non-uniformities, in particular tower
boundaries, hot spots at fiber positions and shower
depth fluctuations. (The latter are responsible for
the variations in the amount of the light seen and
in the energy leaking from the calorimeter via the
front and back surfaces.)

In order to study the lateral response non-
uniformity, different areas of the calorimeter were
exposed to 1 GeV=c electrons whose impact point
was measured to better than 3 mm: The response
variation was 72:5%: The 8% loss in the
calorimeter response from particles hitting
the corner of the towers is the main factor in the
relatively large constant term in the expression for
the energy resolution.

The depth of the Pb-scintillator electromagnetic
calorimeter measured in units of nuclear interac-
tion length at normal incidence is 0:85 Labs:
Lineshapes for protons and pions are shown in
Fig. 6 along with electrons of the same momentum
for comparison.

Both simulated (GEANT) and experimental
data (taken at different impact angles) show that
the measured shower shape (the projection onto
the front face of the calorimeter) becomes skewed
for non-normal angles of incidence. The data also
show a gradual spread of the shower core mainly
related to the longitudinal shower fluctuations
contributing to the observed width, which in turn
depends on impact angle y as

bðyÞ ¼ b0"aðEÞ � sin2ðyÞ ð2Þ
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Fig. 5. Pb-scintillator EMCal energy resolution obtained by beam tests at CERN and BNL. The dashed line shows a fit to the linear

formula sðEÞ=E ¼ 1:2%þ 6:2%=
ffiffi
ð

p
EðGeVÞÞ: The dashed-dotted line shows the fit to the quadratic formula sðEÞ=E ¼

2:1%"8:1%=
ffiffi
ð

p
EðGeVÞÞ:
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where b0 ¼ 7:3 mm is the average width of 1 GeV
electromagnetic showers for y ¼ 0 (orthogonal
impact). At larger angles the contribution from
longitudinal fluctuations becomes dominant and
the position resolution degrades. All available data
on position resolution can be well described by the
simple formula

sxðE; yÞ ¼ s0ðEÞ"D� sinðyÞ ð3Þ

where

s0ðEÞ ¼ 1:55"
5:7
ffiffiffiffi
E

p ðmmÞ; EðGeVÞ ð4Þ

is the position resolution for normal incidence and
DBLrad:

2.4. Particle identification with the Pb-scintillator

calorimeter

2.4.1. Effect of shower-shape measurements on

photon identification and hadron rejection

Since electromagnetic and hadronic particles
produce quite different patterns of energy sharing
between calorimeter towers, second moments of
the measured showers are often used to differenti-
ate between them. However, in an earlier paper [8]

we introduced a model which uses an analytical
parametrization of the energy sharing and its
fluctuations based upon measurements of identi-
fied electrons. The parameterization is used to
compute w2 ¼

P
i ðE

pred
i � Emeas

i Þ2=s2i where Emeas
i

is the energy measured in tower i and E
pred
i is the

predicted energy (using the parametrization and
the actual measured impact point) for an electro-
magnetic particle of total energy

P
i Emeas

i : This w2

value characterizes how ‘‘electromagnetic’’ a par-
ticular shower is and can be used to discriminate
against hadrons. The important new feature of this
model is that the fluctuations are also parameter-
ized. Therefore, the resulting w2 distribution is
close to the theoretical one and it is nearly
independent of the energy or the impact angle of
the electron. The w2 distributions for 2 GeV=c

electrons and pions (with energy deposit above
minimum ionization) are shown in Fig. 7. The
arrow marks the w2 cut corresponding to 90%
electron efficiency.

2.4.2. Time-of-flight measurements with the

calorimeter

Timing information from the calorimeter is used
both for particle identification and in the pattern
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recognition to find overlapping showers. In
particular, timing is the only tool to reject neutral
baryons, and interacting antineutrons are a major
contributor to clusters with energy B2 GeV: Also,
large inconsistencies between the measured times
in different towers of the same cluster often
indicate the overlap of two particles with very
different time-of-flight.

Slew corrected arrival times measured by
exposing the calorimeter to electrons, pions and
protons at 1 GeV=c momenta are shown in Fig. 8
(top). The distribution for electrons has a perfectly
Gaussian shape with only a few events in the tails.
Both the pion and proton distributions show the
presence of tails and are slightly asymmetric. The
timing resolution curves (stochastic term) plotted
in Fig. 8 combine the points measured by exposing
the calorimeter to the particles in the 0.3–
1:0 GeV=c momentum range.

For energy deposits in the calorimeter
X0:5 GeV the calorimeter timing resolution is
nearly constant at B120 ps for electrons and
protons and B270 ps for pions where shower
fluctuations are the major contributor to the
measured resolution. In general the data can be
well fitted by the function:

st ¼ st0 þ st1=ðE � EthresholdÞ ð5Þ

which includes a pole type divergence close to the
threshold. Here st0 is an intrinsic timing resolution

limit, presumably due to fluctuations in the
localization of the shower, and st1 includes
contributions due to photon statistics as well as
pulse shape fluctuations.

2.5. Pb-scintillator performance during first year

running

Photons are identified using time-of-flight and
showershape (w2) cuts. The inset in Fig. 9 shows
the gg invariant mass distribution for minimum
bias data of the same reaction.

2.6. Summary for the Pb-scintillator calorimeter

We have designed and successfully constructed a
15,552 channel electromagnetic calorimeter cover-
ing a total area of 48 m2 using an approach
optimized for industrial mass production. We
relied heavily on industrial style quality control
procedures to insure conformity to physics speci-
fications. The calorimeter has a light yield of
B12,500 photons/GeV of electromagnetic energy.
The calorimeter has energy and position resolu-
tions B8% and B7 mm; respectively, for 1 GeV
photons and electrons at normal incidence and
gives a p0 mass with resolution of B15 MeV: It
has an excellent timing resolution of B100 ps for
electromagnetic and B270 ps for hadronic
showers which is nearly independent of the energy
well above a threshold of about 10 MeV:

3. Lead-glass calorimeter

The Pb-glass calorimeter array comprises 9216
elements of a system previously used in CERN
experiment WA98 [9]. It has a nominal energy
resolution of 6%=

ffiffiffiffi
E

p
ðGeVÞ and an intrinsic

timing resolution of better than 300 ps for
electromagnetic showers above the minimum
ionizing peak energy.

3.1. Pb-glass calorimeter design

3.1.1. Mechanical design

The Pb-glass calorimeter occupies the two lower
sectors of the East Central arm of PHENIX. The
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Fig. 7. w2 distribution for showers induced by 2 GeV=c

electrons and pions in the Pb-scintillator calorimeter.
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PHENIX Time-of-flight system [10] is located on
the Pb-glass sectors. Each Pb-glass sector com-
prises 192 supermodules (SM) in an array of 16
Pb-glass SM wide by 12 SM high as shown in
Fig. 10. Each Pb-glass SM comprises 24 Pb-glass
modules in a array of 6 Pb-glass modules wide by 4
modules high. Each Pb-glass module is 40 mm�
40 mm� 400 mm in size. The Pb-glass modules
within a SM are individually wrapped with
aluminized mylar and shrink tube and 24 modules
are glued together with carbon fiber and epoxy
resin to form a self-supporting SM with a shared
calibration system (see Fig. 10). Steel sheets
0:5 mm in thickness were used to house the

phototubes and bases. The sheets were incorpo-
rated during the gluing process. An aluminized
plastic foil on the front of the SM contains a hole
for each Pb-glass module which allows entry for
the LED light used for gain monitoring. A
polystyrene reflective dome encloses the LED
system on the front surface of the SM.

Each Pb-glass module is read out with an FEU-
84 photomultiplier. The high voltage for each
photomultiplier is generated in a Cockcroft–
Walton type photomultiplier base [11]. The high
voltage for each module is individually controlled
and read out with a custom VME based control
system (HIVOC). Each HIVOC VME control
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module can control up to 2048 photomultipliers.
Six PbGl SMs, 2 SM wide by 3 SM high, (144
individual Pb-glass modules) are read out with a
single Front End Electronics (FEE) motherboard.
The physical parameters of the Pb-glass detector
system are summarized in Table 2.

3.1.2. Calibration and monitoring system

Each Pb-glass supermodule (SM) has its own
gain monitoring system based on a set of 3 LEDs
which are viewed by all 24 Pb-glass modules within
a SM [12]. Three LEDs with different character-
istics are employed. They are a fixed amplitude
avalanche yellow LED with pulse shape most like
real showers together with a yellow and a blue
LED which have amplitudes which may be varied.
The absolute light yields of the LEDs of each SM
are monitored by a photodiode which, together
with preamp, is permanently attached to the SM.
The photodiode-normalized avalanche yellow

LED signal observed in each Pb-glass module
was calibrated in GeV-equivalents using 10 GeV
electrons in the CERN X1 beamline in Fall 1993
and Spring 1994. The GeV equivalent of the
avalanche yellow LEDs in individual modules
ranged from 5 to 10 GeV: The Pb-glass calibration
has been maintained to within approximately 10%
for PHENIX using the LED/photodiode system.

3.2. Test beam performance

The response of the Pb-glass electromagnetic
calorimeter was studied extensively in test beams
at the AGS(BNL) and SPS(CERN) to investigate
the performance of the device with respect to
energy, position and timing measurements and
their variation with energy, position and angle of
incidence.

3.2.1. Energy and position measurements

The measured energy resolution of eþ showers
versus the incident energy is shown in Fig. 11 for
various angles of incidence on the calorimeter
surface. The energy resolution results of Fig. 11
are shown with the fit parameterization

sðEÞ
E

¼
½5:970:1�%

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E=GeV

p "½0:870:1�%: ð6Þ

The measured position resolution can be fit with
the parameterization

sxðEÞ ¼
½8:470:3�mm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E=GeV

p "½0:270:1� mm: ð7Þ

3.2.2. Particle identification

The EMCal is designed to identify and measure
the total energy of electrons and photons. The
identification is assisted by the fact that hadrons
typically do not shower or they deposit only a
small fraction of their total energy in the
calorimeter, since it is only about one interaction
length in thickness (see Table 2). The hadron
response of the PbGl calorimeter is further
reduced by the fact that it observes only Cher-
enkov light. The Cherenkov threshold momenta
(energies) for muons, pions and protons are 81,
106 and 715 MeV=c (27, 36 and 241 MeV),
respectively. When the hadron momenta fall below
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these thresholds they will no longer produce
Cherenkov light and their signal will be reduced.
This is illustrated in Fig. 12 for 1 GeV=c protons
and pions in comparison to electrons. The pions
show a peak at around 460 MeV on a broad tail
below the peak while the protons peak at around
80 MeV: At 4 GeV=c both protons and pions
show a peak at about 540 MeV: At 500 MeV=c no
significant signal is observed for protons and the
pions show only a broad plateau from 0 to
500 MeV: At 150 MeV=c muons and pions deposit
55 and 25 MeV of apparent energy, respectively,
when the electron signal is normalized to
150 MeV:

When the momentum of the charged hadron is
measured in the PHENIX tracking system, the
mismatch between the measured momentum and
the deposited energy in the EMCal can be used to
differentiate between hadrons and electrons. This
is illustrated in the lower panel of Fig. 12. Using
the fact that a 1 GeV=c track has been identified

by the tracking system, the figure illustrates the
fraction of electron tracks which would be
accepted, as well as the fraction of pion tracks
rejected, as a function of the required correspond-
ing energy deposit in the Pb-glass. The pion
rejection factors which can be obtained for various
electron acceptance fractions as a function of the
incident energy are shown in Fig. 13. An addi-
tional factor of about 2 can be obtained based on
differences in the shower shape for hadrons which
deposit the same energy as electromagnetic energy
above about 1 GeV of energy deposit.

3.2.3. Time-of-flight measurements

The EMCal provides time-of-flight information
to assist with hadron identification in the tracking
system and to reject neutron and anti-neutron
showers. The measured time-of-flight resolution as
a function of the energy deposited in a single Pb-
glass module is shown in Fig. 14 for electrons of
various incident energies and pions of 1 GeV=c:

photodiode with
preamplifier

reflective cover

LED board

lead glass matrix with
carbon fibre/epoxy

steel plates

mirror foil

photomultiplier
with housing

Fig. 10. Exploded view of a lead-glass detector supermodule.
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The timing resolution can be parameterized in the
form

stðEDep:Þ ¼
3:75 ns

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
500EDep:=GeV

p "0:075 ns: ð8Þ

The intrinsic timing resolution is seen to be
similar for electromagnetic showers and decreasing
with the increasing energy deposit according to the
light produced (about 500 photoelectrons per
GeV). The resolution falls below 200 ps in the
upper range of momenta of interest to PHENIX.
However, the use of the timing information from
the PbGl is complicated by the fact that the arrival
time of hadrons or hadron showers which pass
through the PbGl (those which deposit more than
about 500 MeV) have apparent arrival times
which are about 800 ps faster than an electron of
the same momentum. This is due to light from
the faster transit time of the hadron to the rear of
the lead-glass module compared to that of the
Cherenkov light from the electromagnetic shower
produced near the front of the module.

3.3. Pb-glass calorimeter performance in PHENIX

One full sector of the Pb-glass calorimeter was
fully instrumented for the first PHENIX run
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Table 2

Lead-glass physical parameters

Quantity Value

Geometry: 384 Super Modules

Number of SM per sector 192 (16 wide by 12 high)

Number of modules per SM 24 (6 wide by 4 high)

Total number of modules 9216

Module gront surface 4 cm� 4 cm

Module length 40 cm ð14:4X0Þ
Mylar foil thickness 12 mm
Shrink tube thickness 150 mm
Super module front surface 24:670:02 cm�

16:470:02 cm

Pb-glass: Type TF1

Pb-oxide content 51%

Density 3:85 g=cm2

Weight per module 2:46 kg

Index of refraction 1.648

Total internal reflection

angle

361

Radiation length 2:8 cm

Moliere radius 3:68 cm

Interaction length 38:0 cm

Critical energy 16 MeV
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Fig. 11. PbGl energy resolution versus incident energy.
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period at RHIC with Au beams. An example of
the performance is shown in Fig. 15 where the p0

peak is observed in the two photon invariant mass
distribution. The result is shown for peripheral
Au–Au collisions at

ffiffi
s

p
¼ 130 GeV per nucleon

for photon pair transverse momentum in the range
of 1.5–2:0 GeV=c:

4. Calorimeter front-end electronics

The readout electronics for the EMCal system
conform to the general PHENIX Front-End
Electronics (FEE) scheme [13] which includes
periodic sampling synchronous with the RHIC
RF clock and pipelined, deadtime-less conversion
and readout. This section describes those features
unique to the EMCal readout electronics and the
way in which they satisfy the needs of the physics
measurements made with the EMCal detector.
Analog processing, digital processing and trigger-
ing are discussed below in Sections 4.1–4.3,
respectively.

4.1. Analog processing

On every event, for either physics or calibration
data, each EMCal PMT emits a negative current
pulse and each of these is processed by a chain as
shown in Fig. 16. The salient features of the chain
are discussed below.

There is no preamp or shaping stage other than
passive integration. The 93 O resistor terminates

1

10

102

103

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

 80% Electrons accepted

 90% Electrons accepted

 95% Electrons accepted

Energy (GeV)

Pi
on

 R
ej

ec
tio

n 
Fa

ct
or

Fig. 13. Pion rejection factor versus incident energy.
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Fig. 14. Pb-glass timing resolution versus energy deposit in a

single module for positrons of incident momenta 0.5, 0.75, 1.0,

1.5, 2,3 and 4:0 GeV=c and for 1:0 GeV=c pions.
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nucleon for photon pair transverse momentum in the range of

1.5–2:0 GeV=c:
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the signal line from the PMT so the voltage profile
at point A in Fig. 16 simply follows the current
profile from the PMT which is a pulse with a
p5 ns rise time. The charge is collected onto the
500 pF capacitor so the voltage profile at point B
in Fig. 16 follows the integral of the current. The
current pulse is a step function with aB100 ns rise
time. The large resistor sets the quiescent voltage
at this stage to þ4 V to allow for negative-going
pulses.

The fast voltage pulse discussed above is the
‘‘timing signal’’ that is used to measure the arrival
time of the EM shower in the detector. During the
pulse integration process a voltage step function is
generated whose height is proportional to the total
charge collected and thus the energy.collected
during the time window of the event. All of the
remaining analog processing stages up to ADC
conversion are carried out within an ASIC [14]
chip, as illustrated in Fig. 16. This chip was custom
designed for the EMCal system. Each of these
ASIC chips services four PMT channels and also
contains the circuitry for the fast trigger function
which is described below.

In the arrival time measurement the voltage
pulse is discriminated, either in a leading-edge
mode or a constant-fraction mode. The choice of
mode, as well as the threshold voltages, are
remotely selected in situ via ARCNet [13] which
is the system used for monitoring and slow control
of the PHENIX FEMs. The discriminator firing

starts a voltage ramp generator. The ramp is
stopped on the next edge of the RHIC clock
providing a common-stop mode TAC for each
channel. After stopping the ramp voltage is held
for two clock cycles where it settles and is then
sampled and converted in the AMU/ADC stage
(see Section 4.2). The final reported ADC value
then varies linearly with the pulse arrival time. The
relationship between time and the resulting ADC
output voltage can be adjusted by programming
the ramp slope and offset voltage remotely via
ARCNet.

The energy signal is first put through a Variable
Gain Amplifier (VGA). Each PMT channel has its
own VGA and each of whose gains can be set
remotely in the range �4–�12 with 5-bit resolu-
tion. This allows the readout electronics to
compensate, to within a few percent over its range,
for gain variations among PMTs which share the
same high voltage supply. Uniform response for
the energy signal is useful in the performance of
the trigger circuit (see Section 4.3) and in general
for maximizing the use of the ADC dynamic range
for all channels.

The dynamic range of physics signals from the
EMCal is quite large and the detector is expected
to resolve energy deposits from 20 MeV up to
15–30 GeV with a noise contribution from the
electronics of no more than 0.1% for large signals
and 5 MeV for small signals. This range is
impossible to cover with a single 12-bit ADC

DAC
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From PMT
Start

Stop

Beam Clock

Generator
Ramp

Hold

VGA x4  x12

x16

TAC
Out

Low Gain
Out

High Gain
Out

Thresh

Gain

A

B

93ΑΩ

500pF

Analog Stage ASIC ChipGND

+4V

Discriminator

Fig. 16. Block diagram of the energy and timing measurement circuits.
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conversion. Thus the energy signal is converted
twice with two different levels of amplification.
The ‘‘low gain’’ signal is converted straight from
the VGA and the ‘‘high gain’’ signal is converted
separately after a second stage of �16 amplifica-
tion. The results of both conversions are available
when the digital output packet is assembled as
discussed in Section 4.2.

4.2. Conversion and digital processing

The voltage waveforms from the high- and low-
gain energy stages and the TAC for each channel
are sampled once per RHIC clock tick and stored
in a series of Analog Memory Units (AMUs) as in
several other PHENIX FEE systems [13]. Each
waveform is sampled into a ring buffer of 64
AMUs, effectively preserving it for 64 RHIC clock
ticks or about 7 ms; which easily covers the
PHENIX LVL-1 (Level-1) trigger [13] latency of
40 RHIC clock ticks.

Upon receiving a LVL-1 Accept instruction the
FEM identifies the energy and TAC AMU cells
corresponding to the event. These AMU cells are
then taken out of the ring buffer and converted in
the ADC. The AMU rings and the ADC units are
contained within another ASIC chip which was
custom-designed for PHENIX and is used in
several PHENIX readout systems. These ADC
outputs are controlled, collected and reformatted
by several Xilinx FPGAs, which are program-
mable remotely in situ. The formatted data
‘‘packet’’ for each event is then sent to a PHENIX
Data Collection Module (DCM) [13] via GLINK
across a PHENIX standard optical fiber.

4.3. EMCal fast trigger function

At design luminosities, the rate of basic interac-
tions in both A–A and p–p running in RHIC is too
high for PHENIX to digitize and record all events.
Since it is an explicit goal of PHENIX to use the
full available luminosity to measure rare processes
such as the production of heavy flavors and very
high-energy secondaries, an ability to trigger on
such processes is necessary. The EMCal FEE
provides a fast-trigger function intended to signal
the presence of a high-energy shower in the EMCal

detector. Electromagnetic showers with a large
energy deposit (generally taken as above several
GeV) are natural indicators of several kinds of
interesting rare events, including high-energy
photons and neutral mesons as well as high-energy
electrons from heavy-flavor decays.

A traditional approach for a high-energy cluster
trigger in a laterally segmented calorimeter is to
make a fast analog sum of a group of towers and
discriminate that sum against a threshold. In the
simplest scheme each tower contributes to only
one sum leaving the summed trigger groups
disjointed. This arrangement has the drawback
that the effective threshold is position dependent
since showers which spread across more than one
group need to have a much higher energy than
those contained within one group.

The PHENIX EMCal fast trigger avoids this
problem by summing over non-disjoint overlap-
ping groups of towers. The design is illustrated in
Fig. 17. Groups of 2� 2 towers are served by one
ASIC chip described above. Within each ASIC the
four analog PMT signals are summed creating an
array of disjoint 2� 2 sums. To negate the
influence of ‘‘hot’’ PMTs, each channel in each
ASIC can be masked out of the sum individually
by remote ARCNET control. Each ASIC relays
copies of its signal generated by summing the
current to three immediate neighbors. These are
relayed between FEMs at supermodule boundaries
making the trigger circuitry effectively seamless.

36 disjoint 2x2 sums per
block in each chip; provides
Analog sum of each 2x2

serviced by one ASIC chip
Group of 2x2 towers

Each 4x4 sum is formed

signals from three 
neighboring chips.

"supermodule", is 
serviced by one FEM.

A 12x12 group, one
Single PMT tower

within one chip using

supermodule

adjoining ASICs
out to three
Each 2x2 sum is repeated

each is compared to 
per supermodule; 
4x4 sums are formed 
A total of 36 overlapping

several thresholds.

Fig. 17. Schematic of the EMCal fast trigger summing opera-

tion.
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Each ASIC also receives three signals from its
neighbors and combines them with its own to form
a 4� 4 sum. The entire circuitry then produces 36
overlapping 4� 4 sums in each FEM. Within each
ASIC the 4� 4 sum signal is compared to three
separate thresholds, each remotely programmable,
to provide extra flexibility for different physics
processes.

Acknowledgements

This work was supported by the Department of
Energy (USA).

References

[1] J.C. Hill, et al., PHENIX Detector Overview, Nucl. Instr.

and Meth. A (2003), this issue.

[2] T.K. Hemmick, et al., PHENIX Central Arm Tracking

Detectors, Nucl. Instr. and Meth. A (2003), this issue.

[3] E. Kistenev, et al., Proceedings of the 5th International

Conference on Calorimetry in High Energy Physics, World

Scientific, Singapore, 1994, p. 211.

[4] G. David, et al., IEEE Trans. Nucl. Sci. NS-45 (1998) 692.

[5] G. David, et al., IEEE Trans. Nucl. Sci. NS-45 (1998) 705.

[6] J. Stumer, private communication.

[7] R. Wigmans, private communication.

[8] G. David, et al., IEEE Trans. Nucl. Sci. NS-47 (2000)

1982.

[9] WA98 Collaboration, CERN Report No. SPSLC 91-17

(1991).

[10] A.D. Frawley, et al., PHENIX Central Arm Particle I.D.

Detectors, Nucl. Instr. and Meth. A (2003), this issue.

[11] S. Neumaier, et al., Nucl. Instr. and Meth. A 360 (1995)

593.

[12] T. Peitzmann, et al., Nucl. Instr. and Meth. A 376 (1996)

368.

[13] J.C. Hill, et al., PHENIX On-Line Systems, Nucl. Instr.

and Meth. A (2003), this issue.

[14] M.S. Emery, et al., IEEE Trans. Nucl. Sci. NS-44 (1997)

374.

L. Aphecetche et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 521–536536



Nuclear Instruments and Methods in Physics Research A 499 (2003) 469–479

PHENIX detector overview

K. Adcoxa, S.S. Adlerb, M. Aizamac, N.N. Ajitanandd, Y. Akibae, H. Akikawaf,
J. Alexanderd, A. Al-Jamelg, M. Allenh, G. Alleyi, R. Amirikasj, L. Aphecetchek,

Y. Araie, J.B. Archuletal, J.R. Archuletal, R. Armendarizg, V. Armijol,
S.H. Aronsonb, D. Autreym, R. Averbeckn, T.C. Awesi, B. Azmounn,

A. Baldisserio, J. Banningi, K.N. Barishp, A.B. Barkerq, P.D. Barnesl, J. Barretter,
F. Bartab, B. Bassallecks, S. Bathet, S. Batsouliu, V.V. Baublisv, A. Bazilevskyw,x,
R. Begayn, J. Behrendts, S. Belikovy,z, R. Belkinb, F.G. Bellaichei, S.T. Belyaevaa,
M.J. Bennettl, Y. Berdnikovab, S. Bhaganatulaz, J.C. Biggsb, A.W. Blandq,
C. Blumet, M. Bobreki, J.G. Boissevainl, S. Booseb, H. Borelo, D. Borlanda,
E. Boszep, S. Botelhoac, J. Bowersm, C. Brittoni, L. Brittoni, M.L. Brooksl,

A.W. Brownq, D.S. Browng, N. Bruners, W.L. Bryani, D. Buchert, H. Bueschingt,
V. Bumazhnovw, G. Bunceb,x, J. Burward-Hoyn, S.A. Butsykn,v, M.M. Caffertyl,
T.A. Careyl, J.S. Chaiad, P. Chandae, J. Changp, W.C. Changaf, R.B. Chappellj,
L.L. Chavezs, S. Chernichenkow, C.Y. Chiu, J. Chibae, M. Chiuu, S. Cholletag,
R.K. Choudhuryae, T. Christn, T. Chujob,c, M.S. Chungah,l, P. Chungd,

V. Ciancioloi, D.J. Clarkl, Y. Cobigoo, B.A. Coleu, P. Constantinz, R. Conwayl,
K.C. Cookz, D.W. Crookj, H. Cunitzu, R. Cunninghaml, M. Cutshawi,

D.G. D’Enterriak, C.M. Dabrowskib, G. Danbyb, S. Danielsi, A. Danmurac,
G. Davidb, A. Debraineag, H. Delagrangek, J. DeMosss, A. Denisovw,

A. Deshpandex, E.J. Desmondb, O. Dietzschac, B.V. Dineshae, J.L. Drachenbergq,
O. Drapierag, A. Dreesn, R. du Rietzai, A. Durumw, D. Duttaae, K. Ebisuaj,
M.A. Echavel, Y.V. Efremenkoi, K. El Chenawia, M.S. Emeryi, D. Engob,

A. Enokizonoak, K. Enosawac, H. En’yoal,f, N. Ericsoni, S. Esumic, V.A. Evseevv,
L. Ewellb, O. Facklerm, J. Fellensteina, T. Ferdousip, J. Ferrierran, D.E. Fieldss,
F. Fleuretag, S.L. Fokinaa, B. Foxx, Z. Fraenkelam, S. Franki, A. Franzb,
J.E. Frantzu, A.D. Frawleyj, J. Friedb, J.P. Freidbergan, E. Fujisawaao,

H. Funahashif, S.-Y. Fungp, S. Gadratap, J. Gannonb, S. Garpmanai, F. Gastaldiag,
T.F. Geei, R. Gentryi, T.K. Ghosha, P. Giannottib, A. Glennh, A.L. Godoiac,
M. Goninag, G. Gogiberidzeh, J. Gosseto, Y. Gotox, R. Granier de Cassagnacag,

*Corresponding author. Tel.: +1-515-294-6580; fax: +1-515-294-6027.

E-mail address: jhill@iastate.edu (J.C. Hill).

0168-9002/03/$ - see front matter r 2002 Elsevier Science B.V. All rights reserved.

PII: S 0 1 6 8 - 9 0 0 2 ( 0 2 ) 0 1 9 5 0 - 2



S.V. Greenea, V. Griffinj, M. Grosse Perdekampx, S.K. Guptaae, W. Gurynb,
H.- (A. Gustafssonai, T. Hachiyaak, J.S. Haggertyb, S. Hahnl, J. Halliwelli,

H. Hamagakiaq, R.H. Hanceq, A.G. Hansenl, H. Haraaj, J. Harderb, G.W. Hartl,
E.P. Hartounim, A. Harveym, L. Hawkinsb, R.S. Hayanoar, H. Hayashic,

N. Hayashial, X. Heas, N. Heinet, F. Heistermannb, S. Heldh, T.K. Hemmickn,
J.M. Heusern, M. Hibinoat, J.S. Hicksi, R. Higuchic, J.C. Hillz,*, T. Hiranoc,
D.S. Hoau, R. Hoadeb, W. Holzmannd, K. Hommaak, B. Hongah, A. Hooverg,
T. Honaguchix,ao, C.T. Hunterq, D.E. Hursti, R. Huttern, T. Ichiharaal,x,

V.V. Ikonnikovaa, K. Imaif,al, M. Inabac, M.S. Ippolitovaa, L. Davis Isenhowerq,
L. Donald Isenhowerq, M. Ishiharaal,x, M. Issahd, V.I. Ivanovv, B.V. Jacakn,x,
G. Jacksoni, J. Jacksonb, D. Jaffei, U. Jagadishi, W.Y. Jangah, R. Jayakumaran,
J. Jian, B.M. Johnsonb, J. Johnsoni, S.C. Johnsonm,n, J.P. Jonesi, K. Jonesb,

K.S. Jooav, D. Jouanaw, S. Kahnb, F. Kajiharaaq, S. Kametaniat, N. Kamiharax,ao,
Y. Kamyshkovi,h, A. Kandasamyb, J.H. Kangau, M.R. Kannv, S.S. Kapoorae,
J. Kapustinskyl, K.V. Karadjevaa, V. Kashikhiny, S. Katoc, K. Katouat,
H.-J. Kehayiasb, M.A. Kelleyb, S. Kellyu, M. Kennedyj, B. Khachaturovam,

A.V. Khanzadeevv, A. Khomutnikovab, J. Kikuchiat, D.J. Kimau, D.-W. Kimax,
G.-B. Kimag, H.J. Kimau, S.Y. Kimau, Y.G. Kimau, W.W. Kinnisonl, E. Kistenevb,
A. Kiyomichic, C. Klein-Boesingt, S. Klinksieks, L. Klubergag, H. Kobayashix,
V. Kochetkovw, D. Koehlers, T. Kohamaak, B.G. Komkovv, M.L. Kopytinen,
K. Kosekic, L. Kotchendav,ay, D. Kotchetkovp, Iou.A. Koutcheryaevaa,
A. Kozlovam, V.S. Kozlovv, P.A. Kravtsovv, P.J. Kroonb, C.H. Kubergq,

L.G. Kudinv, M. Kurata-Nishimurac, V.V. Kuriatkovv, K. Kuritaal,x, Y. Kurokic,
M.J. Kweonah, Y. Kwonau, G.S. Kyleg, J.J. LaBountyb, R. Laceyd, J.G. Lajoiez,
J. Lauretd, A. Lebedevz, V.A. Lebedevaa, V.D. Lebedevv, D.M. Leel, S. Leeax,
M.J. Leitchl, M. Lenzb, W. Lenzb, X.H. Lip, Z. Liaz,al, B. Libbyz, M. Libkindm,
W. Liccardib, D.J. Limau, S. Linb, M.X. Liul, X. Liuaz, Y. Liuaw, Z. Liuaz,
E. Lockners, N. Longbothamq, J.D. Lopezl, R. Machnowskib, C.F. Maguirea,
J. Mahonb, Y.I. Makdisib, V.I. Mankoaa, Y. Maoaz,al, S. Marinob, S.K. Markr,
S. Markacsu, D.G. Markushinv, G. Martinezk, X.B. Martinezl, M.D. Marxn,

A. Masaikef, F. Matathiasn, T. Matsumotoaq,at, P.L. McGaugheyl, M.C. McCainq,
J. Meadb, E. Melnikovw, Y. Melnikovw, W.Z. Mengb, M. Merschmeyert,

F. Messern, M. Messerb, Y. Miakec, N.M. Miftakhovv, S. Migluolioan, J. Miland,
T.E. Millera, A. Milovam, K. Minuzzom, S. Mioduszewskib,h, R.E. Mischkel,
G.C. Mishraas, J.T. Mitchellb, Y. Miyamotoc, A.K. Mohantyae, B.C. Montoyal,

A. Moorei, T. Moorei, D.P. Morrisonb, G.G. Mosconei, J.M. Mossl,
F. M .uhlbachern, M. Muniruzzamanp, J. Murataal, M.M. Murrayl, M. Musrocki,

S. Nagamiyae, Y. Nagasakaaj, J.L. Nagley, Y. Nakadaf, T. Nakamuraak,

K. Adcox et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 469–479470



B.K. Nandip, J. Negrinb, J. Newbyh, L. Nikkinenr, S.A. Nikolaevaa, P. Nilssonai,
S. Nishimuraaq, A.S. Nyaninaa, J. Nystrandai, E. O’Brienb, P. O’Connerb,

F. Obenshaini, C.A. Ogilviez, H. Ohnishib,ak, I.D. Ojhaba,a, M. Onoc, V. Onuchinw,
A. Oskarssonai, L. .Ostermanai, I. Otterlundai, K. Oyamaaq,ar, L. Paffrathb,

A.P.T. Palounekl, C.E. Pancaken, V.S. Pantuevn, V. Papavassilioug, S.F. Pateg,
T. Peitzmannt, R. Petersenm, A.N. Petridisz, C.H. Pinkenburgb,d, R.P. Pisanib,

P. Pitukhinw, T. Plaggez, F. Plasili, M. Pollackn,h, K. Popeh, R. Priglb,
M.L. Purschkeb, A.K. Purwarn, J.M. Quallsq, S. Rankowitzb, G. Raoi, R. Raoi,
M. Raub, I. Ravinovicham, R. Raynisb, K.F. Readi,h, K. Reygerst, G. Riabovv,
V.G. Riabovv,ab, Yu.G. Riabovv, S.H. Robinsonl, G. Rocheap, A. Romanaag,
M. Rosatiz, E.V. Roschinv, A.A. Rosea, P. Rosnetap, R. Rothl, R. Ruggierob,
S.S. Ryuau, N. Saitoal,x, A. Sakaguchiak, T. Sakaguchiaq,at, S. Sakaic, H. Sakoc,

T. Sakumaal,ao, S. Salomonen, V.M. Samsonovv, W.F. Sandhoff Jr.b,
L. Sanfratellos, T.C. Sangsterm, R. Santot, H.D. Satof,al, S. Satoc, R. Savinob,
S. Sawadae, B.R. Schleil, R. Schleuterbb, Y. Schutzk, M. Sekimotoe, V. Semenovw,
R. Setop, Y. Severginy, A. Shajiian, V. Shanginy, M.R. Shawq, T.K. Sheab,

I. Sheinw, V. Shelikhovw, T.-A. Shibataal,ao, K. Shigakie, T. Shiinal, T. Shimadac,
Y.H. Shinau, I.G. Sibiriakaa, D. Silvermyrai, K.S. Simah, J. Simon-Gillol,

M. Simpsoni, C.P. Singhba, V. Singhba, W. Sippachu, M. Sivertzb, H.D. Skankz,
S. Skutnikz, G.A. Sleegez, D.C. Smithi, G.D. Smithl, M. Smithi, A. Soldatovw,
G.P. Solodovv, R.A. Soltzm, W.E. Sondheiml, S. Sorenseni,h, I. Sourikovab,

F. Staleyo, P.W. Stankusi, N. Starinskyr, S. Steffensh, E.M. Steinb, P. Steinbergu,
E. Stenlundai, M. Stepanovg, A. Sterbc, J. Steweringt, W. Stokesb, S.P. Stollb,

M. Sugiokaal,ao, T. Sugitateak, J.P. Sullivanl, Y. Sumiak, Z. Sunaz,
M. Suzuki-Narac, E.M. Takaguiac, A. Taketanial, M. Tamaiat, K.H. Tanakae,

Y. Tanakaaj, E. Taniguchial,ao, M.J. Tannenbaumb, V.I. Tarakanovv,
O.P. Tarasenkovav, J.D. Tepeq, R. Thernb, J.H. Thomasm, J.L. Thomasn,

T.L. Thomass, W.D. Thomasz, G.W. Thorntonl, W. Tianaz,h, R. Toddi, J. Tojof,al,
F. Toldob, H. Toriif,al, R.S. Towellq,l, J. Tradeskib, V.A. Trofimovv, I. Tserruyaam,
H. Tsuruokac, A.A. Tsvetkovaa, S.K. Tuliba, G. Turneri, H. Tydesj .oai, N. Tyurinw,
S. Urasawac, A. Usachevw, T. Ushirodaaj, H.W. van Heckel, M. Van Lithb,
A.A. Vasilievaa, V. Vasilievy, M. Vassentap, C. Velissarisg, J. Velkovskan,

M. Velkovskyn, W. Verhoevent, L. Villatteh, A.A. Vinogradovaa, V.I. Vishnevskiiv,
M.A. Volkovaa, W. Von Achenb, A.A. Vorobyovv, E.A. Vznuzdaevv,

M. Vznuzdaevv, J.W. Walkeri, Y. Wanaz, H.Q. Wangp, S. Wangj, Y. Watanabeal,x,
L.C. Watkinsi, T. Weimerz, S.N. Whiteb, B.R. Whitusi, C. Williamsi, P.S. Willisq,

A.L. Wintenbergi, C. Witzigb, F.K. Wohnz, K. Wolniewiczb,
B.G. Wong-Swansonl, L. Woodz, C.L. Woodyb, L.W. Wrightj, J. Wun, W. Xiep,am,

K. Adcox et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 469–479 471



N. Xuh, K. Yagic, R. Yamamotom, Y. Yangb,az, S. Yokkaichial, Y. Yokotac,
S. Yoneyamaao, G.R. Youngi, I.E. Yushmanovaa, W.A. Zajcu, C. Zhangu,

L. Zhangu, Z. Zhangn, S. Zhouaz

aVanderbilt University, Nashville, TN 37235, USA
bBrookhaven National Laboratory, Upton, NY 11973-5000, USA

c Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
dChemistry Department, State University of New York—Stony Brook, Stony Brook, NY 11794, USA
eKEK, High Energy Accelerator Research Organization, Tsukuba-shi, Ibaraki-ken 305-0801, Japan

fKyoto University, Kyoto 606, Japan
gNew Mexico State University, Las Cruces, NM 88003, USA

hUniversity of Tennessee, Knoxville, TN 37996, USA
iOak Ridge National Laboratory, Oak Ridge, TN 37831, USA

jFlorida State University, Tallahassee, FL 32306, USA
kSUBATECH (Ecole des Mines de Nantes, IN2P3/CNRS, Universite de Nantes) BP 20722-44307, Nantes Cedex 3, France

lLos Alamos National Laboratory, Los Alamos, NM 87545, USA
mLawrence Livermore National Laboratory, Livermore, CA 94550, USA

nDepartment of Physics and Astronomy, State University of New York - Stony Brook, Stony Brook, NY 11794, USA
oDSM/Dapnia/SPhN, CEA/Saclay, 91191 Gif-sur-Yvette Cedex, France

pUniversity of California—Riverside, Riverside, CA 92521, USA
qAbilene Christian University, Abilene, TX 79699, USA
rMcGill University, Montreal, Que., Canada H3A 2T8

sUniversity of New Mexico, Albuquerque, NM 87131, USA
t Institut f .ur Kernphysik, University of M .unster, D-48149 M .unster, Germany

uColumbia University, New York, NY 10027 and Nevis Laboratories, Irvington, NY 10533, USA
vPNPI, Petersburg Nuclear Physics Institute, Gatchina, Russia
w Institute for High Energy Physics (IHEP), Protvino, Russia

xRIKEN BNL Research Center, Brookhaven National Laboratory, Upton, NY 11973-5000, USA
yEfremov Institute for Electrophysical Research, St. Petersburg, Russia

z Iowa State University, Ames, IA 50011, USA
aaRussian Research Center ‘‘Kurchatov Institute’’, Moscow, Russia
abSt. Petersburg State Technical University, St. Petersburg, Russia

acUniversidade de S *ao Paulo, Instituto de F!isica, Caixa Postal 66318, S *ao Paulo CEP05315-970, Brazil
adC.A.L., Korea Cancer Hospital, Seoul 139-706, South Korea
aeBhabha Atomic Research Centre, Bombay 400 085, India
af Institute of Physics, Academia Sinica, Taipei 11529, Taiwan

agL.L.R., Ecole Polytechnique, 91128 Palaiseau, France
ahKorea University, Seoul 136-701, South Korea

aiDepartment of Physics, Lund University, Box 118, SE-221 00 Lund, Sweden
ajNagasaki Institute of Applied Science, Nagasaki-shi, Nagasaki 851-0193, Japan

akHiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan
alRIKEN (The Institute of Physical and Chemical Research), Wako, Saitama 351-0198, Japan

amWeizmann Institute, Rehovot 76100, Israel
anPlasma Science and Fusion, Center Massachusetts Institute of Technology, Cambridge, MA 02139, USA

aoDepartment of Physics, Tokyo Institute of Technology, Tokyo, 152-8551, Japan
apL.P.C., Universite Blaise Pascal, 63177 Aubiere Cedex, France

aqCenter for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan
arUniversity of Tokyo, Tokyo, Japan

asGeorgia State University, Atlanta, GA 30303, USA
atWaseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan

auYonsei University, IPAP, Seoul 120-749, South Korea
avMyongji University, Yongin, Kyonggido 449-728, South Korea

aw I.P.N., BP 1, 91406 Orsay, France
axKangnung National University, Kangnung 210-702, South Korea

ayState Interphysica, Protvino, Russia
azChina Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China

K. Adcox et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 469–479472



baDepartment of Physics, Banaras Hindu University, Varanasi 221005, India
bbLawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

bcKFKI Research Institute for Particle and Nuclear Physics (RMKI), Budapest, Hungary

The PHENIX Collaboration

Abstract

The PHENIX detector is designed to perform a broad study of A–A, p–A, and p–p collisions to investigate nuclear

matter under extreme conditions. A wide variety of probes, sensitive to all timescales, are used to study systematic

variations with species and energy as well as to measure the spin structure of the nucleon. Designing for the needs of the

heavy-ion and polarized-proton programs has produced a detector with unparalleled capabilities. PHENIX measures

electron and muon pairs, photons, and hadrons with excellent energy and momentum resolution. The detector consists

of a large number of subsystems that are discussed in other papers in this volume. The overall design parameters of the

detector are presented.

r 2002 Elsevier Science B.V. All rights reserved.

PACS: 25.75.�q; 29.30.�h; 29.40.�n
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1. Introduction

The Relativistic Heavy Ion Collider (RHIC) at
Brookhaven National Laboratory accelerates nu-
clear beams from protons to gold. For the heaviest
beams an energy of 100 GeV=nucleon is reached.
Four detectors, BRAHMS, PHENIX, PHOBOS
and STAR, are operating to study collisions
ranging from p–p to Au–Au. The Pioneering High
Energy Nuclear Interaction eXperiment (PHE-
NIX) is carried out by a collaboration of about
500 physicists and engineers from 54 participating
institutions in 13 countries [1]. Fig. 1 shows a
subset of the Collaboration standing in front of
parts of the PHENIX detector.
The PHENIX experiment probes several funda-

mental features of the strong interaction. A prime
goal for experiments with heavy ion beams is to
produce a deconfined state of nuclear matter called
the Quark Gluon Plasma (QGP) and study it’s
properties. This is thought to be the state of the
universe a ms after its birth in the ‘‘big bang’’.
Measuring leptons and photons probes the QGP
phase directly, while studying the copiously
produced hadrons gives information on the later
hadronization of the QGP. RHIC also provides

the opportunity to study collisions of polarized
protons. The aim is to measure the spin structure
of the nucleon [2].
In order to carry out this broad physics agenda

the PHENIX detector utilizes a variety of detector
technologies. It uses global detectors to character-
ize the collisions, a pair of central spectrometers at
mid-rapidity to measure electrons, hadrons, and
photons, and a pair of forward spectrometers to
measure muons. Each spectrometer has a large
geometric acceptance of about one steradian and
excellent energy and momentum resolution and
particle identification.

2. Physics goals of PHENIX

Quantum Chromodynamics (QCD) predicts
that heavy nuclei colliding at ultrarelativistic
energies will undergo a phase transition from
hadronic matter to a deconfined state of quarks
and gluons moving freely over a volume approxi-
mately 10 fm3; namely the QGP.
This process can be thought of as proceeding

through a series of steps from the initial collision
through QGP formation (deconfinement) and
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possible chiral symmetry restoration. The QGP
would thermalize followed by expansion and
cooling leading to hadronization. PHENIX is able
to probe each phase of the above process by virtue
of its ability to study the rare processes involving
photons, electrons and muons as well as the
predominant hadronic production. The experi-
ment has a high rate capability and fine granular-
ity combined with excellent momentum, energy
and mass resolution.
Direct photons and lepton pairs which emerge

from the collision with a minimum of final state
interaction are sensitive to the full time evolution
from the initial state through thermalization. The
capability to measure direct photons over a wide
range of pT is unique to PHENIX and is important
for relating their momentum to the temperature of
the emitting source.
Jets from the hard scattering of constituent

quarks and gluons are produced in the initial state
and are sensitive to the properties of the medium
during the evolution so that a significant modifica-
tion of the structure of the jet is expected if a QGP

is formed. PHENIX studies the deconfined state
and Debye screening by observing the yields of the
J/C and C0 relative to that of the U: Chiral
symmetry restoration is predicted to result in the
reduction of quark masses and possible changes in
the lifetime and width of the f and possibly the r
and o: All of the above vector mesons are studied
by observation of their decays into lepton pairs.
After hadronization the expansion of the fireball

is studied by measurement of Hanbury–Brown–
Twiss correlations and the coalescence probabil-
ities of various nuclei and anti-nuclei give insights
into the space-time evolution of the collision.
Precision time-of-flight (ToF) allows measurement
of the identified charged hadron spectrum over a
wide pT range. Many of the above signals can also
be produced from interactions between particles in
hot hadronic matter. It is thus necessary to
understand the purely hadronic effects. For this
reason PHENIX studies the above signals using
p–p and p–A collisions to gain a better under-
standing of effects distorting signals from the
QGP.

Fig. 1. Members of the PHENIX collaboration in front of the PHENIX detector.
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A second major goal of the PHENIX experi-
ment is to measure the spin structure of the
nucleon. RHIC accelerates beams of polarized
protons up to 250 GeV with polarizations up to
50%. Work of the EMC [3] collaboration and
others indicated that the fraction of the proton
spin carried by the quarks was only about half of
the expected value. PHENIX studies the gluon
polarization by measuring high pT prompt photon
production using the highly segmented EM
Calorimeter to minimize interference from
photons from p0 decays. The anti-quark polariza-
tion is measured by observing the parity violating
asymmetry for W production. The W particles are
identified by the detection of muons or electrons
with pTX20 GeV=c using the PHENIX north and
south muon arms or the central spectrometer,
respectively.

3. PHENIX detector subsystems

The PHENIX detector comprises four instru-
mented spectrometers or arms and three global
detectors [4]. The detector consists of a number
of subsystems. The rapidity and f coverages
and other features of these subsystems is given in
Table 1 and a perspective drawing of the PHENIX
detector with the major subsystems labeled is
shown in Fig. 2. Also an overview of the sub-
systems is given below. The east and west central
arms are centered at zero rapidity and instrumen-
ted to detect electrons, photons and charged
hadrons. The north and south forward arms have
full azimuthal coverage and are instrumented to
detect muons. Each of the four arms has a
geometric acceptance of approximately one ster-
adian. The global detectors measure the start time,
vertex and multiplicity of the interactions. A
photograph of the PHENIX detector from above
is shown in Fig. 3.

3.1. Global detectors

In order to characterize the nature of an event
following a heavy ion collision, three global
detectors are employed. They consist of Zero-
Degree Calorimeters (ZDC), Beam-Beam Coun-

ters (BBC) and the Multiplicity-Vertex Detector
(MVD). A pair of ZDCs [5] detect neutrons from
grazing collisions and form a trigger for the most
peripheral collisions. The ZDC is used by all four
RHIC detectors and is discussed elsewhere in this
volume [6]. A pair of BBCs [7] provide a measure
of the ToF of forward particles to determine the
time of a collision, provide a trigger for the more
central collisions and provide a measure of the
collision position along the beam axis. The MVD
[7] provides a more precise determination of event
position and multiplicity and measures fluctua-
tions of the charged particle distributions. It is
composed of concentric barrels of silicon-strip
detectors and endcaps made of silicon pads.
Recently a Normalization Trigger Counter
(NTC) [7] has been added between the MVD
endcaps and the central magnet pole tips. The
NTC extends the coverage of the BBC for p–p and
p–A running.

3.2. Central spectrometers

The magnetic field for the central spectrometer
is supplied by the central magnet [8] that provides
an axial field parallel to the beam and around the
interaction vertex. The central arms consist of
tracking systems for charged particles and electro-
magnetic calorimetry. The calorimeter [9] is the
outermost subsystem on the central arms and
provides measurements of both photons and
energetic electrons. A lead-scintillator (PbSc)
calorimeter is used for good timing and a lead–
glass (PbGl) calorimeter gives good energy resolu-
tion.
The tracking system uses three sets of Pad

Chambers (PC) [10] to provide precise three-
dimensional space points needed for pattern
recognization. The precise projective tracking of
the drift chambers (DC) [10] is the basis of the
excellent momentum resolution. A Time Expan-
sion Chamber (TEC) [10] in the east arm provides
additional tracking and particle identification. The
ToF and Ring-Imaging Cherenkov (RICH) detec-
tors also provide particle identification [11]. The
85 ps timing resolution of the ToF allows separa-
tion of kaons from pions up to 2:5 GeV=c and
proton identification out to 5 Gev=c: For p–p
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running the ToF timing resolution would be
poorer than for heavy ions due to a reduced
number of particles in the BBC. The ToF timing is
improved by the use of a T0 counter [11] outside
the barrel of the MVD. This is needed for p–p and
p–A experiments. The RICH provides separation
of electrons from the large number of copiously
produced pions. Using information from the
RICH, the TEC and the electromagnetic calori-
meter it is possible to reject pion contamination of
identified electrons to one part in 104 over a wide
range of momentum.

3.3. Muon spectrometers

The two forward muon spectrometers [12] give
PHENIX acceptance for J/C decaying into di-
muons at rapidities of �2:25pyp� 1:15 for the
south arm and 1:15pyp2:44 for the north arm.
Each spectrometer is based on a muon tracker
inside a radial magnetic field [8] followed by a
muon identifier, both with full azimuthal accep-
tance. The muon trackers consist of three stations
of multi-plane drift chambers that provide preci-
sion tracking. The muon identifiers consist of

Table 1

Summary of the PHENIX detector subsystems

Element DZ Df Purpose and special features

Magnet

Central (CM) 70:35 3601 Up to 1:15 T m
Muon (MMS) �1.1–�2.2 3601 0:72 T m for Z ¼ 2
Muon (MMN) 1.1–2.4 3601 0:72 T m for Z ¼ 2

Silicon (MVD) 72:6 3601 d2N=dZ df; precise vertex,
Reaction plane determination

Beam–beam (BBC) 7ð3:1–3:9Þ 3601 Start timing, fast vertex

NTC 7ð1–2) 3201 Extend coverage of BBC for p–p and p–A

ZDC 72 mrad 3601 Minimum bias trigger

Drift chambers (DC) 70:35 901� 2 Good momentum and mass resolution

Dm=m ¼ 1:0% at m ¼ 1 GeV
Pad chambers (PC) 70:35 901� 2 Pattern recognition, tracking

for nonbend direction

TEC 70:35 901 Pattern recognition, dE=dx

Good momentum resolution for pT > 4GeV=c

RICH 70:35 901� 2 Electron identification

ToF 70:35 451 Good hadron identification, so100 ps
T0 70:35 451 Improve ToF timing for p–p and p–A

PbSc EMCal 70:35 901þ 451 For both calorimeters, photon and electron

detection and energy measurement

PbGl EMCal 70:35 451 Good e7=p7 separation at p > 1 GeV=c by

EM shower and po0:35 GeV=c by ToF

K7=p7 separation up to 1 GeV=c by ToF

m tracker

ðmTSÞ �1.15 to �2.25 3601 Tracking for muons

ðmTNÞ 1.15 to 2.44 3601 Muon tracker north installed for year-3

m identifier

ðmIDSÞ �1.15 to �2.25 3601 Steel absorbers and Iarocci tubes for

ðmIDNÞ 1.15 to 2.44 3601 muon/hadron separation
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alternating layers of steel absorbers and low
resolution tracking layers of streamer tubes of
the Iarocci type. With this combination the pion
contamination of identified muons is typically 3�
10�3: The complete north arm will be installed
prior to the year-3 PHENIX run.

3.4. Electronics and computing

PHENIX selects and archives events of poten-
tial physics interest at the maximum rate consis-
tent with the available RHIC luminosity. The
channel count for the PHENIX detector is large
and details for the various subdetectors is given in
Table 2. Note that for some subsystems two ADCs
are required per channel to get the needed dynamic
range. In order to obtain a high data-collection

efficiency a high degree of coordination between
the electronics and computing efforts is required.
Custom Front-End Electronics (FEE) were de-
signed for the PHENIX subsystems. Signals from
the FEEs [13] are transported by optical fibers to
the level-1 trigger [13] that processes signals from a
number of subsystems and then either accepts or
rejects the event. The trigger operates in a
synchronous pipelined mode with a latency of 40
beam crossings, and thus generates a decision for
each crossing. The timing of the above operations
is coordinated by a master timing system [13] that
distributes the RHIC clocks to granule timing
modules that communicate with the FEEs.
In order to study the rare event physics for

which PHENIX was designed, it is necessary to
have a higher level of event rejection than possible

Fig. 2. A cutaway drawing of the PHENIX detector. Labeled arrows point to the major detector subsystems.
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with the level-1 trigger alone. Therefore a level-2
software trigger [13] that makes its selection after a
complete event is assembled was developed.

Once the level-1 trigger accepts an event, the
data from the various subsystems is routed via
fiber-optic cable to the data collection modules [13]

Fig. 3. Photograph of the PHENIX detector viewed from north to south. The central arms are visible on the right (west) and east (left)

sides. In the back the south muon magnet and the muon identifier detectors are visible.

Table 2

Channel counts, digitizer channels and LVL-1 trigger bits/sums

for PHENIX

Subsystem Detector ADC TDC LVL-1

symbol channels channels channels inputs

BB 128 128 256 128 bits

MVD 20,736 20,736

NTC 8 8 16 8 bits

DC 12,800 12,800

PC 172,800 172,800

TEC 20,480 20,480

RICH 5120 5120 5120 256 bits

ToF 1920 1920 1920 1920 bits

T0 22 22 44 22 bits

EMCal 24,768 49,536 24,768 688 bits

mTR 43,968 43,968

mID 6340 6340 6340 bits

Table 3

Performance of the PHENIX detector

Physics Year-2 version

Electrons p=eo10�4 at pp4:7 GeV=c

RICH for o4:7 GeV=c

TEC (dE=dx) for o2 GeV=c

EMCal for > 0:5 GeV=c

Photons pTX1 GeV=c for 0.5 sr with PbGl

pTX1 GeV=c for 1.5 sr with PbSc

Single gs resolved from merging p0-gþ g
out to pTX25 GeV=c

Hadrons p2:3 GeV=c p for 0.38 sr
p1:6 GeV=c K for 0.38 sr

p5:0 GeV=c p for 0.38 sr

ToF with so100 ps

Muons p=mo3� 10�3 at pX2:3 GeV=c

with 5 layers of mID:

Global d2N=dZ df for jZjo2:6
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that interact with the subsystems by means of
daughter cards that format and zero-suppress the
data. Data packets are generated by digital signal
processors and sent to event builders [13] that
assemble the events in their final form. The control
and monitoring of the electronics and triggering is
handled by the On-Line Computing System
(ONCS) [14]. ONCS configures and initializes the
on-line system, monitors and controls the data
flow and interlocks the data acquisition process
with the slow controls systems. After the data is
collected the off-line system [14] provides event
reconstruction, data analysis and information
management. It provides the tools to convert raw
data into physics results.

4. Conclusion

The performance of the PHENIX detector is
summarized in Table 3. It is designed to carry out
the broadest possible study of collisions from Au–
Au to p–p. The goal is to examine nuclear matter
under a variety of extreme conditions using a
variety of probes sensitive to all time scales. In
addition, studies of various signals are carried out
as a function of both energy and nuclear species in
order to separate QGP signals from those of
hadronic origin. Another goal is to measure the
spin structure of the nucleon by determining
the contributions from anti-quarks and gluons.
The above goals have resulted in the production of
a detector with unparalled capabilities. In the
summer of 2000 a number of Au–Au collisions
were observed between Au ions with energies of
65 GeV=nucleon using the central spectrometer. In
the first PHENIX physics publication [15] results
from the measurement of the charged-particle
multiplicity are presented. Subsequently results
from the first measurement of energy transverse to
the beam direction [16], on mass dependence of
two-pion correlations [17], on measurement of
single electrons with implications for charm
production [18] and on the centrality dependence
of pion, kaon, proton and antiproton production
[19] have been published and studies of results
from Au–Au collisions with 100 Gev=nucleon
beams are underway.
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The PHENIX experiment at the Relativistic Heavy Ion Collider has measured charged hadron yields at
midrapidity over a wide range of transverse momentas0.5,pT,10 GeV/cd in Au+Au collisions atÎsNN

=200 GeV. The data are compared top0 measurements from the same experiment. For both charged hadrons
and neutral pions, the yields per nucleon-nucleon collision are significantly suppressed in central compared to
peripheral and nucleon-nucleon collisions. The suppression sets in gradually and increases with increasing
centrality of the collisions. Above 4–5 GeV/c in pT, a constant and almost identical suppression of charged
hadrons andp0’s is observed. ThepT spectra are compared to published spectra from Au+Au atÎsNN=130 in
terms ofxT scaling. Central and peripheralp0 as well as peripheral charged spectra exhibit the samexT scaling
as observed inp+p data.
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I. INTRODUCTION

Lattice quantum chromodynamic(QCD) calculations pre-
dict a new state of matter of deconfined quarks and gluons at
an energy density exceeding,1 GeV/ fm3 [1]. It has long
been suggested that such a “quark gluon plasma” may be
produced in collisions between ultrarelativistic heavy nuclei
[2]. Indeed, measurements of transverse energy produced in
high-energy Pb+Pb and Au+Au collisions suggest that en-
ergy densities above 3 GeV/fm3 at the CERN SPS[3] and
5 GeV/fm3 at the Relativistic Heavy Ion Collider(RHIC)
[4,5] have been reached. However, this conclusion relies on
model assumptions[6–9] to relate the properties of the had-
ronic final state to the initial state dynamics.

The spectra of high transverse momentumspTd hadrons
resulting from the fragmentation of hard-scattered partons
potentially provide a direct probe of the properties of the
initial state. Theoretical calculations show that the outgoing
high-pT partons radiate substantially more energy when
propagating through dense matter than when propagating in
the vacuum, resulting in a softening of the hadronpT spec-
trum [10], with the energy loss of the partons depending on
the gluon density of the matter[11,12]. Formation time con-
siderations suggest that hard scattered partons are “pro-
duced” at the earliest stage of the collision, thus directly
probe the dense matter from the time of their creation. There-
fore, a detailed analysis of high-pT hadron production may
reveal information on the properties of the dense medium
created early in the collisions[12–14].

At the energies reached at RHIC, high-pT hadrons are
copiously produced. In nucleon-nucleon collisions, it has
been well established that hadrons withpTù2 GeV/c result
primarily from the fragmentation of hard-scattered partons,
and that thepT spectra of these hadrons can be calculated
using perturbative QCD(pQCD) [15,16]. Initial measure-
ments of hadronpT spectra in Au+Au collisions atÎsNN
=130 GeV led to the discovery of a substantial suppression
of hadron yields per nucleon-nucleon collision relative topp
data [17–19]. Data fromÎsNN=200 GeV confirm these re-
sults[20–23]. The suppression is observed in central but not
in peripheral collisions. These observations are consistent
with pQCD-inspired modeling of parton energy loss in dense
matter [24,25]. However, alternative interpretations that do
not assume the formation of a deconfined phase have been
proposed based on the modifications of the parton distribu-
tion functions in the initial state[26] or final-state hadronic
interactions[27].

In addition to hadron suppression, an unexpectedly large
fraction of baryons has been observed in central Au+Au
collisions for pT up to 4–5 GeV/c [28–30], which compli-
cates the interpretation of the high-pT results. The observed
baryon to meson ratio from PHENIX[29] is inconsistent
with jet fragmentation inp+p [31] ande+e− collisions [32].
While the origin of this effect is unclear, it could point to-
wards bulk particle production(“soft physics”) contributing
to the pT spectra out to 4–5 GeV/c. It has been suggested
that coalescence of thermalized quarks combining with en-
ergy loss of hard-scattered partons can account for the un-
usual particle composition, which shifts the region domi-
nated by hard scattering to higherpT [33].

Systematic measurements of thepT, centrality, particle
species, andÎsNN dependence of the suppression can con-
strain competing descriptions of high-pT hadron production.
In this paper, we present new data on inclusive charged had-
ron production for 0.5,pT,10 GeV/c, measured over a
broad range of centrality in Au+Au collisions atÎsNN
=200 GeV by the PHENIX Collaboration at RHIC. These
data are compared to data on neutral pion production[21]
and to data from Au+Au collisions atÎsNN=130 GeV
[17,19], all measured within the same experiment.

The remainder of the paper is organized as follows. Sec-
tion II gives a detailed account of the charged particle analy-
sis. Centrality andpT dependence of the charged hadronpT
spectra are discussed in Sec. III A. Section III B studies the
charged hadron suppression and compares the results top0

data. In Sec. III C, we discuss theÎsNN dependence of both
charged hadron and neutral pion production and test possible
xT scaling. A summary is given in Sec. IV.

II. DATA ANALYSIS

A. PHENIX detector

The PHENIX experiment consists of four spectrometer
arms—two around midrapidity(the central arms) and two at
forward rapidity(the muon arms)—and a set of global detec-
tors. The central arm and south muon arm detectors were
completed in 2001 and took data during Au+Au operation of
RHIC the same year(RUN-2). The layout of the PHENIX
experiment during RUN-2 is shown in Fig. 1. Each central
arm coversuhu,0.35° in pseudorapidity and 90° in azi-
muthal anglef. In each of the central arms, charged particles
are tracked by a drift chamber(DC) positioned from 2.0 to
2.4 m radially outward from the beam axis and two or three
layers of pixel pad chambers[PC1, (PC2), PC3 located at
2.4 m, s4.2 md, 5 m in radial direction, respectively]. Par-
ticle identification is provided by ring imaging Cerenkov
counters(RICH), a time of flight scintillator wall(TOF), and
two types of electromagnetic calorimeters(lead scintillator
and lead glass). The magnetic field for the central spectrom-
eter is axially symmetric around the beam axis. Its compo-
nent parallel to the beam axis has an approximately Gaussian
dependence on the radial distance from the beam axis, drop-
ping from 0.48 T at the center to 0.096 T(0.048 T) at the
inner (outer) radius of the DC. A pair of zero-degree calo-
rimeters (ZDC) and a pair of beam-beam counters(BBC)
were used for global event characterization. Further details
about the design and performance of PHENIX can be found
in Ref. [34].

B. Event selection

During RUN-2, PHENIX sampled an integrated luminos-
ity of 24 mb−1 for Au+Au collisions at ÎsNN=200 GeV.
Minimum bias events were selected by a coincidence be-
tween the ZDCs and the BBCs. This selection corresponds to
92.2−3.0

+2.5% of the 6.9 b Au+Au inelastic cross section. The
event centrality is determined by correlating the charge de-
tected in the BBCs with the energy measured in the ZDCs.
Two sets of centrality definitions are used in this analysis: a
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“Fine” set of centralities, which corresponds to 0–5%, . . .,
15–20%, 20–30%, . . ., 80–92%, and a “Coarse” set of cen-
tralities, which corresponds to 0–10%, 10–20%, 20–30%,
. . ., 80–92%. A Glauber model Monte Carlo simulation
[35–38] that includes the responses of BBC and ZDC gives
an estimate of the average number of binary collisions
kNcolll, participating nucleonskNpartl, and nuclear overlap
function kTAuAul for each centrality class. The calculated val-
ues of kNcolll, kNpartl, and kTAuAul for each centrality class
are listed in Table I.

In addition to the event selection, the BBCs also allow us
to reconstruct the collision vertex in the beam directionszd
with a resolution of 0.5 cm. An offlinez-vertex cut,
uzvtxu,30 cm, was applied to the minimum bias events. After
this selection, a total of 273106 minimum bias Au+Au
events were analyzed to obtain the charged hadron spectra
presented in this paper.

C. Charged particle tracking and momentum measurement

Charged hadron tracks are measured using information
from the DC, PC1, PC2, and PC3 detectors of the west cen-
tral arm and the BBC. The projections of the charged particle
trajectories into a plane perpendicular to the beam axis are
detected typically in 12 wire planes in the DC. The wire

planes are spaced at 0.6 cm intervals along the radial direc-
tion from the beam axis. Each wire provides a projective
measurement, with better than 150mm spacial resolution in
the azimuthalsfd direction. Eight additional wire planes in
the DC provide stereoscopic projections, which together with
the space point measured at the PC1 and the vertex position
measured by the BBC determine the polar angle of the track.
Trajectories are confirmed by requiring matching hits at both
PC2 and PC3 to reduce the secondary background.

Tracks are then projected back to the collision vertex
through the magnetic field to determine the momentumpW .
The transverse momentumpT is related to the deflection
anglea measured at the DC with respect to an infinite mo-
mentum trajectory. For tracks emitted perpendicular to the
beam axis, this relation can be approximated by

a .
K

pT
, s1d

whereK=87 mrad GeV/c is the effective field integral.
The momentum scale is verified by comparing the known

proton mass to the value measured for charged particles
identified as protons from their time of flight. The flight time
is measured in the TOF detector, which coverp /4 of the

FIG. 1. (Color online) PHENIX experimental
layout for the Au+Au run in 2001. The top panel
shows the PHENIX central arm spectrometers
viewed along the beam axis. The bottom panel
shows a side view of the PHENIX muon arm
spectrometers.
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azimuthal acceptance in the east arm. The absolute value of
the momentum scale is known to be correct to better than
0.7%.

The momentum resolution is directly related to thea
resolution,

dp/p = da/a =
1

K
ÎSsms

b
D2

+ ssapd2, s2d

whereda is the measured angular spread, which can be de-
composed into the contribution from multiple scatteringsms
and the contribution from the intrinsic pointing resolutionsa

of the DC. At highpT, sa is the dominating contribution, i.e.,
da.sa. We measuresa<0.84±0.05 mrad/sGeV/cd using
zero field data, where we select high-momentum tracks by
requiring energetic hadronic showers in the electromag-
netic calorimeters. The width of the proton mass as func-
tion of pT independently confirms the momentum resolu-
tion. In summary, the momentum resolution is determined
to be dp/p.0.7%% 1.0%p sGeV/cd. Further details on
track reconstruction and momentum determination can be
found in Ref.f39g.

D. Background rejection and subtraction

Approximately 95% of the tracks reconstructed by the DC
originate from the event vertex. The remainder have to be
investigated as potential background to the charged particle
measurement. The main background sources include second-
ary particles from decays ande+e− pairs from the conversion

of photons in materials between the vertex and the DC. De-
pending on how close the conversion or decay point is to the
DC, or depending on theQ value of the decay, these tracks
may have a small deflection anglea at the DC. Thus, accord-
ing to Eq.(1), they are incorrectly assigned a large momen-
tum. In this analysis, thepT range over which charged par-
ticle production is accessible in PHENIX is limited by this
background. We exploit the track match to PC2 and PC3 to
reject as much of the background as possible, then employ a
statistical method to measure and subtract the irreducible
background.

For primary tracks, the distance in both ther −f and thez
direction between the track projection point and the mea-
sured PC hit position is approximately Gaussian with a mean
of 0 and a width given by

smatch=Îsdet
match2 + Ssms

match

pb
D2

, s3d

where sdet
match is the finite detector resolutionfwhich in-

cludes DC pointingsor ad resolution and the PC2, PC3
spacial resolutiong, and sms

match is the multiple scattering
contribution.

Despite being incorrectly reconstructed with largepT, the
majority of the background particles have low momenta.
While traveling from the DC to the PC2 and PC3, they mul-
tiple scatter and receive an additional deflection from the
fringe field. This causes a correlated deflection between the
measured positions at PC2, PC3, and the projections calcu-
lated from tracks measured by the DC and PC1. The dis-
placements inr −f and z directions are represented byDf

andDz. Since the residual bend depends on thez component
of the fringe field, which decreases rapidly at largeuhu, a
fiducial cut of uhu,0.18 was applied to ensure that the re-
sidual bend due to the fringe field is almost independent ofz.

FIG. 2. Df
pc2 (the difference between projection and hit location

in r-f direction at PC2) vs Df
pc3 in centimeters for tracks with

reconstructedpT.4 GeV/c. PC2, PC3 matching differences are
correlated, with signal tracks peaked around 0 and background
tracks extend along theDf

+ direction. The double-peak structure
alongDf

− is related to the finite granularity of PC2 and PC3 pads.
The positive directions ofDf

+ and Df
− are indicated by the arrow.

A±2s cut on these variables is illustrated by the box region inside
the dashed lines.

TABLE I. Centrality classes, average number ofN+N colli-
sions, average number of participant nucleons, and average nuclear
overlap function obtained from a Glauber Monte Carlo simulation
of the BBC and ZDC responses for Au+Au atÎsNN=200 GeV.
Each centrality class is expressed as a percentage ofsAuAu=6.9 b.
Two sets of centrality definitions are used in this analysis: a “Fine”
set of centralities, which corresponds to 0–5%, . . ., 15–20%,
20–30%,. . ., 80–92%, and a “Coarse” set of centralities, which
corresponds to 0–10%, 10–20%, 20–30%, . . ., 80–92%.

Centrality (%) kNcolll kNpartl kTAuAul smb−1d

0–5 1065±105.5 351.4±2.9 25.37±1.77

5–10 854.4±82.1 299±3.8 20.13±1.36

10–15 672.4±66.8 253.9±4.3 16.01±1.15

15–20 532.7±52.1 215.3±5.3 12.68±0.86

0–10 955.4±93.6 325.2±3.3 22.75±1.56

10–20 602.6±59.3 234.6±4.7 14.35±1.00

20–30 373.8±39.6 166.6±5.4 8.90±0.72

30–40 219.8±22.6 114.2±4.4 5.23±0.44

40–50 120.3±13.7 74.4±3.8 2.86±0.28

50–60 61.0±9.9 45.5±3.3 1.45±0.23

60–70 28.5±7.6 25.7±3.8 0.68±0.18

70–80 12.4±4.2 13.4±3.0 0.30±0.10

80–92 4.9±1.2 6.3±1.2 0.12±0.03

60–92 14.5±4 14.5±2.5 0.35±0.10

Minimum bias 257.8±25.4 109.1±4.1 6.14±0.45
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We focus on the displacement inr −f, Df, which are large
for low momentum tracks due to the residual bend. TheDf’s
at PC2 and PC3 are correlated with each other, as shown in
Fig. 2. Most of the tracks lie in a narrow window around the
diagonal line. The width of this window is given by the PC2
and PC3 detector resolutions, which are of the order of a few
millimeters. Multiple scattering and residual bend broaden
the matching distribution along the diagonal line. To opti-
mize background rejection, we define two orthogonal projec-
tions,

Df
+ =

1
Î2

sDf
pc2 + Df

pc3d,

Df
− =

1
Î2

sDf
pc2 − Df

pc3d. s4d

Df
+ is the variable along the correlated direction,Df

− is the
direction normal toDf

+. A±2s cut on these variables is ap-
plied in the data analysis. In the remaining discussion, unless
stated otherwise, only tracks satisfying these cuts are in-
cluded.

After matching cuts, the background level is less than 6%
for pT,4 GeV/c, but increases rapidly at higherpT. For
4,pT,10 GeV/c, the most significant remaining back-
ground sources aree+e− from conversion of photons close to
the DC and particles from weak decays of long lived par-
ticles, mainly of K± and KL

0. These backgrounds are esti-
mated and subtracted separately from theDf

+ distribution for
all tracks, as will be discussed in the rest of this section.

To separate the two background sources, we take advan-
tage of the RICH to tag electrons. Charged particles with
velocities above the Cherenkov thresholdgth=35 (CO2 ra-
diator) will emit Cherenkov photons, which are detected by
photon multiplier tubes(PMTs) in the RICH [40]. We char-
acterize the Cherenkov photon yield for a charged particle by
NPMT, the number of PMTs with signals above threshold as-

sociated with the track. For reconstructed electrons
spT.150 MeV/cd, the average number of associated PMTs
is kNPMTl<4.5. The probability to find at least one PMT
above threshold is more than 99%. For pions, the Cherenkov
threshold is 4.8 GeV/c, and the number of associated PMTs
reaches its asymptotic value only well above 10 GeV/c;
kNPMTl increases from 1.4 at 6 GeV/c to 2.8 at 8 GeV/c and
3.6 at 10 GeV/c.

TrackssNRd with at least one associated RICH PMT con-
tain both conversion electrons and real pions. Their matching
distributions inDf

+ are presented in Fig. 3 for a sample range
of 6,pT,7 GeV/c. Also shown is the matching distribu-
tion for conversion electrons from Monte Carlo simulation.
The contributions from pions and electrons are clearly dis-
tinguishable. For pions withpT,10 GeV/c, kNPMTl has not
reached its asymptotic value. A requirement ofNPMTù5 re-
jects most of the pions while preserving a well-defined frac-
tion sRed of the electrons. To measureRe from the data, we
select tracks with an apparentpT.10 GeV/c. 1 The fraction
of tracks withNPMTù5 is measured to beRe=0.458±0.05.
Both Monte Carlo and data show a small variation ofRe with
pT and centrality. This variation is included in the error on
Re. The total electron background is calculated using tracks
with NPMTù5sNed as,Ne/Re. The number of real pions in the
RICH-associated sample for eachpT bin is then calculated as

SR = NR −
Ne

Re
. s5d

With this method, a small fraction of genuine pions, which
satisfy NPMTù5, is subtracted. This fraction is negligible

1In this pT range, the background yield decreases slowly withpT,
while the truep yield decreases rapidly aspT increases. By com-
paring the measuredp0 spectrum from PHENIX[21] with the
charged hadron spectrum before background subtraction at
pT.10 GeV/c, the integrated signal yield is estimated to be less
than 3% and thus may be neglected.

FIG. 3. (Color online) Background contamination due to electrons, illustrated by the track match inDf
+ for tracks with associated RICH

PMTs and 6,pT,7 GeV/c. The matching distributions are shown for minimum bias events and separately for positive(left) and negative
(right) charged tracks. The first three distributions represent the raw counts for all tracks with RICH association(thick solid line), estimated
conversion backgrounds(dashed line), and charged pions(dot-dashed line) that were obtained by subtracting the dashed line from the solid
line. The thin solid line represents the matching distribution of background electrons from Monte Carlo simulation, arbitrarily scaled to
match the data. The ±2s matching windows are illustrated by the vertical dashed line. Sincee+ ande− are deflected in opposite directions
by the fringe field, they are shifted to positive and negative directions, respectively.
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below 7 GeV/c, but increases rapidly towards higherpT.
This loss is corrected using the PHENIX Monte Carlo
simulation. In this case, a100%error on the correction is
assigned.

The sample of trackssNNRd with no associated RICH
PMT contains a mixture ofp ,K ,p, contaminated by the de-
cay background. Their matching distributions inDf

+ are
shown in Fig. 4 for 6,pT,7 GeV/c, together with the
matching distribution for decay particles from MC simula-
tion. A Monte Carlo study shows that the apparent momen-
tum of these tracks is nearly uncorrelated with true momen-
tum and therefore the distribution of this background inDf

+

is nearly independent of the apparent momentum. We select
a nearly pure background sample using tracks with recon-
structedpT.10 GeV/c and measure the ratio of the number
of tracks passing auDf

+ u,2s cut to tracks in the interval
3s, uDf

+ u,9s:

Rdecay=
NNRspT . 10 GeV/c,uDf

+ u , 2sd
NNRspT . 10 GeV/c,3s , uDf

+ u , 9sd

= 0.424 ± 0.05. s6d

The error quoted takes into account the small variation of
Rdecay with pT and centrality. Since the average yield of
real hadrons in this interval is small, we estimate the de-
cay contribution as a function of pT to be
NNRs3s, uDf

+ u,9sd3Rdecay. Finally, the signal is calcu-
lated as

SNR= NNRsuDf
+ u , 2sd − NNRs3s , uDf

+ u , 9sd 3 Rdecay.

s7d

Figure 5 gives the total signal, obtained asSR+SNR, with
the decay and conversion background subtracted. On the
right hand side, the signal-to-background ratio is shown. The

background increases with increasingpT. At 4 GeV/c the
signal-to-background ratio is about 10, and decreases to 1 at
7.5 GeV/c and to,0.3 at 10 GeV/c.

Weak decays of short lived particles, mainlyKs
0, L, andL̄

within the magnetic field provide an additional source of
background. A significant fraction of this background is sub-
tracted using theRdecay method described above. However,
secondary particles from decays close to the event vertex are
not subtracted since they are nearly indistinguishable from
primary particles. This “feed-down” contaminates the track
sample without the associated RICH PMTs,SNR (about 40%
of all charged particles at highpT), and needs to be sub-
tracted from the data.

To estimate the feed-down contribution we generate Au
+Au events with HIJING[41], reconstruct them through the
PHENIX Monte Carlo simulation, and count the secondaries
which survive all analysis cuts. The secondaries fromL and
L̄ decays are counted relative to the reconstructedsp+ p̄d,
and correspondingly, those fromKs

0 relative to sK++K−d /2.

We tune the sL+L̄d / sp+ p̄d, Ks
0/ f0.5sK++K−dg ratios by

weighting the particle distributions generated according to
HIJING such that they reproduce the nearlypT independent
experimentally observed ratios from Au+Au collisions at
ÎsNN=130 GeV[42,43].

The final feed-down contribution depends on the choice
of the L andKs

0 pT spectra and of their yields in the high-pT
range where they are not measured. Both yields and spectral
shapes are varied within limits imposed by the spectrum for
tracks that do not fire the RICH. The average feed-down
contribution depends onpT and varies between 6% to 13%
relative to the total charged hadron yield; it is subtracted
from the charged spectra. The systematic uncertainties are
estimated from the spread of the feed-down contributions
obtained with different assumptions. The uncertainties are
approximately 60% of the subtraction, and depend onpT and
centrality.

FIG. 4. (Color online) Background contamination due to decays, illustrated by the track match inDf
+ for tracks without an associated

RICH PMT and with 6,pT,7 GeV/c, shown for minimum bias events and separately for positive(left) and negative(right) charged tracks.
The first three distributions represent the raw counts for all tracks without RICH association(thick solid line), estimated decay backgrounds
(dashed line), and signal tracks(dot-dashed line) that were calculated as the difference of the two. The thin solid line represents the matching
distribution of decay background from Monte Carlo simulation, arbitrarily scaled to match the data. The two ±2s matching windows are
illustrated by the vertical dashed line. Outside the signal window, the shape of the dashed line matches the solid line rather well, the
difference of 10% level is taken into account in the error estimation ofRdecay.
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Table II summarizes the systematic errors on the back-
ground subtraction.2 All errors are correlated withpT and are
presented as relative errors to the charged hadron yield. The
uncertainty on the pion oversubtraction correctionsdplossd
was rescaled by the fraction of signal tracks with RICH as-
sociation, i.e.,SR/ sSR+SNRd. Errors on the scaling factorsRe

and Rdecay were individually folded with the signal-to-
background ratios in the two samples. The resulting uncer-
tainties on the charged yields were then added in quadrature

sdRe%Rdecay
d. The uncertainty of theKs

0, L, andL̄ feed-down
subtraction is denoted byd feeddown.

E. Corrections and systematic uncertainties

After background subtraction, we have determined a
single, pT-dependent correction function to correct the had-
ron spectra for acceptance, decay in flight, reconstruction
efficiency, and momentum resolution. This function is deter-
mined using aGEANT [44] Monte Carlo simulation[45] of
the PHENIX detector in which simulated single tracks are
reconstructed using the same analysis chain applied to the
real data. Because of decays and multiple scattering, the cor-
rection function depends on the particle species. This is re-
flected in Fig. 6, where the correction functions averaged
betweenp+ andp−, K+ andK−, p+ and p− are shown sepa-
rately. At pT,3 GeV/c, the kaon correction function is sig-
nificantly larger than those for pions and protons. For
pT.3 GeV/c, this difference is less than 15%. To take into
account this species dependence, we determine the correction
function separately for pions, kaons, protons, and their anti-
particles. The final correction function is then obtained by
combining the correction functions for the different particle
species weighted by the measuredpT-dependent particle
composition from Ref.[46]. Above 2 GeV/c, where kaon
data are not available, we assume theK /p ratio is constant
within ±10% from the value observed at 2 GeV/c. This as-
sumption leads to a 2.5% systematic error in the correction
function. The resulting correction function is plotted in the
upper left panel of Fig. 7. The sharp rise below 2 GeV/c is
due to loss in acceptance and decays in flight. Above

2 GeV/c, the correction decreases only slowly withpT. For
pT.4 GeV/c, the correction varies by less than ±5%.

The data are also corrected for efficiency losses due to
detector occupancy. Though this is negligible for peripheral
collisions, these losses are important in central collisions,
and are evaluated by embedding simulated tracks into real
events. The average track reconstruction efficiency in the
active detector area is larger than 98% for peripheral colli-
sions, but decreases tos70±3.5d% for central collisions. As
shown in the lower part of Fig. 7, the efficiency loss is inde-
pendent ofpT within a ±3% systematic uncertainty from 1.5
to 10 GeV/c. Based on this observation, the full correction
can be factorized into centrality-dependent(i.e., detector oc-
cupancy dependent) correction function csNpartd, and
pT-dependent correction functioncspTd. The centrality-
dependent correction function is shown on the upper right
panel of Fig. 7. Most of the efficiency loss is due to hit
overlaps, which can shift the hit positions in the DC or PC’s
outside of the matching windows. The ±2s matching win-
dows are larger at lowpT to account for multiple scattering
[see Eq.(3)], thus the tracks are less vulnerable to the effect
of hit merging. This effect has been taken into account by
applying a slightly smaller,pT-dependent, occupancy correc-
tion at pT,1.5 GeV/c.

Figure 7 also shows systematic errors on the correction
functions. These errors include not only the errors on the
correction itself, but also the uncertainty due to the back-
ground subtraction procedure.

Finally, the inclusive charged hadron yield is obtained by
multiplying the pT-dependent correction functioncspTd and
centrality-dependent correction functioncsNpartd with the
background subtracted spectra and dividing by the number of
events for every centrality class as

1

Nevts

dN

2ppTdpTdh
=

1

Nevts
3 cspTd 3 csNpartd

3 S dN

pTdpTdh
Dbgr-subtracted

. s8d

The systematic errors on the spectra, which are common
to all centrality classes, are listed in Table III. Sources of
systematic uncertainties are the matching cutssdmatchd, nor-
malization sdnormd, particle compositionsdmixd, momentum

2We should emphasize that, in the remaining discussion unless
stated otherwise, all systematic errors listed in tables have been
adjusted to 1s errors.

FIG. 5. (Color online) Amount
of background estimated as a
function of pT for minimum bias
collision. The left part shows the
background subtracted charged
hadron spectra(filled square), the
background fromg conversions
(open square), and decays(open
triangle). The right part shows the
signal to background ratio. Only
statistical errors are shown.
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resolutionsdresod, momentum scalesdscaled, and background
subtractionsdbgrd from Table II. The normalization error is
independent ofpT. All other errors vary withpT but are
highly correlated bin-to-bin, which means that points in
neighboringpT bins can move in the same direction by simi-
lar factors.

The centrality-dependent systematic errors are quantified
in terms of the central-to-peripheral ratioRcp, as given in
Table IV. Besides the uncertainty on the occupancy correc-
tion sdoccupancyd illustrated in Fig. 7, the background subtrac-
tion procedure has a centrality-dependent uncertainty. As dis-
cussed in Sec. II D, the errors onRe andRdecayreflect thepT

and centrality dependencies. The centrality-dependent part
contributes about half of the error on bothRe andRdecay, and
hence does not cancel inRcp. Since the errors onRe and
Rdecay are independent, the uncertainty onRcp is approxi-
mately equal todRe%Rdecay

from Table II. Finally,d feeddownis
the centrality-dependent error from feed-down subtraction.

III. RESULTS

A. Inclusive charged hadronpT spectra

Figure 8 shows the inclusive charged hadronpT spectra
for various centrality classes. All spectra exhibit power-law
tails at highpT. But for peripheral collisions, the power-law
shape is more concave than for central collisions. More de-
tails of the centrality dependence of the spectral shape can be
seen from Fig. 9, which shows for each centrality class the
ratio of the spectra to the minimum-bias spectrum. In these
ratios, most systematic errors cancel or affect the overall
scale only. The characteristic centrality dependence of the
shape already observed inÎsNN=130 GeV Au+Au collisions

TABLE II. Systematic errors on background subtraction. All
errors are given in percent and are quoted as 1s errors. These errors
are correlated withpT.

pT sGeV/cd dploss s%d dRe%Rdecay
s%d d feeddowns%d Total (%)

,5 0.3 0.3 5 5

5–6 0.6 1.8 5 5.3

6–7 1.4 4.1 8.5 9.5

7–8 4.6 7.1 7.8 11.5

8–9 9.9 17.6 6 21.1

9–10 19.4 23.5 6 31.1

FIG. 6. (Color online) Averaged correction functions forp+ and
p−, p and p̄, andK+ andK−.

FIG. 7. (Color online) Func-
tions used to correct the charged
particlepT spectra. The upper left
panel shows thepT-dependent cor-
rection cspTd. The upper right
panel shows the centrality depen-
dent correctioncsNpartd. System-
atic uncertainties are indicated by
the dashed lines. The two correc-
tions factorize atpT.1.5 GeV/c,
so that for given centrality the full
correction function is given by
cspTd3csNpartd. The accuracy of
this factorization is demonstrated
in the lower panel. The ratio of the
full correction for central colli-
sions(5% most central) to the cor-
rection for single particle events
varies by less than 3% above
1.5 GeV/c (the error bar is the
statistical error from the Monte
Carlo calculation).
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[18,19] is more apparent atÎsNN=200 GeV. In peripheral
collisions, the ratio decreases up topT,2 GeV/c and then
rises up to about 4 GeV/c. The trends are reversed in the
most central collisions. In the range above 4–5 GeV/c, all
ratios appear to be constant as a function ofpT, which would
imply that they have a similar centrality independent shape.

Based on the different trends observed in Fig. 9, we can
distinguish three pT regions: 0.5–2, 2–4.5, and
.4.5 GeV/c. The different centrality dependence of the
spectral shape in these regions can be quantified by a trun-
cated averagepT:

kpT
truncl ;

E
pT

min

8 GeV/c

pT dN/dpT

E
pT

min

8 GeV/c

dN/dpT

− pT
min, s9d

which is insensitive to the normalization of the spectra. The
upper bound of 8 GeV/c in the integral is given by the
limited pT reach for peripheral centrality classes as shown
in Fig. 8. In Fig. 10, the values ofkpT

truncl for the threepT
min

values are plotted as a function of centrality, represented
by the average number of participating nucleonssNpartd for
each centrality class.

For pT
min=0.5 GeV/c, where particle production is ex-

pected to be governed by soft physics,kpT
truncl increases with

Npart. This trend is also seen for the averagepT of identified
charged hadrons, and reflects the increased radial flow of soft
particles in more central collisions[46]. For pT

min=2 GeV/c,

the trend is significantly different. For peripheral collisions,
kpT

truncl is substantially larger than the value obtained with
pT

min=0.5 GeV/c due to the presence of the power-law tail.
With increasingNpart, kpT

truncl for pT
min=2 GeV/c decreases

and the values obtained withpT
min=0.5 and 2 GeV/c ap-

proach each other, which indicates an almost exponential
spectrum in central collisions between 0.5 and 2 GeV/c. For
the highestpT rangespT

min=4.5 GeV/cd, kpT
truncl is approxi-

mately constant. This implies that the shape of the spectrum
is nearly independent of centrality, as would be expected if
this region is dominated by hard scattering.

However, the yields at highpT do not scale with the num-
ber of nucleon-nucleon collisions; they are suppressed com-
paring to the binary collision scaling expected for hard scat-
tering processes. This can be clearly seen from Fig. 11,
which showsRcp, the ratio of yields for central and periph-
eral collisions normalized to the average number of nucleon-
nucleon collisions in each event sample. The ratio is below
unity for all pT. The threepT regions show different trends as
outlined in the discussion of Fig. 10.

(i) In the “soft” region withpT,2 GeV/c, the ratio in-
creases as a function ofpT.

(ii ) In the “hard” region withpT.4.5 GeV/c, the sup-
pression appears to be constant at,0.3, which again indi-
cates that the spectra have a similar shape, but with the yield
in central collisions being suppressed by a constant factor
from 4.5 to 10 GeV/c.

(iii ) In the transition region from 2 to,4.5 GeV/c, the
ratio decreases as a function ofpT.

B. Suppression of high-pT hadrons in Au+Au
at ÎsNN=200 GeV

At finite Q2, nuclear modifications of the parton distribu-
tion [26,47] and initial [48] and final state[10] interactions
of the scattering partons can modify the high-pT hadron pro-
duction rates in hard scattering processes. Medium modifica-
tions of hadron spectra are often quantified by the “nuclear
modification factor”RAA, which we calculate for each cen-
trality class as the ratio of the yield per nucleon-nucleon
collision in Au+Au to the yield in nucleon-nucleon colli-
sions:

RAAspT,hd = S 1

Nevt

d2NA+A

dpTdh
DYSkNcolll

sinel
N+N

d2sN+N

dpTdh
D , s10d

kNcolll /sinel
N+N is the average Glauber nuclear overlap function,

kTAuAul, for each centrality class. In order to calculateRAA,

TABLE IV. Systematic errors on the central-to-peripheral ratio.
All errors are given in percent and are quoted as 1s errors. Most of
the systematic errors listed in Table III cancel in the central-to-
peripheral ratio. Only those errors that are uncorrelated with cen-
trality are shown here.

pT sGeV/cd doccupancys%d d feeddowns%d dRe%Rdecay
s%d Total (%)

,6 5 5 1.8 7.3

6–7 5 5 4.1 8.2

7–8 5 5 7.1 10

8–9 5 5 17.6 19

9–10 5 5 23.5 24.6

TABLE III. Systematic errors on thepT spectra. All errors are given in percent and are quoted as 1s
errors. They are either normalization errors or arepT correlated errors.

pT sGeV/cd dmatch s%d dnorm s%d dmix s%d dreso s%d dscale s%d dbgr s%d Total (%)

,1 3.5 3.2 2.4 0.6 0.6 5 7.3

1–5 3 3.2 2.4 0.6 3 5 7.6

5–6 3 3.2 1.8 0.6 3.6 5.3 7.9

6–7 3 3.2 1.8 0.6 3.3 9.5 11.1

7–8 3 3.2 1.8 0.6 3.1 11.5 12.8

8–9 3 3.2 1.8 0.9 3.1 21.1 21.9

9–10 3 3.2 1.8 5.3 3.1 31.1 32.1
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we need a reference spectrum for nucleon-nucleon colli-
sions. Due to the lack of charged hadron data with suffi-
cient reach inpT from our own experiment, we construct
the N+N reference for charged hadrons from thep0 spec-
tra in p+p collisions at Îs=200 GeV/c measured by
PHENIX f16g, and the charged hadron to pion ratio ob-
served in other experiments, as described below.

The PHENIX p0 spectra fromp+p collisions are mea-
sured out to 14 GeV/c. These data can be parametrized by a
power-law function,

1

2ppT

d2sN+N
p0

dpTdh
= AS p0

p0 + pT
Dn

, s11d

with A=386 mb/sGeV/cd2, p0=1.219 GeV/c, and n=9.99
f16g.

In p+p experiments at the ISR, theh/p ratio was mea-
sured to be 1.6±0.16, independent ofpT from 1.5 to
5 GeV/c, and independent ofÎs from 23 to 63 GeV[31].
Below 1.5 GeV/c, h/p decreases towards lowerpT. The ISR
data are consistent with data onp ,K ,P production from
FNAL E735 experiment[49] at Îs=1.8 TeV. Theh/p ratio
computed from these data increases withpT and reaches a
value of 1.6 at the end of the measuredpT range,
,1.5 GeV/c. At high momentum, ah/p ratio of ,1.6 is

also observed for quark and gluon jet fragmentation ine+e−

collisions at LEP by the DELPHI Collaboration[32]. Finally,
charged hadron data measured by PHENIX inp+p collisions
and data measured by UA1[50] in p̄+p collisions, both at
Îs=200 GeV/c, give consistenth/p ratios when compared
to the PHENIXp+p p0 data.

Based on these findings, we assume thath/p is constant
above 1.5 GeV/c in p+p collisions at RHIC and that we can
scale up thep0 cross section[Eq. (11)] by this factor to
obtain a reference for charged hadron production. To be con-
sistent with the data described above, we correct this refer-
ence below 1.5 GeV/c using an empirical function,

rspTd = HRh/p − aspmax− pTd2 for pT ø pmax

Rh/p for pT . pmax,
s12d

whereRh/p=1.6, pmax=1.6 GeV/c, anda=0.28sGeV/cd−2.
The charged hadron reference used in this analysis is then
given by the product of the power-law function from Eq.
s11d and the empirical correction from Eq.s12d as

1

2ppT

d2sN+N
h++h−

dpTdh
= AS p0

p0 + pT
Dn

3 rspTd. s13d

The systematic errors on the charged hadronN+N refer-
ence are summarized in Table V. The main sources of uncer-

FIG. 8. (Color online) pT spec-
tra of charged hadrons for mini-
mum bias collisions along with
spectra for nine centrality classes
derived from the pseudorapidity
region uhu,0.18. The minimum
bias spectrum has been multiplied
by 5 for visibility. Only statistical
errors are shown in the spectra.
Most of thepT-dependent system-
atic errors are independent of cen-
trality and are tabulated in Table
III.

FIG. 9. (Color online) Ratios
of centrality selectedpT spectra to
the minimum bias spectrum. Ra-
tios for peripheral classes are
scaled up for clarity. For thepT

range shown, most of the system-
atic errors cancel in the ratio. The
remaining systematic errors that
can change the shape are less than
10% (see Table IV) and are corre-
lated bin-to-bin inpT.
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tainties include:(i) the systematic errors on the absolute nor-

malization of the PHENIX p0 data sdnorm
p0

d, which are
independent ofpT; (ii ) uncertainties due to the power-law fit

to the p0 data sd f it
p0

d; and (iii ) uncertainties onRh/p sdh/pd,
which are estimated from the spread ofRh/p obtained from
different data sets used to constrainh/p0.

Figure 12 shows the nuclear modification factorRAAspTd
for charged hadrons from minimum bias and nine centrality
classes. The systematic errors onRAA are described in the

figure captions. At lowpT, the charged hadronRAA increase
monotonically up to 2 GeV/c for all centrality classes. At
pT.2 GeV/c, RAA remains constant and close to unity for
the most peripheral centrality class. However, in central col-
lisions, it decreases at higherpT, down to an approximately
constant value of 0.2–0.3 forpT.4–5 GeV/c. This is con-
sistent with Fig. 11, where the central to peripheral ratio also
saturates above 4–5 GeV/c. This approximatelypT indepen-
dent suppression pattern has been interpreted as a result of
the detailed interplay between the Cronin effect, nuclear
shadowing, and partonic energy loss[51].

Also shown in Fig. 12 areRAA for neutral pions from Ref.
[21]. The neutral pionRAA values also seem to reach maxi-
mum around 2 GeV/c, but the changes are smaller than
those for charged hadrons. Except for the most peripheral
bin, the neutral pionRAA are always below the chargedRAA
in the range of 2,pT,4.5 GeV/c. However, at
pT.4.5 GeV/c, RAA for both neutral pions and hadrons satu-
rate at roughly the same level, indicating a similar suppres-
sion for neutral pions and charged hadrons at highpT.

The fact that the neutral pionRAA values are smaller than
inclusive charged hadron RAA at intermediate
pTs2,pT,4.5 GeV/cd has already been observed atÎsNN

=130 GeV [17]. This difference can be explained by the
large p/p ratio observed in the samepT range in central
Au+Au collisions[28,29]. This large relative proton and an-
tiproton yield indicates a deviation from the standard picture
of hadron production atpT.2 GeV/c, which assumes that
the hadrons are created by the fragmentation of energetic
partons. Such a deviation has led to models of quark coales-
cence[33] or baryon junctions[52] as the possible mecha-
nisms to enhance the proton production rate at mediumpT.
Both models predict that baryon enhancement is limited to
pT,5 GeV/c, beyond which jet fragmentation should even-
tually become the dominant production mechanism for all
particle species. In that case, one would expect a similar

FIG. 10. (Color online) Centrality dependence ofkpT
truncl, the

averagepT of charged particles above apT threshold as defined in
Eq. (9). Shown arekpT

truncl values for threepT
min cuts, with pT

min

=0.5, 2, and 4.5 GeV/c, respectively. The errors shown are statis-
tical only. The systematical errors for all data points are less than
3%.

FIG. 11. (Color online) Ratio of charged hadron yields per
nucleon-nucleon collision between centrals0–10%d and peripheral
s60–92%d Au+Au collisions. The solid error bars on each data
point are statistical. The error bar on the left hand side of the figure
is the overall scale error relative to 0.5, which is the quadrature sum
of (i) the uncertainty ofkNcolll (see Table I) and(ii ) the uncertainty
on the occupancy correctionsdoccupancyd. The shaded error band on
each data point is thepT-dependent systematic error fromdRe%Rdecay
and centrality dependent feed down correctionsd feeddownd as given
in Table IV.

TABLE V. Systematic errors on the charged hadronN+N refer-
ence spectrum. All errors are given in percent and are quoted as 1s
errors. Positive and negative errors are given separately where ap-
propriate. Most of the errors are correlated withpT.

pTsGeV/cd dnorm
p0

s%d d f it
p0

s%d dRh/p
s%d Total (%)

0.75 ±10.4 −3.9+9.1 −15.1+5.9 −18.7+15.0

1.00 ±10.4 −4.1+8.9 −14.4+5.9 −18.3+14.9

1.50 ±10.4 −4.6+8.3 −11.6+5.9 −16.3+14.6

2.00 ±10.4 −5.1+7.7 −7.9+5.9 −14.0+14.2

2.50 ±10.4 −5.5+7.2 −5.9+5.9 −13.1+13.9

3.00 ±10.4 −5.9+6.7 −5.9+5.9 −13.3+13.7

3.50 ±10.4 −6.4+6.4 −5.9+5.9 −13.5+13.5

4.50 ±10.4 −7.5+6.5 −5.9+5.9 −14.1+13.6

5.50 ±10.4 −8.9+7.9 −5.9+5.9 −14.9+14.3

6.50 ±10.4 −10.7+10.5 −5.9+5.9 −16.0+15.9

7.50 ±10.4 −12.9+14.3 −5.9+5.9 −17.6+18.7

8.50 ±10.4 −15.8+19.4 −5.9+5.9 −19.8+22.8

9.50 ±10.4 −19.3+25.9 −5.9+5.9 −22.7+28.5
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suppression factor for charged hadron andp0, in agreement
with the data atpT.4.5 GeV/c. Recently, the difference of
RAA between charged hadrons and pions was also argued as
the consequence of centrality and particle species dependent
kkTl broadening effect[53].

If hard-scattering dominates charged hadron production at
pT.4.5 GeV/c, the particle composition should be deter-
mined by the jet fragmentation function, similar to nucleon-
nucleon collisions. Figure 13 showsh/p0 for all centrality
classes. The systematic errors are explained in the figure cap-
tions. In the most peripheral collisions, theh/p0 ratio is con-
sistent with thep+p values down topT<2 GeV/c . In cen-
tral collisions, theh/p0 ratio is enhanced by as much as 50%
above thep+p value in the region 1,pT,4.5 GeV/c. This
enhancement gradually decreases towards more peripheral
collisions and reflects the difference ofRAA between the
charged hadrons andp0’s, which is due to large baryon con-
tribution. The enhancement also strongly depends onpT. It
reaches a maximum between 2.5 and 3.5 GeV/c, then de-
creases. AtpT.4.5 GeV/c, the h/p0 ratios for all centrali-
ties reach an approximately constant value of 1.6, which is
consistent with theh/p value observed inp+p [31] colli-
sions and in jet fragmentation ine+e− [32] collisions. The
similarity of the spectral shape and of the particle composi-
tion between Au+Au andp+p collisions suggest that frag-
mentation of hard-scattered partons is the dominant mecha-
nism of particle production in Au+Au collisions abovepT of
4–5 GeV/c, regardless of the fact that the yields do not
scale withNcoll.

Since RAA values for charged hadrons andp0’s are ap-
proximately constant atpT.4.5 GeV/c, we can quantify the
centrality dependence of theRAA value by calculating it from
yields integrated above 4.5 GeV/c. The upper panel of Fig.
14 showsRAA for pT.4.5 GeV/c as a function ofNpart. The
RAA values for charged hadrons andp0 agree for all central-
ity classes within errors. In peripheral collisions with
Npart,50, RAA is consistent with binary collision scaling.
With increasingNpart, RAA decreases monotonically, reaching
a value of 0.23±0.03(0–5% most central) for charged had-
rons and 0.24±0.02(0–10% most central) for p0’s. There is
an additional 14% error common to charged hadrons and
p0’s, which originates from the uncertainty on theN+N ref-
erence andNcoll.

To address suggestions that the yield of high-pT hadrons
in Au+Au collisions may be proportional toNpart instead of
Ncoll [26,54], we have investigated a different ratio,

RAA
Npart = 2kNcolll/kNpartl 3 RAA. s14d

RAA
Npart for pT.4.5 GeV/c is shown in the lower panel of

Fig. 14, together with solidsor dashedd bands representing
the allowed range if the data follow binary collisionsor
participantd scaling. As discussed above, for peripheral
collisions,RAA

Npart follows more closely the binary collision
scaling. Above 50 participants,RAA

Npart varies by only ±20%.

FIG. 12. (Color online) RAA for sh++h−d /2
andp0 as a function ofpT for minimum bias and
nine centrality classes according to the “Fine”
type of centrality classes defined in Table I. The
error bars on thep0 data points include statistical
and systematical errors on the Au+Au data and
the N+N reference. The error bars onsh+

+h−d /2 data points are statistical errors only. The

common normalization errors(dnorm
p0

from Table
V) on the references for charged hadrons and
p0’s are added in quadrature with the uncertainly
on kNcolll and are indicated by the black bar on
the left side of each panel. This error ranges from
15% to 36% from central to peripheral collisions
and can shift all points in the charged and neutral
pion RAA up and down together. The shaded band
on chargedRAA includes the remaining system-
atic errors on the chargedN+N reference
summed in quadrature with the systematic errors
from the Au+Au spectra. This error amounts to
−12.5% +18% at lowpT and changes to ±12.5%
at pT=4.5 GeV/c and ±18.5% atpT=8 GeV/c.
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However, it peaks atkNpartl=100 and decreases monotoni-
cally towards more central collisions.3

The decrease ofRAA
Npart could be a natural consequence of

energy loss of hard scattered partons in the medium[54]. If
the energy loss is large, hard scattered partons may only
escape near the surface of the reaction volume. In a cylindri-
cal collision geometry, for which the number of collisions
from the surface is proportional toNpart, binary collision
scaling is reduced to an approximate participant scaling. De-
tailed calculations show that in this case,RAA

Npart slightly de-
creases withNpart depending in details on how the energy
loss is modeled[54]. This interpretation is also consistent
with our previous conclusion that, above 4.5 GeV/c, hadron
production is dominated by hard scattering although the

yield does not scale with the number of binary collisions.
Gluon saturation scenarios[26] also suggest approximate
participant scaling, with a 30% increase inRAA over thepT
range 4.5–9 GeV/c in central collisions. This increase can-
not be excluded by the data.

C. Energy dependence andxT scaling

The inclusive charged hadron andp0pT spectra andh/p0

ratios suggest that fragmentation of hard scattered partons is
the dominant production mechanism of high-pT hadrons not
only in p+p but also in Au+Au collisions. Forp+p colli-
sions this fact was demonstrated on general principles well
before the advent of QCD by the method of “xT scaling.”
This method does not depend on whether the initial projec-
tiles are protons or Au ions, so it should be directly appli-
cable to Au+Au collisions. Since our data show a suppres-
sion of high-pT particles in central Au+Au collisions with
respect to pointlike scaling fromp+p and peripheral Au
+Au collisions, it is important to investigate whether the
production dynamics of high-pT particles in central(and pe-
ripheral) Au+Au collisions are the same or different from
those in p+p collisions. We first review thexT-scaling
method inp+p collisions and then apply it to the present
Au+Au data.

3In the pT range from 3–4 GeV/c, RAA
Npart for charged hadrons is

approximately constant, which is consistent with earlier measure-
ments atÎsNN=130 GeV[19] and ÎsNN=200 GeV[20]. To inter-
pret this constancy as participant scaling is misleading, since pion
and proton yields change differently with centrality in thispT re-
gion, andRAA

Npart accidentally appears constant for inclusive charged
hadron. The data above 4.5 GeV/c shown in Fig. 14 are free of this
effect.

FIG. 13. (Color online) Charged hadron top0

ratios for minimum bias events and nine central-
ity classes according to the “Fine” type of cen-
trality classes defined in Table I. The error bars
represent the quadratic sum of statistical and
point-by-point systematic errors fromsh++h−d /2
andp0. The shaded band shows the percent nor-
malization error [dominantly from sh++h−d /2
data] common to all centrality classes. The
dashed line at 1.6 is theh/p ratio measured in
p+p [31] ande+e− [32] collisions.
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The idea of hard scattering inN+N collisions dates from
the first indication of pointlike structure inside the proton, in
1968, found in deep inelastic electron-proton scattering[55],
i.e., scattering with large values of four-momentum transfer
squaredQ2 and energy lossn. The discovery that the deep
inelastic scattering(DIS) structure function

F2sQ2,nd = F2SQ2

n
D s15d

“scales,” or in other words, depends on the ratio

x =
Q2

2Mn
s16d

independent ofQ2 as suggested by Bjorkenf56g, led to the
concept of a proton being composed of pointlike “partons.”
Since the partons of DIS are charged, and hence must scatter

electromagnetically from each other inp+p collisions, a
general formula for the cross section of the single-particle
inclusive reaction

p + p → C + X s17d

was derivedf57g using the principle of factorization of the
reaction into parton distribution functions for the protons,
fragmentation functions to particleC for the scattered par-
tons, and a short-distance parton-parton hard scattering cross
section.

The invariant cross section for the single-particle inclu-
sive reaction[Eq. (17)], where particleC has transverse mo-
mentumpT near midrapidity, was given by the general scal-
ing form [58]

E
d3s

dp3 =
1

pT
nFS2pT

Îs
D where xT = 2pT/Îs. s18d

The cross section has two factors: a functionF which de-
pends only on the ratio of momenta, and a dimensioned fac-
tor pT

−n, wheren depends on the quantum exchanged in the
hard-scattering. For QED or vector gluon exchangef57g, n
=4. For the case of quark-meson scattering by the exchange
of a quarkf58g, n=8. The discovery of high-pT pions in p
+p scattering at the CERN-ISR, in 1972f59–61g, at a rate
much larger than predicted by electromagnetic scattering, but
with the scaling form of Eq.s18d, proved that the partons of
DIS strongly interact with each other.

Inclusion of QCD[62] into the scaling form[Eq. (18)] led
to thexT-scaling law,

E
d3s

dp3 =
1

ÎsnsxT,Îsd
GsxTd, s19d

where the “xT-scaling power”nsxT,Îsd should equal 4 in
lowest order sLOd calculations, analogous to the 1/q4

form of Rutherford scattering in QED. The structure and
fragmentation functions, which scale as the ratios of mo-
menta are all in theGsxTd term. Due to higher order effects
such as the running of the coupling constant,assQ2d, the
evolution of the structure and fragmentation functions,
and the initial statekT, measured values ofnsxT,Îsd in p
+p collisions are in the range from 5 to 8.

The compilation of single particle inclusive transverse
momentum spectra at midrapidity fromp+p andp+ p̄ colli-
sions at center-of-mass(c.m.) energy Îs from 23 to
1800 GeV [31,50,63,64] is shown in Fig. 15(a) for sh+

+h−d /2, and in Fig. 16(a) for p0 [16,65–68]. The spectra
exhibit a characteristic shape: an exponential part at lowpT

ø1 GeV/c which depends very little onÎs (soft physics),
and a power-law tail forpTù2 GeV/c which depends very
strongly onÎs (hard physics). The high-pT part of the spectra
shows a characteristic scaling behavior indicative of frag-
mentation of jets produced by hard scattering of the quark
and gluon constituents of the proton as described by QCD
[69–71].

The xT scaling of the single particle inclusive data is
nicely illustrated by a plot of

FIG. 14. (Color online) Au+Au yield integrated for
pT.4.5 GeV/c over theN+N yield, normalized using eitherNcoll

(RAA in the top panel) or Npart (RAA
Npart in the bottom panel), plotted

as a function ofkNpartl. The bands represent the expectation of
binary collisions(solid) and participant pair(dashed) scaling. The
width of the bands gives the systematic errors onNcollsNpartd added
in quadrature with the common normalization errors on theN+N
references for charged hadrons and neutral pions. For charged had-
rons, the statistical errors are given by the bars. The systematic
errors, which are not common with the errors for neutral pions and
which are correlated inpT, are shown as brackets. The shaded bars
around each neutral pion point represent the systematic and statis-
tical errors; these errors are not correlated with the errors shown for
the charged hadron data.

HIGH-pT CHARGED HADRON SUPPRESSION IN Au+Au… PHYSICAL REVIEW C 69, 034910(2004)

034910-15



ÎsnsxT,Îsd 3 E
d3s

dp3 = GsxTd, s20d

as a function ofxT, with nsxT,Îsd=6.3. Thesh++h−d /2 data
fFig. 15sbdg show an asymptotic power law with increas-
ing xT. Data at a givenÎs fall below the asymptote at
successively lower values ofxT with increasingÎs, corre-
sponding to the transition region from hard to soft physics
in the pT range of 1–2 GeV/c. The p0 data fFig. 16sbdg
show a similarxT scaling but without the deviation at low
xT, since all available data are forpT larger than
1–2 GeV/c. For largerxTù0.3, avalue of n=5.1 f66,72g
improves the scaling for the three lower c.m. energies,
Îs=38.7, 52.7, and62.4 GeV. It will be achallenge at

RHIC to obtain data in thisxT range to see whether the
value of n,5 is the asymptotic limit for inclusive single
particle production or whethern reaches thesLOd QCD
value of 4.xT scaling has also been studied in jet produc-
tion at Îs=630 and 1800 GeVf73g, wheren=4.45 is ob-
served in the jetxT range0.15–0.3.

In Au+Au collisions,xT scaling should work just as well
as in p+p collisions and should yield the same value of
nsxT,Îsd if the high-pT particles are the result of hard scat-
tering according to QCD. This is because the structure and
fragmentation functions in Au+Au collisions should scale,
so that Eq.(19) applies, albeit with a differentGsxTd. Thus, if
the suppression of high-pT particles with respect to pointlike
scaling fromp+p collisions is due to shadowing of the struc-
ture functions[47] or gluon saturation[26], which are basi-

FIG. 15. (Color online) (a) Transverse momentum dependence of the invariant cross section at seven center-of-mass energies from
different experiments[31,50,63,64]. (b) The same data multiplied byÎs6.3, plotted as a function ofxT=2pT/Îs.

FIG. 16. (Color online) (a) Transverse momentum dependence of the invariant cross section forp0 at five center-of-mass energies from
different experiments[16,65–68]. (b) The same data multiplied byÎs6.3, plotted vsxT=2pT/Îs.
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cally scaling effects,4 rather than due to a final state interac-
tion with the dense medium, which may not scale, the cross
sections[Eq. (19)] at a givenxT (and centrality) should all
exhibit the same suppression. The initial state shadowing
may causeGsxTd to change with centrality, butnsxT,Îsd
should remain constant. In the case of the interaction with
the dense medium,xT scaling may or may not hold, depend-
ing on the details of the energy loss, for instance, whether or
not the energy loss of the hard-scattered parton scales with
its energy. It is also conceivable that the high-pT particles
observed in Au+Au collisions at RHIC have nothing to do
with QCD hard scattering[27,33,52]. In this case, striking
differences from Eq.(19) and the systematics observed in
p+p collisions should be expected.

To testxT scaling in Au+Au collisions, we plot the quan-
tities defined by Eq.(20) in Fig. 17 for charged hadron and
p0 data from ÎsNN=130 GeV and 200 GeV for central
s0–10%d and peripherals60–80%d collisions. For the power
n, we use the same valuensxT,Îsd=6.3 that was used for the
p+p data shown in Fig. 15(b) and Fig. 16(b). The data are
consistent withxT scaling over the range 0.03øxTø0.06 for
p0 and 0.04øxTø0.075 forsh++h−d /2.

According to Eq.(19), the ratio of inclusive cross sections
at fixed xT equalss200/130dn. Thus, the powernsxT,Îsd is
related directly to the logarithm of the ratio of invariant had-
ron yield at fixedxT as

nsxTd =
log fyieldsxT,130 GeVd/yieldsxT,200 GeVdg

logs200/130d
.

s21d

The powern’s for both neutral pions and charged hadrons
for central and peripheral collisions are shown in Fig. 18.

While the p0 data in central and peripheral collisions and
charged hadron data in peripheral collisions seem to favor a
similar powern, the charged hadron data from central colli-
sions require a larger value ofn.

For a more quantitative analysis, the Au+Au data for a
given centrality and hadron selection are fitted simulta-
neously forÎsNN=130 and 200 GeV to the form

S A
Îs
Dn

sxTd−m, s22d

where we have approximated Eq.s19d by using a constant
power nsxT,Îsd and a power law,xT

−m, for GsxTd over a
limited range inxT. The fit results and errors are quoted in
Table VI. The corresponding ratios of yields are presented
by lines in Figure 18, where the fit rangess0.03øxT
ø0.06 for p0s and 0.04øxTø0.074 for charged hadronsd
are indicated by the length of the line.

For peripheral collisions the fitted values for the power
aren=6.33±0.54 andn=6.12±0.49, forp0 and charged had-
rons respectively, which are in quantitative agreement with
the expectation fromp+p collisions. ApproximatexT scaling
in peripheral Au+Au collisions with the same power as ob-
served inp+p collisions indicates that hard scattering is the
dominating production mechanism for high-pT particles. In
central collisions, neutral pions also exhibitxT scaling with a
similar power,n=6.41±0.55. Thus, it seems that high-pT p0

production is consistent with hard scattering, with scaling
structure and fragmentation functions, for all centralities.

For charged hadrons, the power found for central colli-
sions is n=7.53±0.44. Most of the systematic errors are
common and cancel between central and peripheral colli-
sions, thus the difference of the two powers found for
charged hadrons,Dn=ncent−nperiph=1.41±0.43 compared
with that for neutral pionDn=0.09±0.47, is significant.

This difference is consistent with the large proton and
antiproton enhancement in central Au+Au collisions for in-

4There is a slight nonscaling effect of the structure functions[47]
since for fixedxT, Q2 changes by a factor of 2.4 between the two
ÎsNN.

FIG. 17. (Color online) xT scaled spectra for central collisions and peripheral collisions atÎsNN=130 and 200 GeV. The left figure shows
the p0 xT spectra, and the right figure shows thesh++h−d /2 xT spectra. The centrals0–10%d xT spectra are represented by triangular
symbols, and the peripherals60–80%d xT spectra are represented by square symbols. The open symbols representxT spectra fromÎsNN

=130 GeV scaled by a factor ofs130/200d6.3. The solid symbols representxT spectra fromÎsNN=200 GeV The error bars are statistical only.
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termediatepT seen atÎsNN=130 and 200 GeV, which ap-
pears to violatexT scaling. ThexT range 0.04øxTø0.074
corresponds to 4,pT,7.4 GeV/c at ÎsNN=200 GeV, but it
corresponds to 2.6,pT,4.8 GeV/c at ÎsNN=130 GeV. If
protons are enhanced at 2,pT,4.5 GeV/c in central colli-
sions at bothÎsNN=130 GeV and 200 GeV, thenncentwill be
larger thannperiph in the measuredxT range. SinceÎsNN
=200 GeV data indicate that the proton enhancement is lim-
ited to the mediumpT range, based on the equality ofRAA for
charged hadrons andp0 at pT.4.5 GeV/c (Fig. 12), this
difference should go away at largerxT.

IV. SUMMARY

We have presented a systematic study of thepT and cen-
trality dependence of charged hadron production at

uh u ,0.18 at ÎsNN=200 GeV. The yields per nucleon-
nucleon collision in central collisions are significantly sup-
pressed compared to peripheral and nucleon-nucleon colli-
sions. The suppression is approximately independent ofpT
above 4.5 GeV/c for all centrality classes, suggesting a simi-
lar spectral shape between Au+Au andp+p collisions. At
pT.4.5, charged hadron suppression is the same as for neu-
tral pions; the ratioh/p0 is ,1.6 for all centralities, similar
to theh/p value measured inp+p ande+e− collisions. The
similar spectral shape and particle composition at highpT are
consistent with jet fragmentation as the dominating mecha-
nism of particle production in Au+Au collisions for
pT.4–5 GeV/c. For both charged hadrons and neutral
pions, the suppression sets in gradually from peripheral to
central collisions, consistent with the expectation of partonic

TABLE VI. Results of the simultaneous fit toÎsNN=130 and 200 GeV data using Eq.(22). The fit ranges
are 0.03øxTø0.06 for p0 and 0.04øxTø0.074 for charged hadron. Only statistical and point-to-point
systematic errors on the data points are included in the fit, which gives the statistical error onn. The
normalization errors and otherpT correlated systematic errors are not included in the fit but are directly
translated into a systematic error onn.

Fitting results forp0 over 0.03,xT,0.06

Parameters 0–10% centrality bin 60–80% centrality bin

A 0.973±0.232 0.843±0.3

m 8.48±0.17 7.78±0.22

n 6.41±0.25sstatd 6.33±0.39sstatd
±0.49ssysd ±0.37ssysd

Fitting results forh++h− over 0.04,xT,0.074

A 2.30±0.44 0.62±0.27

m 8.74±0.28 8.40±0.43

n 7.53±0.18sstatd 6.12±0.33sstatd
±0.40ssysd ±0.36ssysd

FIG. 18. (Color online) The xT scaling powern [according to Eq.(21)] plotted as a function ofxT calculated forp0 (left) and sh+

+h−d /2 (right) in centrals0–10%d and peripherals60–80%d collisions. The solid(and dashed) lines indicate a constant fit along with the
fitting ranges to the central(and peripheral) nsxTd functions. The error bars at each data point include statistical and point-to-point systematic
errors fromÎsNN=130 and 200 GeV. The scale errors onxT spectra are 20.7%s15.9%d for p0 xT spectra ratio in central(peripheral)
collisions, and 18.6%s15.7%d for sh++h−d /2 xT spectra ratio in central(peripheral) collisions. These type of errors propagate into the
systematic errors onxT scaling powern listed in Table VI.
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energy loss and surface emission of high-pT hadrons. The
xT-scaled hadron yields are compared betweenÎsNN

=130 GeV andÎsNN=200 GeV Au+Au collisions. We find
that thexT scaling powern calculated for neutral pions in
central and peripheral collisions and charged hadron in pe-
ripheral collisions is 6.3±0.6, similar top+p collisions. This
again points towards similar production dynamics, i.e., hard
scattering processes as described by QCD. However,n is
7.5±0.5 for charged hadrons in central collisions, indicating
a strong nonscaling modification of particle composition of
charged hadron spectra from that ofp+p at intermediatepT,
2–4.5 GeV/c. This is consistent with the largeh/p0 ratios
observed over the samepT range in central collisions.
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The centrality dependence of transverse momentum distributions and yields forp± ,K± ,p, and p̄ in Au
+Au collisions atÎsNN=200 GeV at midrapidity are measured by the PHENIX experiment at the Relativistic
Heavy Ion Collider. We observe a clear particle mass dependence of the shapes of transverse momentum
spectra in central collisions below,2 GeV/c in pT. Both mean transverse momenta and particle yields per
participant pair increase from peripheral to midcentral and saturate at the most central collisions for all particle
species. We also measure particle ratios ofp−/p+, K−/K+, p̄/p, K /p, p/p, and p̄/p as a function ofpT and
collision centrality. The ratios of equal mass particle yields are independent ofpT and centrality within the
experimental uncertainties. In central collisions at intermediate transverse momenta,1.5–4.5 GeV/c, proton
and antiproton yields constitute a significant fraction of the charged hadron production and show a scaling
behavior different from that of pions.
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I. INTRODUCTION

The motivation for ultrarelativistic heavy-ion experiments
at the Relativistic Heavy Ion Collider(RHIC) at Brookhaven
National Laboratory is the study of nuclear matter at ex-
tremely high temperature and energy density with the hope
of creating and detecting deconfined matter consisting of
quarks and gluons—the quark gluon plasma(QGP). Lattice
QCD calculations[1] predict that the transition to a decon-
fined state occurs at a critical temperatureTc<170 MeV and
an energy densitye<2 GeV/fm3. Based on the Bjorken es-
timation [2] and the measurement of transverse energysETd
in Au+Au collisions atÎsNN=130 GeV [3] and 200 GeV,
the spatial energy density in central Au+Au collisions at
RHIC is believed to be high enough to create such decon-
fined matter in a laboratory[3].

The hot and dense matter produced in relativistic heavy-
ion collisions may evolve through the following scenario:
preequilibrium, thermal(or chemical) equilibrium of partons,
possible formation of QGP or a QGP-hadron gas mixed state,
a gas of hot interacting hadrons, and finally, a freeze-out state
when the produced hadrons no longer strongly interact with
each other. Since produced hadrons carry information about
the collision dynamics and the entire space-time evolution of
the system from the initial to the final stage of collisions, a
precise measure of the transverse momentumspTd distribu-
tions and yields of identified hadrons as a function of colli-
sion geometry is essential for the understanding of the dy-
namics and properties of the created matter.

In the low pT regions,2 GeV/cd, hydrodynamic models
[4,5] that include radial flow successfully describe the mea-
sured pT distributions in Au+Au collisions at ÎsNN
=130 GeV[6–8]. The pT spectra of identified charged had-
rons below pT<2 GeV/c in central collisions have been
well reproduced by two simple parameters: transverse flow
velocity bT and freeze-out temperatureTfo [8] under the as-
sumption of thermalization with longitudinal and transverse
flow [4]. The particle production in thispT region is consid-
ered to be dominated by secondary interactions among pro-
duced hadrons and participating nucleons in the reaction
zone. Another model which successfully describes the par-
ticle abundances at lowpT is the statistical thermal model
[9]. Particle ratios have been shown to be well reproduced by
two parameters: a baryon chemical potentialmB and a chemi-
cal freeze-out temperatureTch. It is found that there is an
overall good agreement between measured particle ratios at
ÎsNN=130 GeV Au+Au and the thermal model calculations
[10,11].

On the other hand, at highpT sù4 GeV/cd the dominant
particle production mechanism is the hard scattering de-
scribed by perturbative quantum chromodynamics(pQCD),
which produces particles from the fragmentation of energetic
partons. One of the most interesting observations at RHIC is
that the yield of highpT neutral pions and nonidentified
charged hadrons in central Au+Au collisions at RHIC are
below the expectation of the scaling with the number of
nucleon-nucleon binary collisions,Ncoll [12–14]. This effect
could be a consequence of the energy loss suffered by par-
tons moving through deconfined matter[15,16]. It has also

been observed that the yield of neutral pions is more strongly
suppressed than that for nonidentified charged hadrons[12]
in central Au+Au collisions at RHIC. Another interesting
feature is that the proton and antiproton yields in central
events are comparable to that of pions atpT<2 GeV/c [6],
differing from the expectation of pQCD. These observations
suggest that a detailed study of particle composition at inter-
mediatepTs<2–4 GeV/cd is very important to understand
hadron production and collision dynamics at RHIC.

The PHENIX experiment[17] has a unique hadron iden-
tification capability in a broad momentum range. Pions and
kaons are identified up to 3 GeV/c and 2 GeV/c in pT, re-
spectively, and protons and antiprotons can be identified up
to 4.5 GeV/c by using a high resolution time-of-flight detec-
tor [18]. Neutral pions are reconstructed viap0→gg up to
pT<10 GeV/c through an invariant mass analysis ofg pairs
detected in an electromagnetic calorimeter[19] with wide
azimuthal coverage. During the measurements of Au+Au
collisions at ÎsNN=200 GeV in year 2001 at RHIC, the
PHENIX experiment accumulated enough events to address
the above issues at intermediatepT as well as the particle
production at lowpT with precise centrality dependences. In
this paper, we present the centrality dependence ofpT spec-
tra, kpTl, yields, and ratios forp±, K±, p, and p̄, in Au+Au
collisions atÎsNN=200 GeV at midrapidity measured by the
PHENIX experiment. We also present results on the scaling
behavior of charged hadrons compared with results ofp0

measurements[14], which have been published separately.
The paper is organized as follows. Section II describes the

PHENIX detector used in this analysis. In Sec. III the analy-
sis details including event selection, track selection, particle
identification, and corrections applied to the data are de-
scribed. The systematic errors on the measurements are also
discussed in this section. For the experimental results, cen-
trality dependence ofpT spectra for identified charged par-
ticles is presented in Sec. IV A, and transverse mass spectra
are given in Sec. IV B. Particle yields and mean transverse
momenta as a function of centrality are presented in Sec.
IV C. In Sec. IV D the systematic study of particle ratios as a
function pT and centrality is presented. Section IV E studies
the scaling behavior of identified charged hadrons. A sum-
mary is given in Sec. V.

II. PHENIX DETECTOR

The PHENIX experiment is composed of two central
arms, two forward muon arms, and three global detectors.
The east and west central arms are placed at zero rapidity
and designed to detect electrons, photons, and charged had-
rons. The north and south forward muon arms have full azi-
muthal coverage and are designed to detect muons. The glo-
bal detectors measure the start time, vertex, and multiplicity
of the interactions. The following sections describe the parts
of the detector that are used in the present analysis. A de-
tailed description of the complete detector can be found else-
where[17–22].

A. Global detectors

In order to characterize the centrality of Au+Au colli-
sions, zero-degree calorimeters(ZDCs) [21] and beam-beam
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counters(BBCs) [20] are employed. The zero-degree calo-
rimeters are small hadronic calorimeters which measure the
energy carried by spectator neutrons. They are placed 18 m
upstream and downstream of the interaction point along the
beam line. Each ZDC consists of three modules. Each mod-
ule has a depth of two hadronic interaction lengths and is
read out by a single photomultiplier tube(PMT). Both time
and amplitude are digitized for each PMT along with the
analog sum of the three PMT signals for each ZDC.

Two sets of beam-beam counters are placed 1.44 m from
the nominal interaction point along the beam line(one on
each side). Each counter consists of 64Čerenkov telescopes,
arranged radially around the beam line. The BBC measures
the number of charged particles in the pseudorapidity region
3.0, uh u ,3.9. The correlation between BBC charge sum
and ZDC total energy is used for centrality determination.
The BBC also provides a collision vertex position and start
time information for time-of-flight measurement.

B. Central arm detectors

Charged particles are tracked using the central arm spec-
trometers[22]. The spectrometer on the east side of the
PHENIX detector(east arm) contains the following sub-
systems used in this analysis: drift chamber(DC), pad cham-
ber (PC), and time-of-flight(TOF).

The drift chambers are the closest tracking detectors to
the beam line—at a radial distance of 2.2 m. They measure
charged particle trajectories in the azimuthal direction to de-
termine the transverse momentum of each particle. By com-
bining the polar angle information from the first layer of the
PC with the transverse momentum, the total momentump is
determined. The momentum resolution isdp/p.0.7%
% 1.0%3psGeV/cd, where the first term is due to the mul-
tiple scattering before the DC and the second term is the
angular resolution of the DC. The momentum scale is known
to 0.7%, from the reconstructed proton mass using the TOF.

The pad chambers are multiwire proportional chambers
that form three separate layers of the central tracking system.
The first pad chamber layer(PC1) is located at the radial
outer edge of each drift chamber at a distance of 2.49 m,
while the third layer(PC3) is 4.98 m from the interaction
point. The second layer(PC2) is located at a radial distance
of 4.19 m in the west arm only. PC1 and the DC, along with
the vertex position measured by the BBC, are used in the
global track reconstruction to determine the polar angle of
each charged track.

The time-of-flight detector serves as the primary particle
identification device for charged hadrons by measuring the
stop time. The start time is given by the BBC. The TOF wall
is located at a radial distance of 5.06 m from the interaction
point in the east central arm. This contains 960 scintillator
slats oriented along the azimuthal direction. It is designed to
coveruh u ,0.35 andDf=45° in azimuthal angle. The intrin-
sic timing resolution iss.115 ps, which allows for a
3s p /K separation up topT.2.5 GeV/c, and 3s K /p sepa-
ration up topT.4 GeV/c.

III. DATA ANALYSIS

In this section, we describe the event and track selection,
charged particle identification and various corrections, in-

cluding geometrical acceptance, particle decay, multiple scat-
tering and absorption effects, detector occupancy corrections,

and weak decay contributions fromL and L̄ to proton and
antiproton spectra. The estimations of systematic uncertain-
ties on the measurements are addressed at the end of this
section.

A. Event selection

For the present analysis, we use the PHENIX minimum
bias trigger events, which are determined by a coincidence
between north and south BBC signals. We also require a
collision vertex within ±30 cm from the center of the spec-
trometer. The collision vertex resolution determined by the
BBC is about 6 mm in Au+Au collisions in minimum bias
events[20]. The PHENIX minimum bias trigger events in-
clude 92.2−3.0

+2.5% of the 6.9 b Au+Au total inelastic cross sec-
tion [14]. Figure 1 shows the correlation between the BBC
charge sum and ZDC total energy for Au+Au atÎsNN
=200 GeV. The lines on the plot indicate the centrality defi-
nition in the analysis. For the centrality determination, these
events are subdivided into 11 bins using the BBC and
ZDC correlation: 0–5%, 5–10%, 10–15%, 15–20%,
20–30%, . . ., 70–80%, and 80–92%. Due to the statistical
limitations in the peripheral events, we also use the 60–92%
centrality bin as the most peripheral bin. After event selec-
tion, we analyze 2.023107 minimum bias events, which rep-
resents,140 times more events than used in our published
Au+Au data at 130 GeV[6,8]. Based on a Glauber model
calculation[8,14] we use two global quantities to character-
ize the event centrality: the average number of participants
kNpartl and the average number of collisionskNcolll associ-
ated with each centrality bin(Table I).

B. Track selection

Charged particle tracks are reconstructed by the DC based
on a combinatorial Hough transform[25]—which gives the
angle of the track in the main bend plane. The main bend

FIG. 1. BBC vs ZDC analog response. The lines represent the
centrality cut boundaries.
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plane is perpendicular to the beam axis(azimuthal direction).
PC1 is used to measure the position of the hit in the longi-
tudinal direction(along the beam axis). When combined with
the location of the collision vertex along the beam axis(from
the BBC), the PC1 hit gives the polar angle of the track.
Only tracks with valid information from both the DC and
PC1 are used in the analysis. In order to associate a track
with a hit on the TOF, the track is projected to its expected
hit location on the TOF. Tracks are required to have a hit on
the TOF within ±2s of the expected hit location in both the
azimuthal and beam directions. Finally, a cut on the energy
loss in the TOF scintillator is applied to each track. This
b-dependent energy loss cut is based on a parametrization of
the Bethe-Bloch formula, i.e.,dE/dx<b−5/3, where b
=L / sctTOFd, L is the path length of the track trajectory from
the collision vertex to the hit position of the TOF wall,tTOF
is the time of flight, andc is the speed of light. The flight
path length is calculated from a fit to the reconstructed track
trajectory. The background due to random association of DC/
PC1 tracks with TOF hits is reduced to a negligible level
when the mass cut used for particle identification is applied
(described in the following) section.

C. Particle identification

The charged particle identification(PID) is performed by
using the combination of three measurements: time of flight
from the BBC and TOF, momentum from the DC, and flight

path length from the collision vertex point to the hit position
on the TOF wall. The square of the mass is derived from the
following formula:

m2 =
p2

c2FS tTOF

L/c
D2

− 1G , s1d

wherep is the momentum,tTOF is the time of flight,L is a
flight path length, andc is the speed of light. The charged
particle identification is performed using cuts inm2 and
momentum space.

In Fig. 2, a plot ofm2 versus momentum multiplied by
charge is shown together with applied PID cuts as solid
curves. We use 2s standard deviation PID cuts inm2 and
momentum space for each particle species. The PID cut is
based on a parametrization of the measuredm2 width as a
function of momentum,

sm2
2 =

sa
2

K1
2s4m4p2d +

sms
2

K1
2 F4m4S1 +

m2

p2 DG
+

st
2c2

L2 f4p2sm2 + p2dg, s2d

wheresa is the angular resolution,sms is the multiple scat-
tering term,st is the overall time-of-flight resolution,m is
the centroid ofm2 distribution for each particle species, and
K1 is a magnetic field integral constant term
of 87.0 mrad GeV. The parameters for PID aresa

=0.835 mrad, sms=0.86 mrad GeV, and st=120 ps.
Through improvements in alignment and calibrations, the
momentum resolution is improved over the 130 GeV data
f8g. The centrality dependence of the width and the mean
position of the m2 distribution has also been checked.
There is no clear difference seen between central and pe-
ripheral collisions. For pion identification above 2 GeV/c,
we apply an asymmetric PID cut to reduce kaon contami-

FIG. 2. (Color online) Mass-squared vs momentum multiplied
by charge distribution in Au+Au collisions atÎsNN=200 GeV. The
lines indicate the PID cut boundaries for pions, kaons, and protons
(antiprotons) from left to right, respectively.

TABLE I. The average nuclear overlap functionskTAuAuld, the
number of nucleon-nucleon binary collisionsskNcollld, and the num-
ber of participant nucleonsskNpartld obtained from a Glauber Monte
Carlo [8,14] correlated with the BBC and ZDC response for Au
+Au at ÎsNN=200 GeV as a function of centrality. Centrality is
expressed as percentiles ofsAuAu=6.9 b with 0% representing the
most central collisions. The last line refers to minimum bias colli-
sions.

Centrality kTAuAul smb−1d kNcolll kNpartl

0–5 % 25.37±1.77 1065.4±105.3 351.4±2.9

0–10% 22.75±1.56 955.4±93.6 325.2±3.3

5–10% 20.13±1.36 845.4±82.1 299.0±3.8

10–15% 16.01±1.15 672.4±66.8 253.9±4.3

10–20% 14.35±1.00 602.6±59.3 234.6±4.7

15–20% 12.68±0.86 532.7±52.1 215.3±5.3

20–30% 8.90±0.72 373.8±39.6 166.6±5.4

30–40% 5.23±0.44 219.8±22.6 114.2±4.4

40–50% 2.86±0.28 120.3±13.7 74.4±3.8

50–60% 1.45±0.23 61.0±9.9 45.5±3.3

60–70% 0.68±0.18 28.5±7.6 25.7±3.8

60–80% 0.49±0.14 20.4±5.9 19.5±3.3

60–92% 0.35±0.10 14.5±4.0 14.5±2.5

70–80% 0.30±0.10 12.4±4.2 13.4±3.0

70–92% 0.20±0.06 8.3±2.4 9.5±1.9

80–92% 0.12±0.03 4.9±1.2 6.3±1.2

min. bias 6.14±0.45 257.8±25.4 109.1±4.1
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nation of the pions. As shown by the lines in Fig. 2, the
overlap region which is within the 2s cuts for both pions
and kaons is excluded. For kaons, the upper momentum
cutoff is 2 GeV/c since the pion contamination level for
kaons is<10% at that momentum. The upper momentum
cutoff on the pions ispT=3 GeV/c—where the kaon con-
tamination reaches<10%. The contamination of protons
by kaons reaches about 5% at 4 GeV/c. Electron sposi-
trond and decay muon background at very low
pT s,0.3 GeV/cd are well separated from the pion mass-
squared peak. The contamination background on each par-
ticle species is not subtracted in the analysis. For protons,
the upper momentum cutoff is set at 4.5 GeV/c due to
statistical limitations and background at highpT. An addi-
tional cut on m2 for protons and antiprotons,
m2.0.6 sGeV/c2d2, is introduced to reduce background.
The lower momentum cutoffs are 0.2 GeV/c for pions,
0.4 GeV/c for kaons, and 0.6 GeV/c for p and p̄. This
cutoff value forp and p̄ is larger than those for pions and
kaons due to the large energy loss effect.

D. Acceptance, decay, and multiple scattering corrections

In order to correct for(1) the geometrical acceptance,(2)
in-flight decay for pions and kaons,(3) the effect of multiple
scattering, and(4) nuclear interactions with materials in the
detector (including antiproton absorption), we use PISA
(PHENIX Integrated Simulation Application), a GEANT
[26] based Monte Carlo(MC) simulation program of the
PHENIX detector. The single-particle tracks are passed from
GEANT through the PHENIX event reconstruction software
[25]. In this simulation, the BBC, TOF, and DC detector
responses are tuned to match the real data. For example, dead
areas of DC and TOF are included, and momentum and time-
of-flight resolution are tuned. The track association to TOF
in both azimuthsfd and along the beam axisszd as a function
of momentum and the PID cut boundaries are parametrized
to match the real data. A fiducial cut is applied to choose
identical active areas on the TOF in both the simulation and
data. We generate 13107 single-particle events for each par-
ticle species(p±, K±, p, and p̄) with low pT enhanced
s,2 GeV/cd+flat pT distributions for highpT (2–4 GeV/c
for pions and kaons, 2–8 GeV/c for p and p̄). 1 The effi-
ciencies are determined in eachpT bin by dividing the recon-
structed output by the generated input as expressed as fol-
lows:

eaccs j ,pTd =
No. of reconstructed MC tracks

No. of generated MC tracks
, s3d

where j is the particle species. The resulting correction fac-
tors s1/eaccd are applied to the data in eachpT bin and for
each individual particle species.

E. Detector occupancy correction

Due to the high multiplicity environment in heavy ion
collisions, which causes high occupancy and multiple hits on
a detector cell such as scintillator slats of the TOF, it is
expected that the track reconstruction efficiency in central
events is lower than that in peripheral events. The typical
occupancy at TOF is less than 10% in the most central Au
+Au collisions. To correct for this effect, we merge single
particle simulated events with real events and calculate the
track reconstruction efficiency for each simulated track as
follows:

emultsi, jd =
No. of reconstructed embedded tracks

No. of embedded tracks
, s4d

where i is the centrality bins andj is the particle species.
This study has been performed for each particle species and
each centrality bin. The track reconstruction efficiencies are
factorized sinto independent terms depending on centrality
and pTd for pT.0.4 GeV/c, since there is nopT depen-
dence in the efficiencies above thatpT. Figure 3 shows the
dependence of track reconstruction efficiency forp±, K±,
p, and p̄ as a function of centrality expressed asNpart. The
efficiency in the most central 0–5% events is about 80%
for protonssp̄d, 83% for kaons, and 85% for pions. Slower
particles are more likely lost due to high occupancy in the
TOF because the system responds to the earliest hit. For
the most peripheral 80–92% events, the efficiency for de-
tector occupancy effect is<99% for all particle species.
The factors are applied to the spectra for each particle
species and centrality bin. Systematic uncertainties on de-
tector occupancy correctionss1/emultd are less than 3%.

1Due to the good momentum resolution at the highpT region, the
momentum smearing effect for a steeply falling spectrum is,1% at
pT=5 GeV/c. The flatpT distribution up to 5 GeV/c can be used to
obtain the correction factors.

FIG. 3. Track reconstruction efficiencysemultd as a function of
centrality. The error bars on the plot represent the systematic errors.
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F. Weak decay correction

Protons and antiprotons from weak decays(e.g., fromL

and L̄) can be reconstructed as tracks in the PHENIX spec-
trometer. The proton and antiproton spectra are corrected to
remove the feed-down contribution from weak decays using
a HIJING [27] simulation. HIJING output has been tuned to

reproduce the measured particle ratios ofL /p andL̄ / p̄ along
with their pT dependencies inÎsNN=130 GeV Au+Au colli-
sions[28] which include contribution fromJ and S0. Cor-
rections for feed-down fromS± are not applied, as these
yields were not measured. About 23106 central HIJING
events(impact parameterb=0–3 fm) covering the TOF ac-
ceptance have been generated and processed through the
PHENIX reconstruction software. To calculate the feed-

down corrections, thep̄/p and L̄ /L yield ratios were as-
sumed to be independent ofpT and centrality. The systematic
error due to the feed-down correction is estimated at 6% by

varying theL /p andL̄ / p̄ ratios within the systematic errors
of the ÎsNN=130 GeV Au+Au measurement[28] s±24%d
and assumingmT scaling at highpT. This uncertainty could

be larger if theL /p andL̄ / p̄ ratios change significantly with
pT and beam energy. The fractional contribution to thep sp̄d

yield from L sL̄d ,dfeedspTd, is shown in Fig. 4. The solid
(dashed) lines represent the systematic errors for protonssp̄d.
The obtained factor is about 40% below 1 GeV/c and 30%
at 4 GeV/c. We multiply the proton and antiproton spectra
by the factorCfeed for all centrality bins as a function ofpT:

Cfeeds j ,pTd = 1 −dfeeds j ,pTd, s5d

where j =p, p̄.

G. Invariant yield

Applying the data cuts and corrections discussed above,
the final invariant yield for each particle species and central-
ity bin are derived using the following equation:

1

2ppT

d2N

dpTdy
=

1

2ppT

1

Nevtsid
CijspTd

Njsi,pTd
DpTDy

, s6d

wherey is rapidity, Nevtsid is the number of events in each
centrality bin i ,CijspTd is the total correction factor, and
Njsi ,pTd is the number of counts in each centrality bini,
particle speciesj , andpT. The total correction factor is com-
posed of

CijspTd =
1

eaccs j ,pTd
1

emultsi, jd
Cfeeds j ,pTd. s7d

H. Systematic uncertainties

To estimate systematic uncertainties on thepT distribution
and particle ratios, various sets ofpT spectra and particle
ratios were made by changing the cut parameters including
the fiducial cut, PID cut, and track association windows
slightly from what was used in the analysis. For each of
these spectra and ratios using modified cuts, the same
changes in the cuts were made in the Monte Carlo analysis.
The absolutely normalized spectra with different cut condi-
tions are divided by the spectra with the baseline cut condi-
tions, resulting in uncertainties associated with each cut con-
dition as a function ofpT. The various uncertainties are
added in quadrature. Three different centrality bins(mini-
mum bias, central 0–5%, and peripheral 60–92%) are used
to study the centrality dependence of systematic errors. The
same procedure has been applied for the following particle
ratios:p−/p+, K−/K+, p̄/p, K /p, p/p+, and p̄/p−.

TABLE II. Systematic errors on thepT spectra for central events. All errors are given in percent.

p+ p− K+ K− p p̄

pT rangesGeV/cd 0.2–3.0 0.2–3.0 0.4–2.0 0.4–2.0 0.6–3.0 3.0–4.5 0.6–3.0 3.0–4.5

Cuts 6.2 6.2 11.2 9.5 6.6 11.6 6.6 11.6

Momentum scale 3 3 3 3 3 3 3 3

Occupancy correction 2 2 3 3 3 3 3 3

Feed-down correction 6.0 6.0 6.0 6.0

Total 7.2 7.2 12.0 10.4 9.9 13.7 9.9 9.9

FIG. 4. The fractional contribution of protonss p̄d from L sL̄d
decays in all measured protonssp̄d, dfeedspTd, as a function ofpT.
The solid(dashed) lines represent the systematic errors for protons
sp̄d. The error bars are statistical errors.
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Table II shows the systematic errors of thepT spectra for
central collisions. The systematic uncertainty on the absolute
value of momentum(momentum scale) is estimated as 3% in
the measuredpT range by comparing the known proton mass
to the value measured as protons in real data. It is found that
the total systematic error on thepT spectra is 8–14% in both
central and peripheral collisions. For the particle ratios, the
typical systematic error is about 6% for all particle species.
The dominant source of uncertainties on the central-to-
peripheral ratio scaled byNcoll sRCPd are the systematic er-
rors on the nuclear overlap function,TAuAu (see Table III).
The systematic errors ondN/dy and kpTl are discussed in
Sec. IV C together with the procedure for the determination
of these quantities.

IV. RESULTS

In this section, thepT and transverse mass spectra and
yields of identified charged hadrons as a function of central-
ity are shown. Also a systematic study of particle ratios in
Au+Au collisions atÎsNN=200 GeV at midrapidity is pre-
sented.

A. Transverse momentum distributions

Figure 5 shows thepT distributions for pions, kaons, pro-
tons, and antiprotons. The top two plots are for the most
central 0–5% collisions, and the bottom two are for the most
peripheral 60–92% collisions. The spectra for positive par-
ticles are presented on the left, and those for negative par-
ticles on the right. ForpT,1.5 GeV/c in central events, the
data show a clear mass dependence in the shapes of the spec-
tra. Thep and p̄ spectra have a shoulder-arm shape, the pion
spectra have a concave shape, and the kaons fall exponen-
tially. On the other hand, in the peripheral events, the mass
dependences of thepT spectra are less pronounced and thepT
spectra are more nearly parallel to each other. Another no-
table observation is that atpT above<2.0 GeV/c in central
events, thep and p̄ yields become comparable to the pion
yields, which is also observed in 130 GeV Au+Au collisions
[6]. This observation shows that a significant fraction of the
total particle yield atpT<2.0–4.5 GeV/c in Au+Au central
collisions consists ofp and p̄.

These high statistics Au+Au data atÎsNN=200 GeV al-
low us to perform a detailed study of the centrality depen-
dence of thepT spectra. In this analysis, we use the 11 cen-
trality bins described in Sec. III A as well as the combined
peripheral bins60–92%d for each particle species. Figure 6
shows the centrality dependence of thepT spectrum forp+

(left) and p− (right). For clarity, the data points are scaled

TABLE III. Systematic errors on central-to-peripheral ratiosRCPd. All errors are given in percent.

Source sp++p−d /2 sK++K−d /2 sp+ p̄d /2

Occupancy correction(central) 2 3 3

Occupancy correction(peripheral) 2 3 3

kTAuAul s0–10%d 6.9 6.9 6.9

kTAuAul s60–92%d 28.6 28.6 28.6

Total 29.5 29.7 29.7

FIG. 5. Transverse momentum distributions for pions, kaons,
protons, and antiprotons in Au+Au collisions atÎsNN=200 GeV.
The top two figures showpT spectra for the most central 0–5 %
collisions. The bottom two are for the most peripheral 60–92%

collisions. The error bars are statistical only. TheL sL̄d feed-down
corrections for protons(antiprotons) have been applied.

FIG. 6. Centrality dependence of thepT distribution forp+ (left)
andp− (right) in Au+Au collisions atÎsNN=200 GeV. The differ-
ent symbols correspond to different centrality bins. The error bars
are statistical only. For clarity, the data points are scaled vertically
as quoted in the figure.
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vertically as quoted in the figures. The error bars are statis-
tical only. The pion spectra show an approximately power-
law shape for all centrality bins. The spectra become steeper
(fall faster with increasingpT) for more peripheral collisions.

Figure 7 shows similar plots for kaons. The data can be
well approximated by an exponential function inpT for all
centralities. Finally, the centrality dependence of thepT spec-
tra for protons(left) and antiprotons(right) is shown in Fig.
8. As in Fig. 5, bothp andp̄ spectra show a strong centrality
dependence below 1.5 GeV/c, i.e., they develop a shoulder
at low pT and the spectra flatten(fall more slowly with in-
creasingpT) with increasing collision centrality.

Up to pT=1.5–2 GeV/c, it has been found that hydrody-
namic models can reproduce the data well forp±, K±, p, and
p̄ spectra at 130 GeV[8], and also the preliminary data at
200 GeV in Au+Au collisions(e.g., Refs.[5,29]). These
models assume thermal equilibrium and that the created par-
ticles are affected by a common transverse flow velocitybT
and freeze-out(stop interacting) at a temperatureTfo with a
fixed initial condition governed by the equation of state
(EOS) of matter. There are several types of hydrodynamic
calculations, e.g.,(1) a conventional hydrodynamic fit to the
experimental data with two free parameters,bT andTfo [30],
(2) a combination of hydrodynamics and a hadronic cascade
model[5], (3) transverse and longitudinal flow with simulta-
neous chemical and thermal freeze-outs within the statistical
thermal model[31], (4) requiring the early thermalization
with a QGP type EOS[32]. Despite the differences between
the hydrodynamic models, all models are in qualitative
agreement with the identified single-particle spectra in cen-
tral collisions at lowpT as seen in Ref.[8]. However, they
fail to reproduce the peripheral spectra abovepT.1 GeV/c
and their applicability in the highpT region s.2 GeV/cd is
limited. Comparison with the detailed centrality dependence
of hadron spectra presented here would shed light on further
understanding of the EOS, chemical properties in the model,
and the freeze-out conditions at RHIC.

B. Transverse mass distributions

In order to quantify the observed particle mass depen-
dence of thepT spectra shape and their centrality depen-
dence, the transverse mass spectra for identified charged had-
rons are presented here. From former studies at lower beam
energies, it is known that the invariant differential cross sec-
tions in p+p, p+A, and A+A collisions generally show a
shape of an exponential inmT−m0, where m0 is particle
mass, andmT=ÎpT

2+m0
2 is transverse mass. For anmT spec-

trum with an exponential shape, one can parametrize it as
follows:

d2N

2pmTdmTdy
=

1

2pTsT + m0d
A expS−

mT − m0

T
D , s8d

whereT is referred to as the inverse slope parameter, andA
is a normalization parameter which contains information on
dN/dy. In Fig. 9, mT distributions forp±, K±, p, and p̄ for
central 0–5%stop panelsd, midcentral 40–50%smiddle
panelsd, and peripheral 60–92%sbottom panelsd colli-
sions are shown. The spectra for positive particles are on
the left and for negative particles are on the right. The
solid lines overlaid on each spectra are the fit results using
Eq. s8d. The error bars are statistical only. As seen in Fig.
9, all the mT spectra display an exponential shape in the
low mT region. However, at highermT, the spectra become
less steep, which corresponds to a power-law behavior in
pT. Thus, the inverse slope parameter in Eq.s8d depends
on the fitting range. In this analysis, the fits cover the
range 0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for
kaons, protons, and antiprotons inmT−m0. The low mT
region smT−m0,0.2 GeV/c2d for pions is excluded from
the fit to eliminate the contributions from resonance de-
cays. The inverse slope parameters for each particle spe-
cies in the three centrality bins are summarized in Fig. 10
and in Table IV. The inverse slope parameters increase
with increasing particle mass in all centrality bins. This

FIG. 7. Centrality dependence of thepT distribution forK+ (left)
andK− (right) in Au+Au collisions atÎsNN=200 GeV. The differ-
ent symbols correspond to different centrality bins. The error bars
are statistical only. For clarity, the data points are scaled vertically
as quoted in the figure.

FIG. 8. Centrality dependence of thepT distribution for protons
(left) and antiprotons (right) in Au+Au collisions at ÎsNN

=200 GeV. The different symbols correspond to different centrality
bins. The error bars are statistical only. Feed-down corrections for

L sL̄d decaying into protonsp̄d have been applied. For clarity, the
data points are scaled vertically as quoted in the figure.
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increase for central collisions is more rapid for heavier
particles.

Such a behavior was derived, under certain conditions, by
Schnedermannet al. [33] for central collisions and by
Csörgő et al. [34] for noncentral heavy-ion collisions:

T = T0 + mkutl2. s9d

HereT0 is a freeze-out temperature andkutl is a measure of
the strength of thesaverage radiald transverse flow. The dot-
ted lines in Fig. 10 represent a linear fit of the results from
each centrality bin as a function of mass using Eq.s9d. The
fit parameters for positive and negative particles are shown
in Table IV. It indicates, that the linear extrapolation of the
slope parameterTsmd to zero mass has the same intercept
parametersT0 in all the centrality classes, indicating that the
freeze-out temperature is approximately independent of the
centrality. On the other hand,kutl, the strength of the average
transverse flow is increasing with increasing centrality, sup-
porting the hydrodynamic picture.

Motivated by the idea of a color glass condensate, the
authors of Ref.[35] argued that themT spectra(not mT−m0)
of identified hadrons at RHIC energy follow a generalized
scaling law for all centrality classes when the proton(kaon)
spectrum is multiplied by a factor of 0.5(2.0). The 200
GeV Au+Au pion and kaon spectra seem to follow thismT
scaling, but proton and antiproton spectra are below it by a
factor of ,2 for all centralities. Sincep and p̄ spectra pre-

sented here are corrected for weak decays fromL andL̄, the
model also needs to study the feed-down effect to conclude
that a universalmT scaling law is seen at RHIC.

C. Mean transverse momentum and particle yields
versusNpart

By integrating a measuredpT spectrum overpT, one can
determine the mean transverse momentumkpTl and particle
yield per unit rapidity,dN/dy, for each particle species. The
procedure to determine the meanpT anddN/dy is described
below.

TABLE IV. (Top) Inverse slope parameters forp, K, p, and p̄
for the 0–5 %, 40–50%, and 60–92% centrality bins, in units of
MeV/c2. The errors are statistical only.(Bottom) The extracted fit
parameters of the freeze-out temperatureT0 in units of MeV/c2 and
the measure of the strength of the average radial transverse flow
skutld using Eq.(9). The fit results shown here are for positive and
negative particles, as denoted in the superscripts, and for three dif-
ferent centrality bins.

Particle 0–5 % 40–50% 60–92%

p+ 210.2±0.8 201.9±0.8 187.8±0.7

p− 211.9±0.7 203.0±0.7 189.2±0.7

K+ 290.2±2.2 260.6±2.4 233.9±2.6

K− 293.8±2.2 265.1±2.3 237.4±2.6

p 414.8±7.5 326.3±5.9 260.7±5.4

p̄ 437.9±8.5 330.5±6.4 262.1±5.9

Fit parameter 0–5% 40–50% 60–92%

T0
s+d 177.0±1.2 179.5±1.2 173.1±1.2

T0
s−d 177.3±1.2 179.6±1.2 173.7±1.1

kutls+d 0.48±0.07 0.40±0.07 0.32±0.07

kutls−d 0.49±0.07 0.41±0.07 0.33±0.07

FIG. 9. Transverse mass distributions forp± , K±, protons, and
antiprotons for central 0–5 %(top panels), midcentral 40–50%
(middle panels), and peripheral 60–92%(bottom panels) in Au
+Au collisions atÎsNN=200 GeV. The lines on each spectra are the
fitted results usingmT exponential function. The fit ranges are
0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for kaons, protons,
and antiprotons inmT–m0. The error bars are statistical errors only.

FIG. 10. Mass and centrality dependence of inverse slope pa-
rametersT in mT spectra for positive(left) and negative(right)
particles in Au+Au collisions atÎsNN=200 GeV. The fit ranges are
0.2–1.0 GeV/c2 for pions and 0.1–1.0 GeV/c2 for kaons, protons,
and antiprotons inmT–m0. The dotted lines represent a linear fit of
the results from each centrality bin as a function of mass using Eq.
(9).
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(1) DeterminedN/dy and kpTl by integrating over the
measuredpT range from the data.

(2) Fit several appropriate functional forms(detailed be-
low) to thepT spectra. Note that all of the fits are reasonable
approximations to the data. Integrate from zero to the first
data point and from the last data point to infinity.

(3) Sum the data yield and the two functional yield pieces
together to getdN/dy and kpTl in each functional form.

(4) Take the average between the upper and lower bounds
from the different functional forms to obtain the finaldN/dy
and kpTl. The statistical uncertainties are determined from
the data. The systematic errors from the extrapolation of
yield are defined as half of the difference between the upper
and lower bounds.

(5) Determine the final systematic errors ondN/dy and
kpTl for each centrality bin by taking the quadrature sum of

the extrapolation errors, errors associated with cuts, detector
occupancy corrections(for dN/dy), and feed-down correc-
tions (for p and p̄).

For the extrapolation ofdN/dy and kpTl, the following
functional forms are used for different particle species: a
power-law function and apT exponential for pions, apT ex-
ponential and anmT exponential for kaons, and a Boltzmann
function,pT exponential, andmT exponential for protons and
antiprotons. The effects of contamination background at
high-pT region for bothdN/dy andkpTl are estimated as less
than 1% for all particle species. The overall systematic un-
certainties on bothdN/dy and kpTl are about 10–15%. See
Table V for the systematic errors ofdN/dy and Table VI for
those ofkpTl.

In Fig. 11, the centrality dependence ofkpTl for p±, K±, p,
and p̄ is shown. The error bars in the figure represent the

TABLE V. Systematic errors ondN/dy for central 0–5 %(top) and peripheral 60–92%(bottom) colli-
sions. All errors are given in percent.

Source p+ p− K+ K− p p̄

Central 0–5 %

Cuts+occupancy 6.5 6.5 11.6 10.0 7.2 7.2

Extrapolation 5.4 4.8 5.7 5.6 9.6 9.2

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 8.0 8.0

Total 8.4 8.0 12.9 11.4 14.4 14.4

Peripheral 60– 92%

Cuts+occupancy 6.5 6.5 8.3 7.2 8.3 8.3

Extrapolation 8.4 8.0 7.4 7.5 13.6 13.6

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 8.0 8.0

Total 10.6 10.3 11.1 10.3 17.8 17.8

TABLE VI. Systematic errors onkpTl for central 0–5 %(top) and peripheral 60–92%(bottom) colli-
sions. All errors are given in percent.

Source p+ p− K+ K− p p̄

Central 0–5 %

Cuts 6.2 6.2 11.2 9.5 6.6 6.6

Extrapolation 3.9 3.5 3.5 3.3 6.2 5.9

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 1.0 1.0

Total 7.3 7.1 13.5 10.0 9.1 8.9

Peripheral 60–92%

Cuts 6.2 6.2 7.7 6.6 7.7 7.7

Extrapolation 5.4 5.3 4.6 4.4 8.6 8.6

Contamination background ,1 ,1 ,1 ,1 ,1 ,1

Feed-down 1.0 1.0

Total 8.2 8.1 8.9 7.9 11.5 11.5
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statistical errors. The systematic errors from cut conditions
are shown as shaded boxes on the right for each particle
species. The systematic errors from extrapolations, which are
scaled by a factor of 2 for clarity, are shown in the bottom for
each particle species. The data are also summarized in Table
VII. It is found that kpTl for all particle species increases
from the most peripheral to midcentral collisions, and ap-
pears to saturate from the midcentral to central collisions
(although thekpTl values forp andp̄ may continue to rise). It
should be noted that while the total systematic errors onkpTl
listed in Table VI is large, the trend shown in the figure is
significant. One of the main sources of the uncertainty is the
yield extrapolation in unmeasuredpT range (e.g.,
pT,0.6 GeV/c for protons and antiprotons). These system-

atic errors are correlated, and therefore move the curve up
and down simultaneously. In Fig. 12, the particle mass and
centrality dependence ofkpTl are shown. The data presented
here are thekpTl for the 0–5%, 40–50% and 60–92% cen-
trality bins. Figure 12 is similar to Fig. 10, which shows the
inverse slope parameters, in that thekpTl increases with par-
ticle mass and with centrality. This is qualitatively consistent
with the hydrodynamic expansion picture[29,33,34].

Figure 13 shows the centrality dependence ofdN/dy per
participant pairs0.5 Npartd. The data are summarized in Table
VIII. The error bars on each point represent the quadratic
sum of the statistical errors and systematic errors from cut
conditions. The statistical errors are negligible. The lines rep-
resent the effect of the systematic error onNpart which affects
all curves in the same way. The data indicate thatdN/dy per
participant pair increases for all particle species withNpart up
to <100, and saturates from the midcentral to the most cen-
tral collisions. FromdN/dy for protons and antiprotons, we
obtain the net proton number at midrapidity for the most
central 0–5% collisions,dN/dyup−dN/dyup̄=18.47–13.52

TABLE VII. Centrality dependence ofkpTl for p±, K±, p, and p̄ in MeV/c. The errors are systematic only. The statistical errors are
negligible.

Npart p+ p− K+ K− p p̄

351.4 451±33 455±32 670±78 677±68 949±85 959±84

299.0 450±33 454±33 672±78 679±68 948±84 951±83

253.9 448±33 453±33 668±78 676±68 942±84 950±83

215.3 447±34 449±33 667±78 670±67 937±84 940±83

166.6 444±35 447±34 661±77 668±67 923±85 920±83

114.2 436±35 440±35 655±77 654±66 901±83 892±82

74.4 426±35 429±35 636±54 644±48 868±88 864±88

45.5 412±35 416±34 617±53 621±47 833±86 824±86

25.7 398±34 403±33 600±52 606±46 788±84 777±83

13.4 381±32 385±32 581±51 579±46 755±82 747±80

6.3 367±30 371±30 568±51 565±45 685±78 708±81

FIG. 11. Mean transverse momentum as a function ofNpart for
pions, kaons, protons, and antiprotons in Au+Au collisions at
ÎsNN=200 GeV. The left(right) panel shows thekpTl for positive
(negative) particles. The error bars are statistical errors. The system-
atic errors from cut conditions are shown as shaded boxes on the
right for each particle species. The systematic errors from extrapo-
lations, which are scaled by a factor of 2 for clarity, are shown in
the bottom for protons and antiprotons(dashed-dot lines), kaons
(dotted lines), and pions(dashed lines).

FIG. 12. Mean transverse momentum versus particle mass for
central 0–5 %, midcentral 40–50%, and peripheral 60–92% in
Au+Au collisions atÎsNN=200 GeV. The left(right) panel shows
the kpTl for positive (negative) particles. The error bars represent
the total systematic errors. The statistical errors are negligible.
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=4.95±2.74, which is consistent with the preliminary result
at 200 GeV Au+Au(midrapidity) reported by the BRAHMS
Collaboration[36].

D. Particle ratios

The ratios ofp−/p+, K−/K+, p/ p̄, K /p, p/p, and p̄/p
measured as a function ofpT and centrality at ÎsNN
=200 GeV in Au+Au collisions are presented here.

1. Particle Ratios versus pT

Figure 14 shows the particle ratios of(a) p−/p+ for cen-
tral 0–5%,(b) p−/p+ for peripheral 60–92%,(c) K−/K+ for
central 0–5%, and(d) K−/K+ for peripheral 60–92%. Simi-
lar plots for thep̄/p ratios are shown in Fig. 15. The error
bars represent statistical errors and the shaded boxes on each
panel represent the systematic errors. For each of these par-

ticle species and centralities, the particle ratios are constant
within the experimental errors over the measuredpT range.
Similar centrality and pT dependences are observed in
130 GeV Au+Au data[8,37–42] and previously published
200 GeV Au+Au data[43,44].

To investigate thepT dependence of thep̄/p ratio in de-
tail, it is shown in Fig. 16 for minimum bias events with two
theoretical calculations: a pQCD calculation(dashed line)
and a baryon junction model with jet-quenching[46] (solid
line). The baryon junction calculation agrees well with the
measuredp̄/p ratio over the measuredpT range within the
experimental uncertainties, while the pQCD calculation does
not explain the constantp̄/p ratio over the widepT range.

TABLE VIII. Centrality dependence ofdN/dy for p±, K±, p, andp̄. The errors are systematic only. The statistical errors are negligible.

Npart p+ p− K+ K− p p̄

351.4 286.4±24.2 281.8±22.8 48.9±6.3 45.7±5.2 18.4±2.6 13.5±1.8

299.0 239.6±20.5 238.9±19.8 40.1±5.1 37.8±4.3 15.3±2.1 11.4±1.5

253.9 204.6±18.0 198.2±16.7 33.7±4.3 31.1±3.5 12.8±1.8 9.5±1.3

215.3 173.8±15.6 167.4±14.4 27.9±3.6 25.8±2.9 10.6±1.5 7.9±1.1

166.6 130.3±12.4 127.3±11.6 20.6±2.6 19.1±2.2 8.1±1.1 5.9±0.8

114.2 87.0±8.6 84.4±8.0 13.2±1.7 12.3±1.4 5.3±0.7 3.9±0.5

74.4 54.9±5.6 52.9±5.2 8.0±0.8 7.4±0.6 3.2±0.5 2.4±0.3

45.5 32.4±3.4 31.3±3.1 4.5±0.4 4.1±0.4 1.8±0.3 1.4±0.2

25.7 17.0±1.8 16.3±1.6 2.2±0.2 2.0±0.1 0.93±0.15 0.71±0.12

13.4 7.9±0.8 7.7±0.7 0.89±0.09 0.88±0.09 0.40±0.07 0.29±0.05

6.3 4.0±0.4 3.9±0.3 0.44±0.04 0.42±0.04 0.21±0.04 0.15±0.02

FIG. 13. Particle yield per unit rapiditysdN/dyd per participant
pair s0.5Npartd as a function ofNpart for pions, kaons, protons, and
antiprotons in Au+Au collisions atÎsNN=200 GeV. The left(right)
panel shows thedN/dy for positive (negative) particles. The error
bars represent the quadratic sum of statistical errors and systematic
errors from cut conditions. The lines represent the effect of the
systematic error onNpart which affects all curves in the same way.

FIG. 14. Particle ratios of(a) p−/p+ for central 0–5 %,(b)
p−/p+ for peripheral 60–92%,(c) K−/K+ for central 0–5 %, and
(d) K−/K+ for peripheral 60–92% in Au+Au collisions atÎsNN

=200 GeV. The error bars indicate the statistical errors and shaded
boxes around unity on each panel indicate the systematic errors.
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The statistical thermal model(discussed in more detail later
in this section) predicted[10] a baryon chemical potential of
mB=29 MeV and a freeze-out temperature ofTch
=177 MeV for central Au+Au collisions at 200 GeV. From
these, the expectedp̄/p ratio ise−2mB/Tch=0.72, which agrees
with our data(0.73). The parton recombination model[45]
also reproduces thep̄/p ratio and its flatpT dependence. The
p̄/p ratio in this model is 0.72 since the statistical thermal
model is used.

In Fig. 17, thepT dependence of theK /p ratio is shown
for the most central 0–5% and the most peripheral 60–92%

centrality bins. TheK+/p+ sK−/p−d ratios are shown on the
left (right). Both ratios increase withpT and the increase is
faster in central collisions than in peripheral ones.

In Fig. 18, thep/p andp̄/p ratios are shown as a function
of pT for the 0–10%, 20–30% and 60–92% centrality bins.
In this figure, the results ofp/p0 andp̄/p0 [14] are presented
above 1.5 GeV/c and overlaid on the results ofp/p+ and
p̄/p−, respectively. The absolutely normalizedpT spectra of

FIG. 15. Ratio ofp̄/p as a function ofpT for central 0–5 %
(left) and peripheral 60–92%(right) in Au+Au collisions atÎsNN

=200 GeV. The error bars indicate the statistical errors and shaded
boxes around unity on each panel indicate the systematic errors.

FIG. 16. p̄/p ratios as a function ofpT for minimum bias events
in Au+Au at ÎsNN=200 GeV. The error bars indicate the statistical
errors and shaded box on the right indicates the systematic errors.
Two theoretical calculations are shown: baryon junction model
(solid line) and pQCD calculation(dashed line) taken from Ref.
[46].

FIG. 17. K /p ratios as a function ofpT for central 0–5 % and
peripheral 60–92% in Au+Au collisions atÎsNN=200 GeV. The
left is for K+/p+ and the right is forK−/p−. The error bars indicate
the statistical errors.

FIG. 18. Proton/pion(top) and antiproton/pion(bottom) ratios
for central 0–10%, midcentral 20–30%, and peripheral 60–92%
in Au+Au collisions atÎsNN=200 GeV. Open(filled) points are for
charged(neutral) pions. The data atÎs=53 GeVp+p collisions
[47] are also shown. The solid line is thesp̄+pd / sp++p−d ratio
measured in gluon jets[48].
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charged and neutral pions agree within 5–15%. The error
bars on the PHENIX data points in the figure show the qua-
dratic sum of the statistical errors and the point-to-point sys-
tematic errors. There is an additional normalization uncer-
tainty of 8% for p/p+, p̄/p− and 12% forp/p0, p̄/p0 [the
quadratic sum of the systematic errors onp (or p̄) normal-
ization andpT independent systematic errors fromp0 [23]],
which may shift the data up or down for all three centrality
bins together, but does not affect their shape. The ratios in-
crease rapidly at lowpT, but saturate at different values ofpT
which increase from peripheral to central collisions. In cen-
tral collisions, the yields of both protons and antiprotons are
comparable to that of pions forpT.2 GeV/c. For compari-
son, the corresponding ratios forpT.2 GeV/c observed in
p+p collisions at lower energies[47], and in gluon jets pro-
duced ine++e− collisions [48], are also shown. Within the
uncertainties those ratios are compatible with the peripheral
Au+Au results. In hard-scattering processes described by
pQCD, thep/p and p̄/p ratios at highpT are determined by
the fragmentation of energetic partons, independent of the
initial colliding system, which is seen as agreement between
p+p and e++e− collisions. Thus, the clear increase in the
p/p sp̄/pd ratios at highpT from p+p and peripheral to the
midcentral and to the central Au+Au collisions requires in-
gredients other than pQCD.

The first observation of the enhancement of protons and
antiprotons compared to pions in the intermediatepT region
was in the 130 GeV Au+Au data[6]. The data inspired sev-
eral new theoretical interpretations and models. Hydrody-
namics calculations[32] predict that thep̄/p ratio at highpT
exceeds unity for central collisions. The expectedp̄/p ratio
in the thermal model at fixed and sufficiently largepT is

determined by 2e−mB/Tch<1.7 usingTch=1.77 MeV andmB
=29 MeV [10] for 200 GeV Au+Au central collisions. Due
to the strong radial flow effect at RHIC at relativistic trans-
verse momentaspT@md, all hadron spectra have a similar
shape. The hydrodynamic model thus explains the excess of
p̄/p in central collisions at intermediatepT. However, the
hydrodynamic model[49] predicts no or very little depen-
dence on the centrality, which clearly disagrees with the
present data. This model predicts, within 10%, the samepT
dependence ofp/p sp̄/pd for all centrality bins.

Recently, two new models have been proposed to explain
the experimental results on thepT dependence ofp/p and
p̄/p ratios. One model is the parton recombination and frag-
mentation model[45] and the other model is the baryon
junction model[50]. Both models explain qualitatively the
observed feature ofp/p enhancement in central collisions,
and their centrality dependencies. Furthermore, both theoret-
ical models predict that this baryon enhancement is limited
to pT,5–6 GeV/c. This will be discussed in Sec. IV E in
detail.

2. Particle ratio versus Npart

Figure 19 shows the centrality dependence of particle ra-
tios for p−/p+, K−/K+, and p̄/p. The ratios presented here
are derived from the integrated yields overpT (i.e., dN/dy).
The shaded boxes on each data point indicate the systematic
errors. Within uncertainties, the ratios are all independent of
Npart over the measured range. Figure 20 shows a compari-
son of the PHENIX particle ratios with those from PHOBOS
[44], BRAHMS [43], and STAR(preliminary) [51] in Au
+Au central collisions atÎsNN=200 GeV at midrapidity. The
PHENIX antiparticle-to-particle ratios are consistent with
other experimental results within the systematic uncertain-
ties.

Figure 21 shows the centrality dependence ofK /p and
p/p ratios. BothK+/p+ and K−/p− ratios increase rapidly

FIG. 19. (Color online) Centrality dependence of particle ratios
for p−/p+,K−/K+, and p̄/p in Au+Au collisions at ÎsNN

=200 GeV. The error bars indicate the statistical errors. The shaded
boxes on each data point are the systematic errors.

FIG. 20. Comparison of PHENIX particle ratios with those of
PHOBOS[44], BRAHMS [43], and STAR(preliminary) [51] re-
sults in Au+Au central collisions atÎsNN=200 GeV at midrapidity.
The thermal model prediction[10] for 200 GeV Au+Au central
collisions are also shown as dotted lines. The error bars on data
indicate the systematic errors.
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for peripheral collisionssNpart,100d, and then saturate or
rise slowly from the midcentral to the most central collisions.
The p/p+ and p̄/p− ratios increase for peripheral collisions
sNpart,50d and saturate from midcentral to central
collisions—similar to the centrality dependence ofK /p ratio
(but possibly flatter).

Within the framework of the statistical thermal model[9]
in a grand canonical ensemble with baryon number, strange-
ness, and charge conservation[10], particle ratios measured
at ÎsNN=130 GeV at midrapidity have been analyzed with
the extracted chemical freeze-out temperatureTch

=174±7 MeV and baryon chemical potentialmB

=46±5 MeV. A set of chemical parameters atÎsNN
=200 GeV in Au+Au were also predicted by using a phe-
nomenological parametrization of the energy dependence of
mB. The predictions were mB=29±8 MeV and Tch

=177±7 MeV atÎsNN=200 GeV. The comparison between
the PHENIX data at 200 GeV for 0–5% central and the
thermal model prediction is shown in Table IX and Fig. 20.
There is a good agreement between data and the model. The
thermal model calculation was performed by assuming a
50% reconstruction efficiency of all weakly decaying bary-
ons in Ref.[10]. However, our results have been corrected to
remove these contributions. Therefore, Table IX includes

p̄/p and p̄/p− ratios with and withoutL sL̄d feed-down cor-
rections to the proton and antiproton spectra. The ratios with-

out theL sL̄d feed-down correction are labeled “inclusive.”
The smallmB is qualitatively consistent with our measure-
ment of the number of net protonss<5d in central Au+Au
collisions atÎsNN=200 GeV at midrapidity.

E. Binary collision scaling of pT spectra

One of the most striking features in Au+Au collisions at
RHIC is that p0 and nonidentified hadron yields at
pT.2 GeV/c in central collisions are suppressed with re-
spect to the number of nucleon-nucleon binary collisions
sNcolld scaled byp+p and peripheral Au+Au results[12–14].
Moreover, the suppression ofp0 is stronger than that for
nonidentified charged hadrons[12], and the yields of protons
and antiprotons in central collisions are comparable to that of
pions aroundpT=2 GeV/c [6]. The enhancement of the
p/p sp̄/pd ratio in central collisions at intermediate
pT s2.0–4.5 GeV/cd, which was presented in the preceding
section, is consistent with the above observations. These re-
sults show the significant contributions of proton and anti-
proton yields to the total particle composition at this inter-
mediatepT region. We present here theNcoll scaling behavior
for charged pions, kaons, and protons(antiprotons) in order
to quantify the particle composition at intermediatepT.

Figure 22 shows thepT spectra scaled by the averaged
number of binary collisions,kNcolll, for sp++p−d /2, sK+

+K−d /2, and sp+ p̄d /2 in three centrality bins: central
0–10%, midcentral 40–50%, and peripheral 60–92%. For
sp+ p̄d /2 in the range ofpT=1.5–4.5 GeV/c, it is clearly
seen that the spectra are on top of each other. This indicates
that proton and antiproton production at highpT scales with
the number of binary collisions. On the other hand, atpT
below 1.5 GeV/c, different shapes for different centrality
bins are observed, which indicates a strong contribution from
radial flow. The scaling behavior of the kaons seems to be
similar to protons, but this is not conclusive due to our PID
limitations. For pions, theNcoll scaled yield in central events
is suppressed compared to that for peripheral events at
pT.2 GeV/c, which is consistent with the results in thep0

spectra[12,14].
Figure 23 shows the centrals0–10%d to peripheral

s60–92%d ratio for Ncoll scaledpT spectra(RCP: the nuclear
modification factor) of sp̄+pd /2, kaons, charged pions, and
p0. In this paper we defineRCP as

TABLE IX. Comparison between the data for the 0–5 % central
collisions and the thermal model prediction atÎsNN=200 GeV with
Tch=177 MeV andmB=29 MeV [10].

Particles Ratio±stat. ±sys. Thermal model

p−/p+ 0.984±0.004±0.057 1.004

K−/K+ 0.933±0.007±0.054 0.932

p̄/p 0.731±0.011±0.062

p̄/p (Inclusive) 0.747±0.007±0.046 0.752

K+/p+ 0.171±0.001±0.010

K−/p− 0.162±0.001±0.010 0.147

p/p+ 0.064±0.001±0.003

p/p+ (Inclusive) 0.099±0.001±0.006

p̄/p− 0.047±0.001±0.002

p̄/p− (Inclusive) 0.075±0.001±0.004 0.089

FIG. 21. (Color online) Centrality dependence of particle ratios
for (a) K+/p+, (b) K−/p−, (c) p/p+, and (d) p̄/p− in Au+Au col-
lisions atÎsNN=200 GeV. The error bars indicate the statistical er-
rors. The shaded boxes on each data point are the systematic errors.
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RCP=
Yield0−10%/kNcoll

0−10%l
Yield60−92%/kNcoll

60−92%l
. s10d

The peripheral 60–92 % Au+Auspectrum is used as an
approximation of the yields inp+p collisions, based on
the experimental fact that the peripheral spectra scale with
Ncoll by using the yields inp+p collisions measured by
PHENIX f14,24g. Thus the meaning of theRCP is expected
to be the same asRAA used in our previous publications
f12–14g. The lines in Fig. 23 indicate the expectations of
Npart sdottedd and Ncoll sdashedd scaling. The shaded bars
at the end of each line represent the systematic error as-
sociated with the determination of these quantities for
central and peripheral events. The error bars on charged
particles are statistical errors only, and those forp0 are the
quadratic sum of the statistical errors and the point-to-
point systematic errors. The data show thatsp̄+pd /2
reaches unity forpT*1.5 GeV/c, consistent withNcoll
scaling. The data for kaons also show theNcoll scaling
behavior around 1.5–2.0 GeV/c, but the behavior is
weaker than for protons. As with neutral pionsf14g,
charged pions are also suppressed at 2–3 GeV/c with re-
spect to peripheral Au+Au collisions.

Motivated by the observation that thesp̄+pd /2 spectra
scale withNcoll abovepT=1.5 GeV/c, the ratio of the inte-
grated yield between central and peripheral events(scaled by
the correspondingNcoll) abovepT=1.5 GeV/c are shown in
Fig. 24 as a function ofNpart. The pT ranges for the integra-
tion are 1.5–4.5 GeV/c for sp̄+pd /2 ,1.5–2.0 GeV/c for ka-
ons, and 1.5–3.0 GeV/c for charged pions. The data points
are normalized to the most peripheral data point. The shaded
boxes in the figure indicate the systematic errors, which in-
clude the normalization errors on thepT spectra, the errors on
the detector occupancy corrections, and the uncertainties of
the kTAuAul determination for the numerator only. Only at the
most peripheral data point, the uncertainty on the denomina-
tor kTAuAu

60−92%l is also added. The figure shows thatsp̄+pd /2
scales withNcoll for all centrality bins, while the data for
charged pions show a decrease withNpart. The kaon data
points are between the charged pions and thesp̄+pd /2 spec-
tra.

The standard picture of hadron production at high mo-
mentum is the fragmentation of energetic partons. While the
observed suppression of thep0 yield at high pT in central
collisions may be attributed to the energy loss of partons
during their propagation through the hot and dense matter

FIG. 22. pT spectra scaled by the averaged
number of binary collisions for averaged charged
(a) pions, (b) kaons, and(c) sp+ p̄d /2 in three
different centrality bins: central 0–10%, midcen-
tral 40–50%, and peripheral 60–92% in Au
+Au collisions atÎsNN=200 GeV. The error bars
are statistical only. Note the different horizontal
and vertical scales on the three plots.

FIG. 23. Centrals0–10%d to peripherals60–92%d ratios of
binary-collision-scaledpT spectra,RCP, as a function ofpT for sp̄
+pd /2, charged kaons, charged pions, andp0 [14] in Au+Au col-
lisions at ÎsNN=200 GeV. The lines indicate the expectations of
Npart (dotted) andNcoll (dashed) scaling, the shaded bars represent
the systematic errors on these quantities.

FIG. 24. (Color online) Centrality dependence of integratedRCP

above 1.5 GeV/c normalized to the most peripheral 60–92% value.
The data showRCP for sp̄+pd /2, charged kaons, and charged pions
in Au+Au collisions atÎsNN=200 GeV. The error bars are statisti-
cal only. The shaded boxes represent the systematic errors(see text
for details).
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created in the collisions, i.e., jet quenching[15,16], it is a
theoretical challenge to explain the absence of suppression
for baryons up to 4.5 GeV/c for all centralities along with
the enhancement of thep/p ratio atpT=2–4 GeV/c for cen-
tral collisions.

It has been recently proposed that such observations can
be explained by the dominance of parton recombination at
intermediatepT, rather than by fragmentation[45]. The com-
petition between recombination and fragmentation of partons
may explain the observed features. The model predicts that
the effect is limited topT,5 GeV/c, beyond which frag-
mentation becomes the dominant production mechanism for
all particle species.

Another possible explanation is the baryon junction
model[50]. It invokes a topological gluon configuration with
jet quenching. With pion production above 2 GeV/c sup-
pressed by jet quenching, gluon junctions produce copious
baryons at intermediatepT, thus leading to the enhancement
of baryons in thispT region. The model reproduces the
baryon-to-meson ratio and its centrality dependence qualita-
tively [52].

Both theoretical models predict that baryon enhancement
is limited topT,5–6 GeV/c, which is unfortunately beyond
our current PID capability. However, it is possible to test the
two predictions indirectly by using the nonidentified charged
hadrons to neutral pion ratiosh/p0d as a measure of the
baryon content at highpT, as published in Ref.[23]. The
results support the limited behavior of baryon enhancement
up to 5 GeV/c in pT. Similar trends are observed inL, KS

0,
andK± measurements by the STAR Collaboration[53].

On the other hand, it is also possible that nuclear effects,
such as the “Cronin effect”[54,55], attributed to initial state
multiple scattering(pT broadening) [56], contribute to the
observed species dependence. At center-of-mass energies up
to Îs=38.8 GeV, a nuclear enhancement beyondNcoll scal-
ing has been observed forp ,K ,p, and their antiparticles in
p+A collisions. The effect is stronger for protons and anti-
protons than for pions, which leads to an enhancement of the
p/p and p̄/p ratios compared top+p collisions. In proton-
tungsten reactions, the increase is a factor of,2 in the range
3,pT,6 GeV. For pions, theoretical calculations at RHIC
energies[57] predict a reduced strength of the Cronin effect
compared to lower energies, although no prediction exists for
protons. New data fromd+Au collisions atÎsNN=200 GeV
will help to clarify this issue.

V. SUMMARY AND CONCLUSION

In summary, we present the centrality dependence of iden-
tified charged hadron spectra and yields forp±, K±, p and p̄
in Au+Au collisions atÎsNN=200 GeV at midrapidity. In
central events, the lowpT region sø2.0 GeV/cd of the pT

spectra show a clear particle mass dependence in their
shapes, namely,p and p̄ spectra have a shoulder-arm shape
while the pion spectra have a concave shape. The spectra can
be well fit with an exponential function inmT at the region
below 1.0 GeV/c2 in mT−m0. The resulting inverse slope
parameters show clear particle mass and centrality depen-
dences that increase with particle mass and centrality. These

observations are consistent with the hydrodynamic radial
flow picture. Moreover, at aroundpT=2.0 GeV/c in central
events, thep and p̄ yields are comparable to the pion yields.
Here, baryons comprise a significant fraction of the hadron
yield in this intermediatepT range. ThekpTl anddN/dy per
participant pair increase from peripheral to midcentral colli-
sions and saturate for the most central collisions for all par-
ticle species. The net proton number in Au+Au central col-
lisions atÎsNN=200 GeV is,5 at midrapidity.

The particle ratios ofp−/p+, K−/K+, p/ p̄, K /p, p/p, and
p̄/p as a function ofpT and centrality have been measured.
Particle ratios in central Au+Au collisions are well repro-
duced by the statistical thermal model with a baryon chemi-
cal potential ofmB=29 MeV and a chemical freeze-out tem-
perature ofTch=177 MeV. Regardless of the particle species
and centrality, it is found that ratios for equal mass particles
are constant as a function ofpT, within the systematic uncer-
tainties in the measuredpT range. On the other hand, both
K /p andp/p sp̄/pd ratios increase as a function ofpT. This
increase withpT is stronger for central than for peripheral
events. Thep/p and p̄/p ratios in central events both in-
crease withpT up to 3 GeV/c and approach unity atpT
<2 GeV/c. However, in peripheral collisions these ratios
saturate at the value of 0.3–0.4 aroundpT=1.5 GeV/c. The
observed centrality dependence ofp/p and p̄/p ratios in
intermediatepT region is not explained by the hydrodynamic
model alone, but both the parton recombination model and
the baryon junction model qualitatively agree with data.

The scaling behavior of identified charged hadrons is
compared with results for neutral pions. In theNcoll scaledpT
spectra forsp+ p̄d /2, the spectra scale withNcoll from pT

=1.5 to 4.5 GeV/c. The central-to-peripheral ratioRCP ap-
proaches unity forsp̄+pd /2 from pT=1.5 up to 4.5 GeV/c.
Meanwhile, charged and neutral pions are suppressed. The
ratio of integratedRCP from pT=1.5 to 4.5 GeV/c exhibits
an Ncoll scaling behavior for all centrality bins in thesp̄
+pd /2 data, which is in contrast to the stronger pion suppres-
sion that increases with centrality.
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APPENDIX: TABLE OF INVARIANT YIELDS

The invariant yields forp±, K±, p, and p̄ in Au+Au collisions atÎsNN=200 GeV at midrapidity are tabulated in Tables
X–XXIX. The data presented here are for the minimum bias events and each centrality bin(0–5%, 5–10%, 10–15%,
15–20%, 20–30%,. . ., 70–80%, 80–92%, and 60–92%). Errors are statistical only.

TABLE X. Invariant yields forp+ at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.25 1.073102±8.8310−1 3.293102±2.73100 2.763102±2.33100 2.393102±2.03100

0.35 6.063101±5.0310−1 1.973102±1.63100 1.643102±1.43100 1.393102±1.23100

0.45 3.633101±3.1310−1 1.203102±1.13100 9.933101±8.7310−1 8.413101±7.4310−1

0.55 2.183101±2.0310−1 7.263101±6.7310−1 6.023101±5.6310−1 5.083101±4.7310−1

0.65 1.343101±1.3310−1 4.493101±4.5310−1 3.743101±3.8310−1 3.163101±3.2310−1

0.75 8.713100±9.5310−2 2.933101±3.3310−1 2.433101±2.7310−1 2.053101±2.3310−1

0.85 5.413100±6.3310−2 1.823101±2.2310−1 1.533101±1.8310−1 1.293101±1.6310−1

0.95 3.593100±4.5310−2 1.213101±1.6310−1 1.013101±1.3310−1 8.563100±1.1310−1

1.05 2.353100±3.1310−2 7.963100±1.1310−1 6.563100±9.3310−2 5.563100±8.0310−2

1.15 1.583100±2.2310−2 5.323100±8.0310−2 4.473100±6.8310−2 3.723100±5.7310−2

1.25 1.053100±1.5310−2 3.553100±5.7310−2 2.993100±4.9310−2 2.513100±4.2310−2

1.35 7.59310−1±1.2310−2 2.553100±4.5310−2 2.153100±3.9310−2 1.813100±3.3310−2

1.45 5.16310−1±8.3310−3 1.723100±3.3310−2 1.453100±2.8310−2 1.233100±2.5310−2

1.55 3.37310−1±5.6310−3 1.133100±2.3310−2 9.36310−1±2.0310−2 7.93310−1±1.7310−2

1.65 2.44310−1±4.2310−3 8.05310−1±1.8310−2 6.68310−1±1.6310−2 5.78310−1±1.4310−2

1.75 1.77310−1±3.3310−3 5.70310−1±1.4310−2 4.84310−1±1.3310−2 4.19310−1±1.1310−2

1.85 1.27310−1±2.4310−3 4.18310−1±1.2310−2 3.42310−1±1.0310−2 2.99310−1±9.1310−3

1.95 9.01310−2±1.9310−3 2.80310−1±9.0310−3 2.50310−1±8.3310−3 2.07310−1±7.3310−3

2.05 6.68310−2±1.2310−3 2.09310−1±6.1310−3 1.82310−1±5.6310−3 1.56310−1±5.0310−3

2.15 4.71310−2±8.9310−4 1.36310−1±4.8310−3 1.27310−1±4.6310−3 1.05310−1±4.1310−3

2.25 3.27310−2±6.8310−4 9.10310−2±3.8310−3 8.06310−2±3.5310−3 8.05310−2±3.5310−3

2.35 2.60310−2±6.2310−4 7.20310−2±3.6310−3 6.28310−2±3.3310−3 5.78310−2±3.1310−3

2.45 1.94310−2±5.3310−4 5.40310−2±3.2310−3 4.57310−2±2.9310−3 4.06310−2±2.7310−3

2.55 1.49310−2±4.7310−4 3.78310−2±2.8310−3 3.59310−2±2.7310−3 3.18310−2±2.5310−3

2.65 1.13310−2±4.2310−4 2.65310−2±2.5310−3 2.50310−2±2.4310−3 2.44310−2±2.3310−3

2.75 9.30310−3±4.0310−4 2.27310−2±2.5310−3 2.19310−2±2.4310−3 1.83310−2±2.1310−3

2.85 6.20310−3±3.2310−4 1.28310−2±1.9310−3 1.21310−2±1.8310−3 1.30310−2±1.8310−3

2.95 5.17310−3±3.1310−4 1.03310−2±1.8310−3 1.08310−2±1.8310−3 1.04310−2±1.8310−3
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TABLE XI. Invariant yields forp+ at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.25 2.043102±1.73100 1.573102±1.33100 1.073102±8.9310−1 6.843101±5.7310−1

0.35 1.183102±9.9310−1 8.823101±7.4310−1 5.863101±4.9310−1 3.673101±3.1310−1

0.45 7.093101±6.2310−1 5.273101±4.6310−1 3.463101±3.0310−1 2.153101±1.9310−1

0.55 4.283101±4.0310−1 3.173101±2.9310−1 2.063101±1.9310−1 1.263101±1.2310−1

0.65 2.653101±2.7310−1 1.953101±2.0310−1 1.263101±1.3310−1 7.663100±8.0310−2

0.75 1.733101±2.0310−1 1.273101±1.4310−1 8.293100±9.4310−2 4.993100±5.8310−2

0.85 1.073101±1.3310−1 7.943100±9.5310−2 5.103100±6.3310−2 3.043100±3.9310−2

0.95 7.123100±9.6310−2 5.313100±7.0310−2 3.383100±4.6310−2 2.023100±2.9310−2

1.05 4.773100±6.9310−2 3.493100±4.9310−2 2.223100±3.2310−2 1.303100±2.0310−2

1.15 3.163100±5.0310−2 2.343100±3.5310−2 1.503100±2.4310−2 8.78310−1±1.5310−2

1.25 2.103100±3.6310−2 1.563100±2.5310−2 9.99310−1±1.7310−2 5.98310−1±1.1310−2

1.35 1.523100±2.9310−2 1.123100±2.0310−2 7.17310−1±1.4310−2 4.26310−1±9.0310−3

1.45 1.053100±2.2310−2 7.57310−1±1.5310−2 4.98310−1±1.0310−2 2.91310−1±6.9310−3

1.55 6.78310−1±1.5310−2 5.07310−1±1.0310−2 3.24310−1±7.4310−3 1.97310−1±5.2310−3

1.65 4.93310−1±1.2310−2 3.67310−1±8.3310−3 2.31310−1±5.9310−3 1.42310−1±4.2310−3

1.75 3.60310−1±1.0310−2 2.67310−1±6.7310−3 1.69310−1±4.9310−3 1.03310−1±3.5310−3

1.85 2.56310−1±8.2310−3 1.92310−1±5.3310−3 1.22310−1±3.9310−3 7.29310−2±2.8310−3

1.95 1.78310−1±6.6310−3 1.38310−1±4.3310−3 8.80310−2±3.3310−3 5.80310−2±2.5310−3

2.05 1.35310−1±4.6310−3 1.00310−1±2.9310−3 6.67310−2±2.3310−3 4.13310−2±1.7310−3

2.15 1.02310−1±4.0310−3 7.41310−2±2.4310−3 4.90310−2±1.9310−3 2.92310−2±1.4310−3

2.25 6.65310−2±3.1310−3 5.16310−2±2.0310−3 3.58310−2±1.6310−3 2.09310−2±1.2310−3

2.35 5.43310−2±3.0310−3 4.12310−2±1.9310−3 2.84310−2±1.5310−3 1.87310−2±1.2310−3

2.45 3.97310−2±2.6310−3 3.28310−2±1.7310−3 2.27310−2±1.4310−3 1.21310−2±9.8310−4

2.55 2.88310−2±2.4310−3 2.41310−2±1.5310−3 1.70310−2±1.3310−3 1.11310−2±1.0310−3

2.65 2.21310−2±2.2310−3 1.85310−2±1.4310−3 1.40310−2±1.2310−3 8.92310−3±9.5310−4

2.75 1.58310−2±2.0310−3 1.55310−2±1.4310−3 1.20310−2±1.2310−3 7.80310−3±9.5310−4

2.85 1.37310−2±1.9310−3 1.03310−2±1.1310−3 7.69310−3±9.7310−4 5.80310−3±8.3310−4

2.95 1.08310−2±1.8310−3 9.32310−3±1.2310−3 6.39310−3±9.6310−4 4.49310−3±7.9310−4
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TABLE XII. Invariant yields for p+ at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pTsGeV/cd 50–60% 60–70% 70–80% 80–92%

0.25 4.103101±3.4310−1 2.193101±1.9310−1 1.033101±9.2310−2 5.203100±5.0310−2

0.35 2.173101±1.9310−1 1.133101±1.0310−1 5.273100±5.0310−2 2.753100±2.8310−2

0.45 1.243101±1.1310−1 6.373100±6.0310−2 2.953100±3.1310−2 1.493100±1.8310−2

0.55 7.203100±7.0310−2 3.653100±3.8310−2 1.623100±1.9310−2 8.20310−1±1.1310−2

0.65 4.333100±4.7310−2 2.183100±2.6310−2 9.63310−1±1.3310−2 4.72310−1±8.1310−3

0.75 2.783100±3.4310−2 1.363100±1.9310−2 5.91310−1±9.9310−3 2.69310−1±5.9310−3

0.85 1.673100±2.3310−2 8.36310−1±1.3310−2 3.53310−1±7.1310−3 1.63310−1±4.4310−3

0.95 1.113100±1.7310−2 5.29310−1±9.6310−3 2.22310−1±5.4310−3 1.02310−1±3.4310−3

1.05 7.11310−1±1.2310−2 3.51310−1±7.3310−3 1.41310−1±4.1310−3 6.51310−2±2.6310−3

1.15 4.71310−1±9.2310−3 2.21310−1±5.4310−3 1.01310−1±3.4310−3 4.48310−2±2.2310−3

1.25 3.14310−1±6.9310−3 1.51310−1±4.3310−3 6.06310−2±2.5310−3 2.63310−2±1.6310−3

1.35 2.31310−1±5.8310−3 1.10310−1±3.6310−3 4.25310−2±2.1310−3 2.07310−2±1.5310−3

1.45 1.59310−1±4.6310−3 7.17310−2±2.8310−3 3.04310−2±1.8310−3 1.30310−2±1.1310−3

1.55 1.02310−1±3.4310−3 4.72310−2±2.2310−3 1.89310−2±1.3310−3 8.48310−3±8.8310−4

1.65 7.47310−2±2.8310−3 3.50310−2±1.8310−3 1.52310−2±1.2310−3 7.00310−3±8.1310−4

1.75 5.60310−2±2.4310−3 2.63310−2±1.6310−3 1.03310−2±1.0310−3 5.37310−3±7.1310−4

1.85 3.80310−2±2.0310−3 1.92310−2±1.3310−3 8.04310−3±8.7310−4 3.87310−3±6.0310−4

1.95 2.86310−2±1.7310−3 1.41310−2±1.2310−3 6.06310−3±7.6310−4 2.26310−3±4.6310−4

2.05 2.26310−2±1.2310−3 1.12310−2±8.4310−4 4.34310−3±5.3310−4 1.56310−3±3.1310−4

2.15 1.60310−2±1.0310−3 6.73310−3±6.6310−4 3.09310−3±4.5310−4 1.23310−3±2.8310−4

2.25 1.13310−2±8.6310−4 5.46310−3±5.9310−4 2.43310−3±4.0310−4 8.48310−4±2.3310−4

2.35 9.73310−3±8.5310−4 4.42310−3±5.7310−4 1.98310−3±3.9310−4 8.16310−4±2.5310−4

2.45 7.73310−3±7.8310−4 3.27310−3±5.0310−4 1.30310−3±3.2310−4 3.19310−4±1.6310−4

2.55 5.77310−3±7.2310−4 3.38310−3±5.5310−4 1.17310−3±3.3310−4 5.92310−4±2.3310−4

2.65 4.48310−3±6.7310−4 2.82310−3±5.2310−4 5.70310−4±2.4310−4 3.37310−4±1.8310−4

2.75 3.84310−3±6.7310−4 1.72310−3±4.4310−4 8.51310−4±3.2310−4 4.22310−4±2.2310−4

2.85 2.30310−3±5.2310−4 1.35310−3±4.0310−4 6.79310−4±2.9310−4 1.65310−4±1.4310−4

2.95 2.16310−3±5.5310−4 1.16310−3±4.0310−4 2.88310−4±2.0310−4 1.90310−4±1.6310−4
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TABLE XIII. Invariant yields for p− at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.25 1.023102±7.9310−1 3.153102±2.43100 2.713102±2.13100 2.273102±1.83100

0.35 5.923101±4.6310−1 1.943102±1.53100 1.643102±1.33100 1.353102±1.13100

0.45 3.563101±2.9310−1 1.193102±9.8310−1 9.933101±8.2310−1 8.183101±6.8310−1

0.55 2.183101±1.9310−1 7.373101±6.5310−1 6.173101±5.4310−1 5.043101±4.5310−1

0.65 1.343101±1.2310−1 4.573101±4.3310−1 3.823101±3.6310−1 3.153101±3.0310−1

0.75 8.363100±8.2310−2 2.863101±2.9310−1 2.403101±2.4310−1 1.963101±2.0310−1

0.85 5.443100±5.7310−2 1.863101±2.0310−1 1.563101±1.7310−1 1.283101±1.4310−1

0.95 3.583100±4.1310−2 1.223101±1.4310−1 1.023101±1.2310−1 8.473100±1.0310−1

1.05 2.353100±2.8310−2 8.023100±1.0310−1 6.753100±8.7310−2 5.573100±7.2310−2

1.15 1.623100±2.1310−2 5.553100±7.7310−2 4.643100±6.5310−2 3.833100±5.5310−2

1.25 1.043100±1.4310−2 3.533100±5.2310−2 2.943100±4.4310−2 2.463100±3.8310−2

1.35 7.54310−1±1.1310−2 2.553100±4.1310−2 2.193100±3.6310−2 1.803100±3.0310−2

1.45 5.07310−1±7.6310−3 1.713100±3.0310−2 1.483100±2.7310−2 1.223100±2.2310−2

1.55 3.61310−1±5.7310−3 1.203100±2.3310−2 1.023100±2.0310−2 8.63310−1±1.8310−2

1.65 2.46310−1±4.0310−3 8.02310−1±1.7310−2 6.94310−1±1.5310−2 5.86310−1±1.3310−2

1.75 1.73310−1±3.0310−3 5.65310−1±1.3310−2 4.91310−1±1.2310−2 4.10310−1±1.0310−2

1.85 1.25310−1±2.3310−3 4.05310−1±1.1310−2 3.48310−1±9.6310−3 3.00310−1±8.5310−3

1.95 8.97310−2±1.8310−3 2.85310−1±8.8310−3 2.53310−1±8.1310−3 2.12310−1±7.1310−3

2.05 6.10310−2±1.1310−3 1.89310−1±5.8310−3 1.64310−1±5.4310−3 1.42310−1±4.8310−3

2.15 4.43310−2±8.7310−4 1.32310−1±4.8310−3 1.20310−1±4.5310−3 1.01310−1±4.0310−3

2.25 3.20310−2±7.0310−4 9.24310−2±4.0310−3 8.31310−2±3.8310−3 7.21310−2±3.4310−3

2.35 2.52310−2±6.3310−4 7.07310−2±3.7310−3 6.29310−2±3.5310−3 5.95310−2±3.3310−3

2.45 1.79310−2±5.1310−4 4.71310−2±3.0310−3 4.47310−2±2.9310−3 3.97310−2±2.7310−3

2.55 1.41310−2±4.8310−4 3.50310−2±2.8310−3 3.33310−2±2.7310−3 3.28310−2±2.7310−3

2.65 1.06310−2±4.1310−4 2.69310−2±2.5310−3 2.36310−2±2.3310−3 2.22310−2±2.2310−3

2.75 8.05310−3±3.7310−4 1.99310−2±2.3310−3 1.67310−2±2.1310−3 1.61310−2±2.0310−3

2.85 6.45310−3±3.5310−4 1.45310−2±2.1310−3 1.63310−2±2.2310−3 1.21310−2±1.9310−3

2.95 4.95310−3±3.2310−4 1.08310−2±1.9310−3 1.16310−2±2.0310−3 1.03310−2±1.8310−3
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TABLE XIV. Invariant yields for p− at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.25 1.953102±1.53100 1.513102±1.23100 1.023102±7.9310−1 6.533101±5.1310−1

0.35 1.133102±9.0310−1 8.623101±6.8310−1 5.683101±4.5310−1 3.563101±2.8310−1

0.45 6.863101±5.7310−1 5.183101±4.3310−1 3.363101±2.8310−1 2.083101±1.7310−1

0.55 4.223101±3.7310−1 3.173101±2.8310−1 2.043101±1.8310−1 1.243101±1.1310−1

0.65 2.613101±2.5310−1 1.953101±1.8310−1 1.263101±1.2310−1 7.573100±7.4310−2

0.75 1.633101±1.7310−1 1.223101±1.2310−1 7.813100±8.0310−2 4.673100±4.9310−2

0.85 1.063101±1.2310−1 7.963100±8.7310−2 5.063100±5.7310−2 3.043100±3.5310−2

0.95 7.013100±8.6310−2 5.313100±6.3310−2 3.373100±4.1310−2 1.993100±2.6310−2

1.05 4.683100±6.2310−2 3.453100±4.4310−2 2.183100±2.9310−2 1.303100±1.8310−2

1.15 3.193100±4.6310−2 2.363100±3.3310−2 1.523100±2.2310−2 8.96310−1±1.4310−2

1.25 2.053100±3.2310−2 1.553100±2.3310−2 9.75310−1±1.5310−2 5.68310−1±9.8310−3

1.35 1.493100±2.6310−2 1.103100±1.8310−2 7.11310−1±1.2310−2 4.18310−1±8.2310−3

1.45 9.90310−1±1.9310−2 7.55310−1±1.3310−2 4.76310−1±9.2310−3 2.75310−1±6.1310−3

1.55 7.11310−1±1.5310−2 5.41310−1±1.1310−2 3.42310−1±7.4310−3 2.01310−1±5.0310−3

1.65 4.85310−1±1.2310−2 3.71310−1±7.9310−3 2.37310−1±5.7310−3 1.40310−1±3.9310−3

1.75 3.43310−1±9.2310−3 2.56310−1±6.1310−3 1.68310−1±4.5310−3 9.60310−2±3.1310−3

1.85 2.38310−1±7.3310−3 1.93310−1±5.0310−3 1.20310−1±3.7310−3 7.36310−2±2.7310−3

1.95 1.74310−1±6.2310−3 1.36310−1±4.1310−3 8.73310−2±3.1310−3 5.34310−2±2.3310−3

2.05 1.16310−1±4.2310−3 9.65310−2±2.9310−3 6.46310−2±2.2310−3 3.64310−2±1.6310−3

2.15 8.98310−2±3.7310−3 6.97310−2±2.4310−3 4.55310−2±1.9310−3 2.72310−2±1.4310−3

2.25 6.55310−2±3.2310−3 5.15310−2±2.1310−3 3.60310−2±1.7310−3 1.95310−2±1.2310−3

2.35 5.02310−2±2.9310−3 3.83310−2±1.9310−3 2.83310−2±1.6310−3 1.76310−2±1.2310−3

2.45 3.62310−2±2.5310−3 2.84310−2±1.6310−3 1.94310−2±1.3310−3 1.33310−2±1.0310−3

2.55 2.55310−2±2.3310−3 2.37310−2±1.6310−3 1.57310−2±1.3310−3 1.06310−2±1.0310−3

2.65 2.01310−2±2.1310−3 1.68310−2±1.4310−3 1.30310−2±1.2310−3 8.20310−3±9.1310−4

2.75 1.57310−2±1.9310−3 1.35310−2±1.3310−3 1.06310−2±1.1310−3 6.35310−3±8.5310−4

2.85 1.30310−2±1.9310−3 1.03310−2±1.2310−3 8.61310−3±1.1310−3 5.10310−3±8.3310−4

2.95 9.44310−3±1.7310−3 8.45310−3±1.2310−3 6.16310−3±9.8310−4 3.72310−3±7.5310−4
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TABLE XV. Invariant yields forp− at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.25 3.923101±3.1310−1 2.073101±1.7310−1 9.773100±8.2310−2 5.033100±4.5310−2

0.35 2.103101±1.7310−1 1.093101±9.0310−2 5.193100±4.6310−2 2.673100±2.6310−2

0.45 1.213101±1.0310−1 6.213100±5.5310−2 2.843100±2.8310−2 1.453100±1.6310−2

0.55 7.133100±6.6310−2 3.593100±3.5310−2 1.623100±1.8310−2 8.13310−1±1.1310−2

0.65 4.303100±4.4310−2 2.163100±2.4310−2 9.32310−1±1.2310−2 4.54310−1±7.3310−3

0.75 2.613100±2.9310−2 1.303100±1.6310−2 5.61310−1±8.6310−3 2.70310−1±5.3310−3

0.85 1.683100±2.1310−2 8.30310−1±1.2310−2 3.52310−1±6.4310−3 1.59310−1±3.9310−3

0.95 1.103100±1.5310−2 5.26310−1±8.7310−3 2.27310−1±5.0310−3 1.07310−1±3.2310−3

1.05 7.13310−1±1.1310−2 3.45310−1±6.6310−3 1.41310−1±3.8310−3 6.63310−2±2.4310−3

1.15 4.88310−1±8.8310−3 2.32310−1±5.2310−3 9.75310−2±3.1310−3 4.46310−2±2.0310−3

1.25 3.12310−1±6.3310−3 1.47310−1±3.8310−3 6.31310−2±2.4310−3 2.65310−2±1.5310−3

1.35 2.29310−1±5.3310−3 1.05310−1±3.2310−3 4.17310−2±1.9310−3 2.02310−2±1.3310−3

1.45 1.51310−1±4.1310−3 7.32310−2±2.6310−3 2.81310−2±1.6310−3 1.28310−2±1.0310−3

1.55 1.10310−1±3.4310−3 5.15310−2±2.2310−3 2.11310−2±1.4310−3 9.27310−3±8.8310−4

1.65 7.11310−2±2.6310−3 3.83310−2±1.8310−3 1.53310−2±1.1310−3 6.56310−3±7.3310−4

1.75 5.38310−2±2.2310−3 2.51310−2±1.4310−3 1.08310−2±9.5310−4 5.14310−3±6.5310−4

1.85 4.00310−2±1.9310−3 1.87310−2±1.2310−3 8.06310−3±8.2310−4 3.51310−3±5.3310−4

1.95 2.88310−2±1.6310−3 1.30310−2±1.1310−3 6.03310−3±7.3310−4 2.70310−3±4.8310−4

2.05 2.04310−2±1.2310−3 8.63310−3±7.4310−4 4.23310−3±5.3310−4 1.40310−3±3.0310−4

2.15 1.53310−2±1.0310−3 6.88310−3±6.7310−4 3.17310−3±4.6310−4 1.25310−3±2.9310−4

2.25 1.08310−2±8.8310−4 4.71310−3±5.7310−4 1.89310−3±3.7310−4 8.66310−4±2.5310−4

2.35 8.95310−3±8.4310−4 4.42310−3±5.8310−4 1.96310−3±4.0310−4 6.65310−4±2.3310−4

2.45 7.17310−3±7.6310−4 3.04310−3±4.9310−4 1.17310−3±3.1310−4 5.61310−4±2.1310−4

2.55 5.72310−3±7.5310−4 2.96310−3±5.3310−4 1.16310−3±3.4310−4 3.79310−4±1.9310−4

2.65 4.94310−3±7.1310−4 2.21310−3±4.7310−4 8.05310−4±2.9310−4 4.14310−4±2.0310−4

2.75 3.43310−3±6.3310−4 1.54310−3±4.2310−4 3.78310−4±2.1310−4 3.34310−4±2.0310−4

2.85 2.67310−3±6.0310−4 1.24310−3±4.1310−4 2.87310−4±2.0310−4 2.85310−4±2.0310−4

2.95 1.73310−3±5.1310−4 1.25310−3±4.3310−4 6.75310−4±3.2310−4 2.04310−4±1.8310−4
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TABLE XVI. Invariant yields forK+ at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.45 5.463100±1.1310−1 1.833101±3.9310−1 1.503101±3.3310−1 1.293101±2.8310−1

0.55 4.283100±7.8310−2 1.483101±2.9310−1 1.203101±2.4310−1 9.883100±2.0310−1

0.65 3.113100±5.4310−2 1.053101±2.0310−1 8.753100±1.7310−1 7.383100±1.4310−1

0.75 2.273100±3.9310−2 7.973100±1.5310−1 6.483100±1.2310−1 5.393100±1.0310−1

0.85 1.693100±3.0310−2 5.963100±1.2310−1 4.813100±9.5310−2 4.023100±8.1310−2

0.95 1.203100±2.2310−2 4.193100±8.5310−2 3.473100±7.2310−2 2.913100±6.1310−2

1.05 9.06310−1±1.7310−2 3.203100±6.8310−2 2.613100±5.7310−2 2.213100±5.0310−2

1.15 6.57310−1±1.3310−2 2.313100±5.2310−2 1.913100±4.4310−2 1.633100±3.9310−2

1.25 4.55310−1±8.9310−3 1.643100±3.9310−2 1.323100±3.3310−2 1.143100±2.9310−2

1.35 3.24310−1±6.5310−3 1.133100±2.9310−2 9.63310−1±2.5310−2 7.88310−1±2.2310−2

1.45 2.43310−1±5.1310−3 8.52310−1±2.4310−2 7.33310−1±2.1310−2 6.05310−1±1.8310−2

1.55 1.76310−1±3.8310−3 6.03310−1±1.8310−2 5.16310−1±1.6310−2 4.33310−1±1.4310−2

1.65 1.27310−1±2.9310−3 4.43310−1±1.5310−2 3.84310−1±1.3310−2 3.04310−1±1.1310−2

1.75 9.47310−2±2.3310−3 3.61310−1±1.3310−2 2.76310−1±1.1310−2 2.28310−1±9.3310−3

1.85 7.24310−2±1.8310−3 2.64310−1±1.0310−2 2.17310−1±9.0310−3 1.72310−1±7.7310−3

1.95 5.67310−2±1.5310−3 2.12310−1±9.1310−3 1.67310−1±7.8310−3 1.37310−1±6.9310−3

TABLE XVII. Invariant yields for K+ at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.45 1.043101±2.3310−1 7.813100±1.7310−1 5.113100±1.1310−1 3.283100±7.8310−2

0.55 8.303100±1.7310−1 6.223100±1.2310−1 4.063100±8.3310−2 2.433100±5.3310−2

0.65 6.203100±1.2310−1 4.513100±8.5310−2 2.893100±5.7310−2 1.783100±3.8310−2

0.75 4.463100±8.8310−2 3.313100±6.2310−2 2.073100±4.1310−2 1.263100±2.7310−2

0.85 3.363100±7.0310−2 2.503100±4.9310−2 1.603100±3.3310−2 9.00310−1±2.1310−2

0.95 2.403100±5.2310−2 1.743100±3.6310−2 1.083100±2.4310−2 6.46310−1±1.6310−2

1.05 1.813100±4.2310−2 1.313100±2.8310−2 8.42310−1±2.0310−2 4.82310−1±1.3310−2

1.15 1.293100±3.2310−2 9.60310−1±2.2310−2 6.01310−1±1.5310−2 3.48310−1±1.0310−2

1.25 8.82310−1±2.4310−2 6.54310−1±1.6310−2 4.22310−1±1.1310−2 2.34310−1±7.5310−3

1.35 6.60310−1±1.9310−2 4.68310−1±1.2310−2 2.99310−1±8.7310−3 1.70310−1±5.9310−3

1.45 4.91310−1±1.5310−2 3.50310−1±9.9310−3 2.22310−1±7.2310−3 1.20310−1±4.8310−3

1.55 3.55310−1±1.2310−2 2.59310−1±7.9310−3 1.63310−1±5.8310−3 9.25310−2±4.0310−3

1.65 2.62310−1±1.0310−2 1.88310−1±6.3310−3 1.14310−1±4.6310−3 6.22310−2±3.1310−3

1.75 1.92310−1±8.3310−3 1.34310−1±5.1310−3 8.52310−2±3.8310−3 4.81310−2±2.7310−3

1.85 1.48310−1±7.0310−3 1.04310−1±4.2310−3 6.58310−2±3.2310−3 3.66310−2±2.3310−3

1.95 1.14310−1±6.1310−3 8.21310−2±3.7310−3 4.87310−2±2.7310−3 2.91310−2±2.0310−3
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TABLE XVIII. Invariant yields for K+ at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.45 1.933100±5.0310−2 9.56310−1±2.9310−2 4.06310−1±1.7310−2 1.88310−1±1.1310−2

0.55 1.363100±3.3310−2 6.72310−1±2.0310−2 2.89310−1±1.2310−2 1.48310−1±7.8310−3

0.65 1.013100±2.4310−2 4.81310−1±1.4310−2 1.88310−1±8.0310−3 1.02310−1±5.6310−3

0.75 6.82310−1±1.7310−2 3.40310−1±1.1310−2 1.24310−1±5.8310−3 5.88310−2±3.9310−3

0.85 4.77310−1±1.3310−2 2.33310−1±8.1310−3 9.39310−2±4.8310−3 3.87310−2±3.0310−3

0.95 3.51310−1±1.0310−2 1.69310−1±6.4310−3 5.66310−2±3.5310−3 2.99310−2±2.5310−3

1.05 2.54310−1±8.2310−3 1.19310−1±5.1310−3 4.40310−2±3.0310−3 2.07310−2±2.0310−3

1.15 1.80310−1±6.4310−3 7.84310−2±3.9310−3 3.12310−2±2.4310−3 1.64310−2±1.7310−3

1.25 1.28310−1±5.1310−3 5.43310−2±3.1310−3 2.07310−2±1.9310−3 7.94310−3±1.1310−3

1.35 8.53310−2±3.9310−3 3.85310−2±2.5310−3 1.38310−2±1.5310−3 6.53310−3±9.9310−4

1.45 6.40310−2±3.3310−3 2.94310−2±2.1310−3 1.34310−2±1.4310−3 5.70310−3±9.2310−4

1.55 4.73310−2±2.7310−3 2.10310−2±1.8310−3 6.85310−3±1.0310−3 2.84310−3±6.4310−4

1.65 3.39310−2±2.2310−3 1.60310−2±1.5310−3 5.62310−3±8.9310−4 2.67310−3±6.1310−4

1.75 2.31310−2±1.8310−3 1.04310−2±1.2310−3 4.19310−3±7.6310−4 1.85310−3±5.0310−4

1.85 1.72310−2±1.5310−3 8.75310−3±1.1310−3 3.39310−3±6.7310−4 2.09310−3±5.2310−4

1.95 1.53310−2±1.4310−3 6.49310−3±9.2310−4 2.75310−3±6.1310−4 1.16310−3±3.9310−4

TABLE XIX. Invariant yields forK− at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.45 4.873100±9.3310−2 1.643101±3.4310−1 1.363101±2.8310−1 1.123101±2.4310−1

0.55 3.883100±6.7310−2 1.313101±2.4310−1 1.093101±2.0310−1 8.913100±1.7310−1

0.65 2.963100±4.9310−2 1.013101±1.8310−1 8.573100±1.5310−1 6.943100±1.3310−1

0.75 2.203100±3.6310−2 7.693100±1.4310−1 6.273100±1.1310−1 5.143100±9.5310−2

0.85 1.593100±2.6310−2 5.613100±1.0310−1 4.553100±8.4310−2 3.823100±7.2310−2

0.95 1.143100±1.9310−2 4.113100±7.7310−2 3.363100±6.5310−2 2.763100±5.4310−2

1.05 8.50310−1±1.5310−2 3.033100±6.0310−2 2.533100±5.2310−2 2.053100±4.3310−2

1.15 5.96310−1±1.0310−2 2.113100±4.4310−2 1.793100±3.8310−2 1.443100±3.2310−2

1.25 4.29310−1±7.8310−3 1.533100±3.4310−2 1.253100±2.9310−2 1.053100±2.5310−2

1.35 3.23310−1±6.2310−3 1.153100±2.8310−2 9.45310−1±2.4310−2 8.03310−1±2.1310−2

1.45 2.32310−1±4.6310−3 8.42310−1±2.2310−2 6.97310−1±1.9310−2 5.62310−1±1.6310−2

1.55 1.67310−1±3.4310−3 5.86310−1±1.7310−2 4.97310−1±1.5310−2 4.16310−1±1.3310−2

1.65 1.21310−1±2.6310−3 4.42310−1±1.4310−2 3.82310−1±1.2310−2 2.93310−1±1.0310−2

1.75 8.78310−2±2.0310−3 3.17310−1±1.1310−2 2.64310−1±9.6310−3 2.11310−1±8.2310−3

1.85 6.76310−2±1.6310−3 2.52310−1±9.4310−3 2.10310−1±8.4310−3 1.61310−1±7.0310−3

1.95 5.10310−2±1.3310−3 1.83310−1±7.9310−3 1.53310−1±7.1310−3 1.22310−1±6.1310−3
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TABLE XX. Invariant yields forK− at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.45 9.243100±2.0310−1 7.053100±1.5310−1 4.603100±9.9310−2 2.793100±6.4310−2

0.55 7.613100±1.5310−1 5.623100±1.0310−1 3.683100±7.1310−2 2.253100±4.7310−2

0.65 5.783100±1.1310−1 4.293100±7.7310−2 2.743100±5.1310−2 1.693100±3.4310−2

0.75 4.333100±8.1310−2 3.223100±5.8310−2 2.043100±3.8310−2 1.193100±2.5310−2

0.85 3.133100±6.0310−2 2.293100±4.2310−2 1.493100±2.9310−2 8.47310−1±1.8310−2

0.95 2.233100±4.5310−2 1.613100±3.1310−2 1.043100±2.1310−2 6.04310−1±1.4310−2

1.05 1.703100±3.7310−2 1.213100±2.5310−2 7.74310−1±1.7310−2 4.49310−1±1.1310−2

1.15 1.173100±2.7310−2 8.78310−1±1.9310−2 5.39310−1±1.3310−2 3.11310−1±8.4310−3

1.25 8.58310−1±2.1310−2 6.29310−1±1.4310−2 3.87310−1±9.9310−3 2.25310−1±6.8310−3

1.35 6.26310−1±1.7310−2 4.76310−1±1.2310−2 2.97310−1±8.3310−3 1.64310−1±5.5310−3

1.45 4.56310−1±1.4310−2 3.41310−1±9.2310−3 2.09310−1±6.5310−3 1.21310−1±4.5310−3

1.55 3.25310−1±1.1310−2 2.50310−1±7.3310−3 1.43310−1±5.0310−3 8.71310−2±3.7310−3

1.65 2.36310−1±8.9310−3 1.72310−1±5.7310−3 1.07310−1±4.2310−3 6.17310−2±3.0310−3

1.75 1.83310−1±7.4310−3 1.29310−1±4.6310−3 7.79310−2±3.4310−3 4.42310−2±2.4310−3

1.85 1.29310−1±6.0310−3 1.01310−1±4.0310−3 5.84310−2±2.8310−3 3.24310−2±2.0310−3

1.95 1.05310−1±5.5310−3 7.67310−2±3.4310−3 4.31310−2±2.4310−3 2.46310−2±1.8310−3

TABLE XXI. Invariant yields for K− at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to unit
rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.45 1.733100±4.3310−2 8.11310−1±2.5310−2 3.89310−1±1.6310−2 1.82310−1±9.9310−3

0.55 1.253100±2.9310−2 6.37310−1±1.8310−2 2.80310−1±1.1310−2 1.37310−1±7.1310−3

0.65 9.30310−1±2.1310−2 4.43310−1±1.3310−2 1.83310−1±7.5310−3 1.02310−1±5.4310−3

0.75 6.59310−1±1.6310−2 3.16310−1±9.5310−3 1.40310−1±5.9310−3 6.21310−2±3.8310−3

0.85 4.65310−1±1.2310−2 2.31310−1±7.4310−3 8.42310−2±4.2310−3 3.81310−2±2.7310−3

0.95 3.22310−1±9.0310−3 1.56310−1±5.7310−3 5.67310−2±3.2310−3 2.57310−2±2.1310−3

1.05 2.32310−1±7.2310−3 1.09310−1±4.5310−3 4.26310−2±2.7310−3 1.73310−2±1.7310−3

1.15 1.60310−1±5.5310−3 7.06310−2±3.4310−3 2.98310−2±2.1310−3 1.32310−2±1.4310−3

1.25 1.15310−1±4.4310−3 5.72310−2±2.9310−3 1.84310−2±1.6310−3 9.79310−3±1.2310−3

1.35 8.85310−2±3.8310−3 3.67310−2±2.3310−3 1.59310−2±1.5310−3 7.78310−3±1.0310−3

1.45 5.83310−2±3.0310−3 2.38310−2±1.8310−3 1.12310−2±1.2310−3 4.22310−3±7.5310−4

1.55 4.60310−2±2.5310−3 1.89310−2±1.6310−3 7.86310−3±1.0310−3 3.92310−3±7.1310−4

1.65 3.05310−2±2.0310−3 1.53310−2±1.4310−3 6.44310−3±9.0310−4 2.92310−3±6.0310−4

1.75 2.07310−2±1.6310−3 1.00310−2±1.1310−3 3.65310−3±6.6310−4 1.27310−3±3.9310−4

1.85 1.84310−2±1.5310−3 7.82310−3±9.5310−4 2.81310−3±5.8310−4 1.44310−3±4.1310−4

1.95 1.46310−2±1.3310−3 6.14310−3±8.6310−4 2.12310−3±5.1310−4 1.30310−3±4.0310−4
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TABLE XXII. Invariant yields for protons at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.65 9.51310−1±2.7310−2 2.903100±9.3310−2 2.443100±8.0310−2 2.093100±6.9310−2

0.75 8.47310−1±2.4310−2 2.653100±8.5310−2 2.243100±7.3310−2 1.873100±6.2310−2

0.85 7.08310−1±2.0310−2 2.283100±7.3310−2 1.913100±6.3310−2 1.603100±5.3310−2

0.95 6.06310−1±1.8310−2 2.003100±6.6310−2 1.663100±5.5310−2 1.413100±4.8310−2

1.05 5.05310−1±1.5310−2 1.683100±5.7310−2 1.433100±4.9310−2 1.163100±4.1310−2

1.15 4.23310−1±1.3310−2 1.463100±5.1310−2 1.223100±4.3310−2 9.85310−1±3.6310−2

1.25 3.30310−1±1.0310−2 1.163100±4.2310−2 9.51310−1±3.5310−2 7.92310−1±3.0310−2

1.35 2.71310−1±8.8310−3 9.72310−1±3.7310−2 7.96310−1±3.1310−2 6.55310−1±2.6310−2

1.45 2.04310−1±6.7310−3 7.42310−1±2.9310−2 6.09310−1±2.5310−2 5.07310−1±2.1310−2

1.55 1.68310−1±5.8310−3 6.05310−1±2.5310−2 5.08310−1±2.2310−2 4.21310−1±1.9310−2

1.65 1.25310−1±4.4310−3 4.55310−1±2.0310−2 3.77310−1±1.7310−2 3.02310−1±1.4310−2

1.75 9.38310−2±3.4310−3 3.51310−1±1.6310−2 2.76310−1±1.4310−2 2.29310−1±1.2310−2

1.85 7.50310−2±2.8310−3 2.85310−1±1.4310−2 2.28310−1±1.2310−2 1.79310−1±1.0310−2

1.95 5.37310−2±2.1310−3 1.99310−1±1.1310−2 1.61310−1±9.3310−3 1.36310−1±8.2310−3

2.10 3.71310−2±9.4310−4 1.35310−1±5.0310−3 1.12310−1±4.4310−3 9.18310−2±3.8310−3

2.30 2.15310−2±5.9310−4 7.69310−2±3.5310−3 6.73310−2±3.2310−3 5.39310−2±2.7310−3

2.50 1.21310−2±4.2310−4 4.39310−2±2.5310−3 3.67310−2±2.2310−3 3.05310−2±2.0310−3

2.70 7.26310−3±2.8310−4 2.44310−2±1.8310−3 2.27310−2±1.7310−3 1.78310−2±1.5310−3

2.90 4.17310−3±1.9310−4 1.54310−2±1.4310−3 1.16310−2±1.2310−3 1.04310−2±1.1310−3

3.25 1.70310−3±8.3310−5 5.98310−3±5.5310−4 5.17310−3±5.0310−4 4.04310−3±4.3310−4

3.75 5.79310−4±4.4310−5 2.05310−3±3.1310−4 1.68310−3±2.8310−4 1.45310−3±2.5310−4

4.25 2.21310−4±2.7310−5 8.96310−4±2.2310−4 7.04310−4±1.9310−4 4.70310−4±1.5310−4

TABLE XXIII. Invariant yields for protons at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.65 1.763100±6.0310−2 1.373100±4.4310−2 9.68310−1±3.2310−2 6.31310−1±2.2310−2

0.75 1.593100±5.4310−2 1.243100±4.0310−2 8.52310−1±2.9310−2 5.39310−1±1.9310−2

0.85 1.343100±4.6310−2 1.023100±3.3310−2 7.06310−1±2.4310−2 4.33310−1±1.6310−2

0.95 1.163100±4.1310−2 8.90310−1±2.9310−2 5.79310−1±2.0310−2 3.60310−1±1.4310−2

1.05 9.75310−1±3.5310−2 7.41310−1±2.5310−2 4.83310−1±1.7310−2 2.96310−1±1.2310−2

1.15 8.38310−1±3.1310−2 6.27310−1±2.2310−2 3.93310−1±1.5310−2 2.33310−1±9.7310−3

1.25 6.47310−1±2.5310−2 4.83310−1±1.8310−2 3.09310−1±1.2310−2 1.77310−1±7.9310−3

1.35 5.35310−1±2.2310−2 3.93310−1±1.5310−2 2.46310−1±1.0310−2 1.40310−1±6.7310−3

1.45 4.04310−1±1.8310−2 2.90310−1±1.2310−2 1.89310−1±8.3310−3 1.05310−1±5.4310−3

1.55 3.33310−1±1.6310−2 2.42310−1±1.0310−2 1.49310−1±7.1310−3 8.39310−2±4.7310−3

1.65 2.60310−1±1.3310−2 1.80310−1±8.1310−3 1.10310−1±5.6310−3 6.02310−2±3.7310−3

1.75 1.86310−1±1.0310−2 1.36310−1±6.6310−3 8.52310−2±4.7310−3 4.64310−2±3.1310−3

1.85 1.51310−1±8.9310−3 1.08310−1±5.7310−3 6.68310−2±4.0310−3 3.64310−2±2.7310−3

1.95 1.06310−1±6.9310−3 7.98310−2±4.5310−3 4.72310−2±3.2310−3 2.53310−2±2.1310−3

2.10 7.41310−2±3.3310−3 5.63310−2±2.1310−3 3.32310−2±1.5310−3 1.82310−2±1.0310−3

2.30 4.46310−2±2.4310−3 3.19310−2±1.5310−3 1.96310−2±1.1310−3 9.61310−3±7.2310−4

2.50 2.52310−2±1.7310−3 1.79310−2±1.1310−3 1.07310−2±7.8310−4 5.83310−3±5.5310−4

2.70 1.55310−2±1.3310−3 1.08310−2±8.0310−4 6.78310−3±6.1310−4 3.73310−3±4.4310−4

2.90 8.35310−3±9.5310−4 6.05310−3±5.8310−4 4.10310−3±4.7310−4 2.20310−3±3.3310−4

3.25 3.51310−3±3.9310−4 2.54310−3±2.4310−4 1.64310−3±1.9310−4 8.36310−4±1.3310−4

3.75 1.18310−3±2.2310−4 8.20310−4±1.3310−4 5.66310−4±1.1310−4 3.25310−4±7.8310−5

4.25 4.64310−4±1.4310−4 3.07310−4±8.3310−5 1.93310−4±6.4310−5 1.07310−4±4.7310−5
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TABLE XXIV. Invariant yields for protons at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized to
unit rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.65 3.82310−1±1.5310−2 2.04310−1±9.7310−3 9.09310−2±5.9310−3 4.96310−2±4.2310−3

0.75 3.25310−1±1.3310−2 1.65310−1±8.1310−3 7.04310−2±4.9310−3 3.79310−2±3.4310−3

0.85 2.60310−1±1.1310−2 1.27310−1±6.5310−3 5.41310−2±4.0310−3 2.62310−2±2.7310−3

0.95 2.08310−1±9.1310−3 1.00310−1±5.5310−3 4.11310−2±3.3310−3 2.06310−2±2.3310−3

1.05 1.61310−1±7.5310−3 7.43310−2±4.5310−3 3.14310−2±2.8310−3 1.54310−2±1.9310−3

1.15 1.24310−1±6.2310−3 5.88310−2±3.8310−3 2.40310−2±2.3310−3 8.08310−3±1.3310−3

1.25 9.20310−2±5.0310−3 3.98310−2±3.0310−3 1.68310−2±1.9310−3 6.94310−3±1.2310−3

1.35 7.34310−2±4.4310−3 3.41310−2±2.7310−3 1.21310−2±1.6310−3 5.84310−3±1.1310−3

1.45 4.98310−2±3.3310−3 2.41310−2±2.2310−3 9.02310−3±1.3310−3 3.61310−3±8.1310−4

1.55 4.43310−2±3.1310−3 1.69310−2±1.8310−3 6.98310−3±1.1310−3 2.19310−3±6.3310−4

1.65 3.29310−2±2.6310−3 1.30310−2±1.5310−3 4.57310−3±9.0310−4 1.36310−3±4.8310−4

1.75 2.37310−2±2.1310−3 9.76310−3±1.3310−3 3.81310−3±8.0310−4 1.40310−3±4.8310−4

1.85 1.80310−2±1.8310−3 7.16310−3±1.1310−3 2.56310−3±6.6310−4 8.09310−4±3.7310−4

1.95 1.24310−2±1.4310−3 5.34310−3±9.1310−4 2.04310−3±5.7310−4 8.46310−4±3.6310−4

2.10 9.33310−3±7.2310−4 3.47310−3±4.2310−4 1.34310−3±2.7310−4 4.08310−4±1.5310−4

2.30 4.86310−3±5.0310−4 2.28310−3±3.4310−4 6.06310−4±1.8310−4 2.88310−4±1.2310−4

2.50 3.01310−3±3.9310−4 9.91310−4±2.2310−4 3.91310−4±1.4310−4 2.19310−4±1.0310−4

2.70 1.66310−3±2.9310−4 6.31310−4±1.7310−4 2.37310−4±1.1310−4 1.12310−4±7.4310−5

2.90 1.03310−3±2.2310−4 4.62310−4±1.5310−4 1.06310−4±7.3310−5 3.22310−5±4.0310−5

3.25 4.01310−4±8.7310−5 1.66310−4±5.5310−5 6.73310−5±3.6310−5 2.02310−5±2.0310−5

3.75 1.45310−4±5.2310−5 5.72310−5±3.2310−5 2.13310−5±1.9310−5 2.89310−6±7.7310−6

4.25 4.94310−5±3.2310−5 2.40310−5±2.2310−5 1.02310−5±1.5310−5 2.43310−6±6.7310−6

TABLE XXV. Invariant yields for antiprotons at midrapidity in the minimum bias, 0–5 %, 5–10%, and 10–15% centrality bins,
normalized to unit rapidity. Errors are statistical only.

pT sGeV/cd Minimum bias 0–5 % 5–10% 10–15%

0.65 6.73310−1±2.0310−2 2.003100±6.8310−2 1.733100±6.0310−2 1.483100±5.2310−2

0.75 6.16310−1±1.8310−2 1.893100±6.2310−2 1.613100±5.4310−2 1.343100±4.6310−2

0.85 5.28310−1±1.5310−2 1.673100±5.4310−2 1.423100±4.7310−2 1.193100±4.1310−2

0.95 4.52310−1±1.3310−2 1.473100±4.8310−2 1.253100±4.2310−2 1.053100±3.6310−2

1.05 3.65310−1±1.1310−2 1.213100±4.1310−2 1.043100±3.6310−2 8.82310−1±3.1310−2

1.15 3.19310−1±9.7310−3 1.103100±3.9310−2 9.28310−1±3.4310−2 7.39310−1±2.8310−2

1.25 2.53310−1±7.9310−3 8.90310−1±3.3310−2 7.47310−1±2.8310−2 6.15310−1±2.4310−2

1.35 2.01310−1±6.5310−3 7.24310−1±2.8310−2 6.08310−1±2.4310−2 4.88310−1±2.0310−2

1.45 1.66310−1±5.6310−3 6.12310−1±2.5310−2 5.01310−1±2.1310−2 4.09310−1±1.8310−2

1.55 1.22310−1±4.1310−3 4.43310−1±1.9310−2 3.69310−1±1.6310−2 3.04310−1±1.4310−2

1.65 9.61310−2±3.4310−3 3.46310−1±1.6310−2 3.00310−1±1.4310−2 2.43310−1±1.2310−2

1.75 7.19310−2±2.7310−3 2.70310−1±1.3310−2 2.17310−1±1.1310−2 1.84310−1±9.9310−3

1.85 5.57310−2±2.1310−3 2.07310−1±1.1310−2 1.68310−1±9.5310−3 1.45310−1±8.4310−3

1.95 4.04310−2±1.7310−3 1.53310−1±9.2310−3 1.19310−1±7.7310−3 1.02310−1±6.9310−3

2.10 2.61310−2±7.3310−4 9.75310−2±4.2310−3 7.95310−2±3.7310−3 6.64310−2±3.2310−3

2.30 1.54310−2±4.8310−4 5.99310−2±3.1310−3 4.59310−2±2.7310−3 3.87310−2±2.4310−3

2.50 8.66310−3±3.4310−4 3.16310−2±2.2310−3 2.69310−2±2.0310−3 2.29310−2±1.8310−3

2.70 4.79310−3±2.2310−4 1.79310−2±1.6310−3 1.46310−2±1.4310−3 1.19310−2±1.2310−3

2.90 2.91310−3±1.6310−4 1.04310−2±1.2310−3 8.43310−3±1.1310−3 7.25310−3±9.6310−4

3.25 1.16310−3±6.7310−5 4.14310−3±4.7310−4 3.55310−3±4.3310−4 3.02310−3±3.8310−4

3.75 3.71310−4±3.5310−5 1.29310−3±2.5310−4 1.30310−3±2.5310−4 1.09310−3±2.2310−4

4.25 1.35310−4±2.1310−5 5.44310−4±1.7310−4 3.98310−4±1.4310−4 3.57310−4±1.3310−4
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TABLE XXVI. Invariant yields for antiprotons at midrapidity in 15–20%, 20–30%, 30–40%, and 40–50% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd 15–20% 20–30% 30–40% 40–50%

0.65 1.253100±4.5310−2 9.68310−1±3.2310−2 6.98310−1±2.4310−2 4.51310−1±1.7310−2

0.75 1.163100±4.1310−2 8.94310−1±2.9310−2 6.35310−1±2.2310−2 4.06310−1±1.5310−2

0.85 1.023100±3.5310−2 7.83310−1±2.5310−2 5.21310−1±1.8310−2 3.37310−1±1.3310−2

0.95 8.85310−1±3.1310−2 6.61310−1±2.2310−2 4.42310−1±1.5310−2 2.70310−1±1.0310−2

1.05 7.26310−1±2.6310−2 5.25310−1±1.8310−2 3.54310−1±1.3310−2 2.05310−1±8.4310−3

1.15 6.43310−1±2.5310−2 4.63310−1±1.6310−2 2.99310−1±1.2310−2 1.79310−1±7.7310−3

1.25 4.99310−1±2.0310−2 3.65310−1±1.4310−2 2.33310−1±9.5310−3 1.37310−1±6.4310−3

1.35 4.11310−1±1.8310−2 2.88310−1±1.1310−2 1.80310−1±7.8310−3 1.03310−1±5.2310−3

1.45 3.40310−1±1.5310−2 2.41310−1±1.0310−2 1.42310−1±6.7310−3 8.40310−2±4.6310−3

1.55 2.45310−1±1.2310−2 1.77310−1±7.8310−3 1.06310−1±5.3310−3 6.14310−2±3.6310−3

1.65 1.90310−1±1.0310−2 1.43310−1±6.7310−3 8.53310−2±4.6310−3 4.50310−2±3.0310−3

1.75 1.45310−1±8.4310−3 1.02310−1±5.2310−3 6.32310−2±3.8310−3 3.49310−2±2.6310−3

1.85 1.20310−1±7.4310−3 7.97310−2±4.4310−3 4.76310−2±3.1310−3 2.66310−2±2.2310−3

1.95 8.41310−2±6.0310−3 5.83310−2±3.7310−3 3.56310−2±2.7310−3 1.84310−2±1.8310−3

2.10 5.22310−2±2.8310−3 3.90310−2±1.7310−3 2.30310−2±1.3310−3 1.27310−2±8.8310−4

2.30 3.19310−2±2.1310−3 2.24310−2±1.2310−3 1.34310−2±9.2310−4 7.39310−3±6.6310−4

2.50 1.83310−2±1.5310−3 1.22310−2±9.0310−4 7.78310−3±6.9310−4 4.11310−3±4.8310−4

2.70 9.79310−3±1.1310−3 6.65310−3±6.4310−4 4.66310−3±5.2310−4 2.30310−3±3.5310−4

2.90 6.28310−3±8.7310−4 4.33310−3±5.1310−4 2.57310−3±3.8310−4 1.67310−3±3.0310−4

3.25 2.55310−3±3.4310−4 1.64310−3±2.0310−4 1.05310−3±1.5310−4 5.44310−4±1.1310−4

3.75 8.03310−4±1.9310−4 5.39310−4±1.1310−4 2.59310−4±7.3310−5 1.75310−4±5.9310−5

4.25 2.92310−4±1.2310−4 1.74310−4±6.3310−5 1.12310−4±4.9310−5 5.56310−5±3.5310−5

TABLE XXVII. Invariant yields for antiprotons at midrapidity in 50–60%, 60–70%, 70–80%, and 80–92% centrality bins, normalized
to unit rapidity. Errors are statistical only.

pT sGeV/cd 50–60% 60–70% 70–80% 80–92%

0.65 2.84310−1±1.2310−2 1.58310−1±8.1310−3 6.22310−2±4.7310−3 3.55310−2±3.4310−3

0.75 2.50310−1±1.1310−2 1.25310−1±6.6310−3 5.43310−2±4.0310−3 2.77310−2±2.8310−3

0.85 1.89310−1±8.3310−3 9.50310−2±5.2310−3 4.16310−2±3.3310−3 2.06310−2±2.2310−3

0.95 1.58310−1±7.1310−3 7.38310−2±4.3310−3 3.13310−2±2.7310−3 1.56310−2±1.8310−3

1.05 1.19310−1±5.8310−3 5.50310−2±3.5310−3 2.12310−2±2.1310−3 1.01310−2±1.4310−3

1.15 9.60310−2±5.1310−3 4.34310−2±3.1310−3 1.73310−2±1.9310−3 7.94310−3±1.2310−3

1.25 7.11310−2±4.1310−3 3.19310−2±2.5310−3 1.22310−2±1.5310−3 6.05310−3±1.1310−3

1.35 5.31310−2±3.4310−3 2.40310−2±2.1310−3 9.65310−3±1.3310−3 4.08310−3±8.4310−4

1.45 4.43310−2±3.1310−3 1.90310−2±1.9310−3 7.69310−3±1.2310−3 3.31310−3±7.6310−4

1.55 3.13310−2±2.4310−3 1.28310−2±1.4310−3 4.43310−3±8.5310−4 2.02310−3±5.6310−4

1.65 2.39310−2±2.1310−3 9.29310−3±1.2310−3 3.09310−3±7.0310−4 1.70310−3±5.2310−4

1.75 1.79310−2±1.7310−3 6.92310−3±1.0310−3 2.79310−3±6.6310−4 1.21310−3±4.3310−4

1.85 1.28310−2±1.4310−3 5.66310−3±9.3310−4 1.27310−3±4.4310−4 7.33310−4±3.3310−4

1.95 1.00310−2±1.3310−3 3.93310−3±7.8310−4 1.54310−3±4.9310−4 7.92310−4±3.5310−4

2.10 6.03310−3±5.9310−4 2.58310−3±3.8310−4 6.91310−4±2.0310−4 3.59310−4±1.4310−4

2.30 3.46310−3±4.4310−4 1.37310−3±2.7310−4 5.66310−4±1.8310−4 2.03310−4±1.1310−4

2.50 2.04310−3±3.4310−4 7.56310−4±2.0310−4 2.85310−4±1.3310−4 1.35310−4±8.5310−5

2.70 1.20310−3±2.5310−4 3.92310−4±1.4310−4 2.26310−4±1.1310−4 2.67310−5±3.8310−5

2.90 6.21310−4±1.8310−4 2.92310−4±1.2310−4 1.40310−4±8.8310−5 8.76310−6±2.2310−5

3.25 2.61310−4±7.3310−5 1.10310−4±4.7310−5 3.63310−5±2.8310−5 9.16310−6±1.4310−5

3.75 6.52310−5±3.6310−5 2.77310−5±2.3310−5 5.76310−6±1.1310−5

4.25 4.82310−5±3.2310−5 1.23310−5±1.6310−5 2.71310−6±8.1310−6
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TABLE XXVIII. Invariant yields for p± and K± at midrapidity in 60–92% centrality bins, normalized to unit rapidity. Errors are
statistical only.

pT sGeV/cd p+ p− K+ K−

0.25 1.283101±1.1310−1 1.213101±9.5310−2

0.35 6.613100±5.7310−2 6.423100±5.2310−2

0.45 3.713100±3.4310−2 3.593100±3.1310−2 5.35310−1±1.5310−2 4.74310−1±1.3310−2

0.55 2.093100±2.1310−2 2.063100±1.9310−2 3.83310−1±9.7310−3 3.62310−1±8.8310−3

0.65 1.243100±1.4310−2 1.213100±1.3310−2 2.66310−1±6.8310−3 2.50310−1±6.2310−3

0.75 7.63310−1±9.6310−3 7.31310−1±8.4310−3 1.81310−1±4.9310−3 1.78310−1±4.6310−3

0.85 4.64310−1±6.6310−3 4.60310−1±5.9310−3 1.26310−1±3.7310−3 1.21310−1±3.4310−3

0.95 2.93310−1±4.8310−3 2.95310−1±4.3310−3 8.85310−2±2.9310−3 8.21310−2±2.5310−3

1.05 1.91310−1±3.5310−3 1.89310−1±3.2310−3 6.34310−2±2.3310−3 5.80310−2±2.0310−3

1.15 1.26310−1±2.6310−3 1.28310−1±2.5310−3 4.35310−2±1.8310−3 3.91310−2±1.5310−3

1.25 8.15310−2±2.0310−3 8.12310−2±1.8310−3 2.87310−2±1.4310−3 2.94310−2±1.3310−3

1.35 5.96310−2±1.7310−3 5.71310−2±1.5310−3 2.03310−2±1.1310−3 2.07310−2±1.0310−3

1.45 3.95310−2±1.3310−3 3.91310−2±1.2310−3 1.68310−2±9.7310−4 1.35310−2±8.2310−4

1.55 2.56310−2±9.7310−4 2.81310−2±9.7310−4 1.06310−2±7.5310−4 1.05310−2±7.0310−4

1.65 1.96310−2±8.4310−4 2.07310−2±8.1310−4 8.39310−3±6.5310−4 8.47310−3±6.2310−4

1.75 1.44310−2±7.1310−4 1.41310−2±6.5310−4 5.68310−3±5.2310−4 5.15310−3±4.6310−4

1.85 1.07310−2±6.0310−4 1.04310−2±5.6310−4 4.91310−3±4.7310−4 4.15310−3±4.1310−4

1.95 7.68310−3±5.1310−4 7.42310−3±4.8310−4 3.59310−3±4.1310−4 3.29310−3±3.7310−4

2.05 5.87310−3±3.6310−4 4.87310−3±3.3310−4

2.15 3.78310−3±2.9310−4 3.87310−3±3.0310−4

2.25 2.99310−3±2.6310−4 2.55310−3±2.5310−4

2.35 2.47310−3±2.5310−4 2.41310−3±2.6310−4

2.45 1.68310−3±2.1310−4 1.63310−3±2.1310−4

2.55 1.77310−3±2.3310−4 1.54310−3±2.3310−4

2.65 1.28310−3±2.1310−4 1.18310−3±2.0310−4

2.75 1.02310−3±2.0310−4 7.74310−4±1.7310−4

2.85 7.49310−4±1.7310−4 6.23310−4±1.7310−4

2.95 5.61310−4±1.6310−4 7.27310−4±1.9310−4

TABLE XXIX. Invariant yields for protons and antiprotons at midrapidity in 60–92% centrality bin, normalized to unit rapidity. Errors
are statistical only.

pT sGeV/cd p p̄

0.65 1.17310−1±4.8310−3 8.63310−2±3.8310−3

0.75 9.26310−2±3.9310−3 7.00310−2±3.1310−3

0.85 7.01310−2±3.1310−3 5.31310−2±2.5310−3

0.95 5.48310−2±2.6310−3 4.07310−2±2.0310−3

1.05 4.10310−2±2.1310−3 2.92310−2±1.6310−3

1.15 3.09310−2±1.7310−3 2.32310−2±1.4310−3

1.25 2.16310−2±1.3310−3 1.70310−2±1.1310−3

1.35 1.77310−2±1.2310−3 1.27310−2±9.4310−4

1.45 1.25310−2±9.4310−4 1.02310−2±8.3310−4

1.55 8.85310−3±7.8310−4 6.51310−3±6.2310−4

1.65 6.42310−3±6.3310−4 4.76310−3±5.2310−4

1.75 5.08310−3±5.5310−4 3.69310−3±4.5310−4

1.85 3.58310−3±4.6310−4 2.60310−3±3.7310−4

1.95 2.79310−3±3.9310−4 2.11310−3±3.4310−4

2.10 1.77310−3±1.8310−4 1.23310−3±1.5310−4

2.30 1.08310−3±1.4310−4 7.22310−4±1.2310−4

2.50 5.42310−4±9.5310−5 3.97310−4±8.5310−5

2.70 3.32310−4±7.4310−5 2.17310−4±6.2310−5

2.90 2.04310−4±5.8310−5 1.49310−4±5.2310−5

3.25 8.58310−5±2.3310−5 5.24310−5±1.9310−5

3.75 2.76310−5±1.3310−5 1.14310−5±8.7310−6

4.25 1.24310−5±9.1310−6 5.08310−6±6.1310−6
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Transverse momentum spectra and yields of hadrons are measured by the PHENIX collaboration in Au
+Au collisions atÎsNN=130 GeV at the Relativistic Heavy Ion Collider. The time-of-flight resolution allows
identification of pions to transverse momenta of 2 GeV/c and protons and antiprotons to 4 GeV/c. The yield
of pions rises approximately linearly with the number of nucleons participating in the collision, while the
number of kaons, protons, and antiprotons increases more rapidly. The shape of the momentum distribution
changes between peripheral and central collisions. Simultaneous analysis of all thepT spectra indicates radial
collective expansion, consistent with predictions of hydrodynamic models. Hydrodynamic analysis of the
spectra shows that the expansion velocity increases with collision centrality and collision energy. This expan-
sion boosts the particle momenta, causing the yield from soft processes to exceed that for hard to large
transverse momentum, perhaps as large as 3 GeV/c.

DOI: 10.1103/PhysRevC.69.024904 PACS number(s): 25.75.Dw

I. INTRODUCTION

Heavy ion reactions at ultrarelativistic energies provide
information on strongly interacting matter under extreme
conditions. Lattice QCD and phenomenological predictions
indicate that at high enough energy density a deconfined
state of quarks and gluons, the quark-gluon plasma, is
formed. It is expected that conditions in ultrarelativistic
heavy ion reactions may produce this new state of matter, the
study of which is the major goal of the experiments at the
Relativistic Heavy Ion Collider(RHIC).

The high energy density state thus created will cool down
and expand, undergoing a phase transition to “ordinary” had-
ronic matter. While the tools of choice to study the earliest
phase of the reactions, and thereby the new state, are probes
that do not interact via the strong force, such as photons,
electrons, or muons, the global properties and dynamics of
later stages in the system are best studied via hadronic ob-
servables. Hadron momentum spectra in proton-proton reac-
tions are often separated into two parts, a soft part at low
transverse momentumpT, where the shape is roughly expo-
nential in transverse massmT=ÎpT

2+m0
2, and a highpT region

where the shape more closely resembles a power law. Soft
production(low pT) is attributed to fragmentation of a string
[1,2] between components of the struck nucleons, while hard
(high pT) hadrons are expected to originate predominantly

*Deceased.
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from fragmentation of hard-scattered partons. The transition
between these two regimes is not sharply defined, but is
commonly believed to be nearpT<2 GeV/c [3].

In proton-nucleussp+Ad scattering, these two regimes de-
pend on the colliding system size in different ways. The soft
production depends on the number of nucleons struck or par-
ticipating in the collisionsNpartd. The number of hard scatter-
ings should increase proportionally to the number of binary
nucleon-nucleon encounterssNcolld since these processes
have a small elementary cross section and may be considered
as incoherent. Hard scattering also produces color strings
which fragment and produce some low-pT particles, though
these are much fewer in number than those from the much
more frequent soft scatterings. Inp+A theseNpart and Ncoll
are connected by a very simple relation, namely,Npart
=Ncoll+1.

In nucleus-nucleus collisions, the number of participant
nucleons does not scale simply withA, so it is more useful to
study scaling withNcoll or Npart. Collisions are sorted accord-
ing to centrality, allowing control of the geometry and deter-
mination ofNcoll or Npart.

In heavy ion collisions, one expects secondary collisions
of particles (rescattering) to take place, especially among
particles with low and intermediate transverse momentum.
Rescattering may occur among partons early in the collision,
and also among hadrons later in the collision. Both kinds of
rescattering can lead to collective behavior among the par-
ticles, and the presence of elliptic flow[4–9] indicates that
partonic rescattering is important at RHIC. In the extreme,
rescattering can lead to thermalization. Rescattering has ob-
servable consequences on the final hadron momentum spec-
tra, causing them to be broadened as shown in this paper.
This relates to some of the key questions regarding the evo-
lution of the collision: Are the size and lifetime sufficient to
attain local equilibrium? Are the momentum distributions
thermal, and, if so, what are the chemical and kinetic freeze-
out temperatures? Can expansion be described by hydrody-
namic models? Momentum distributions of hadrons as a
function of centrality provide a means to investigate these
questions and permit extraction of thermodynamic quantities
which govern the predicted phase transition.

This paper reports semi-inclusive momentum spectra and
yields of p, K, and p from Au-Au collisions at ÎsNN
=130 GeV. The data are measured and analyzed by the
PHENIX Collaboration in the first year of the physics pro-
gram at RHIC(Run-1).

The paper is organized as follows. In Sec. II the PHENIX
detectors used in the analysis are described. The data reduc-
tion techniques using the time-of-flight and drift chamber
detectors, along with the corrections applied to the spectra,
are described in Sec. III. Functions that describe the shape of
the spectra are used to extrapolate the unmeasured portion in
order to determine the total average momentum and particle
yield for each particle. The overall systematic uncertainties
in the spectra are discussed. The resulting minimum bias and
centrality-selected particle spectra are presented in Sec. IV.
In Sec. V a description of the particle production within a
hydrodynamic picture is investigated. For each centrality se-
lection, a hydrodynamic parametrization of themT distribu-
tion is fit simultaneously to the spectra of different species.

The data are compared to full hydrodynamic calculations.
The transition region inpT between hard(perturbative QCD)
and soft(hydrodynamic behavior) physics is investigated by
comparison of extrapolated soft spectra to the data. Finally,
we study the dependence of the particle yields on the number
of nucleons participating in the collision.

II. EXPERIMENT

The PHENIX[10,11] experiment at RHIC identifies had-
rons over a large momentum range, by the addition of excel-
lent time-of-flight capability to the detector suite optimized
for photons, electrons, and muons. PHENIX has four spec-
trometer arms: two that are positioned about midrapidity(the
central arms) and two at more forward rapidities(the muon
arms). A cross-sectional view of the PHENIX detector, trans-
verse to the beam line is shown in Fig. 1. Within the two
central arm spectrometers, the detectors that were instru-
mented and operational during theÎsNN=130 GeV run
(Run-1) are shown. The detector systems in PHENIX are
discussed in detail elsewhere[12]. The detector systems used
for the measurements reported in this paper are described in
detail in the following sections.

A. Central arm detectors

The central arm spectrometers use a central magnet that
produces an approximately axially symmetric field that fo-
cuses charged particles into the detector acceptance. The two
central arms are labeled as east and west arms. The east arm
contains the following subsystems used in this analysis: drift
chamber(DC), pad chamber(PC), and a time-of-flight(TOF)
wall. The PHENIX hadron acceptance using the TOF system
in the east arm is illustrated in Fig. 2 where the transverse
momentum is plotted as a function of the particle rapidity
(the phase space) within the central arm acceptance subtend-

West BeamView

PHENIX Detector - First Year Physics Run

East

BB

MVD

Installed

ActivePbSc PbSc

PbSc PbSc

PbSc PbGl

PbSc PbGl

TOF

PC1 PC1

Central
Magnet TEC

PC3

RICH RICH

DC DC

FIG. 1. A cross-sectional view of the PHENIX detector trans-
verse to the beamline. Within the two central arm spectrometers the
detectors that were instrumented and operational during theÎsNN

=130 GeV run are shown.
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ing the polar angleu from 70° to 110° for pions, kaons, and
protons. The vertical lines are the equivalent pseudorapidity
edges, corresponding touhu,0.35. More details are dis-
cussed elsewhere[13].

1. Tracking chambers

The charged particle tracking chambers include three lay-
ers of pad chambers and two drift chambers. The chambers
are designed to operate in a high particle multiplicity envi-
ronment.

The drift chambers are the first tracking detectors that
charged particles encounter as they travel from the collision
vertex through the central arms. Each is 1.8 m in width in the
beam direction, subtends 90° in azimuthal anglef, centered
at a radiusRDC=2.2 m, and is filled with a 50-50 argon-
ethane gas mixture. It consists of 40 planes of sense wires
arranged in 80 drift cells placed cylindrically symmetric
about the beam line. The wire planes are placed in an
X-U-V configuration in the following order(moving outward
radially): 12 X planes sX1d), four U planes sU1d, four V
planessV1d, 12 X planessX2d, four U planessU2d, and four
V planessV2d. TheU andV planes are tilted by a small ±5°
stereo angle to allow for full three-dimensional track recon-
struction. The field wire design is such that the electron drift
to each sense wire is only from one side, thus removing most
left-right ambiguities everywhere except within 2 mm of the
sense wire. The wires are divided electrically in the middle at
the beam-line center. The occupancy for a central RHIC
Au+Au collision is about two hits per wire.

At the drift chamber location, the field of the central mag-
net is nearly zero, so the DC determines(nearly) straight-line
track segments in ther-f plane. Each track segment is inter-
sected with a circle atRDC, where it is characterized by two
angles: the angular deflection in the main bend plane and the
azimuthal position inf. A combinatorial Hough transform
technique is used to identify track segments by searching for
location maxima in this angular space[14]. The DCs are
calibrated with respect to the event collision time measure-
ment (see Sec. II B). With this calibration, the single-wire
resolution in ther-f plane is 160mm. The single-track wire
efficiency is 99% and the two-track resolution is better than
1.5 mm.

The drift chambers are used to measure the momentum of
charged particles and the direction vector for charged par-
ticles traversing the spectrometer. The angular deflection is
inversely proportional to the component of momentum in the
bend plane only. Both the bend angle and the measured track
points are used in the momentum reconstruction and track
model, which uses a look-up table of the measured central
magnet field grid. For this dataset, the drift chamber momen-
tum resolution issp/p=0.6%% 3.6%p, where the first term
is multiple scattering up to the drift chambers and the second
is the angular resolution of the detector.

In run-1, there were three pad chambers in PHENIX.
Each pad chamber measures a three-dimensional space point
of a charged track. The pad chambers are pixel-based detec-
tors with effective readout sizes of 8.45 mm along the beam
line by 8.40 mm in the plane transverse to the beam line. The
first pad chamber layer(PC1) is fixed to the outer edge ra-
dially of each drift chamber at a radial distance of 2.49 m,
while the third layer(PC3) is positioned at 4.98 m from the
beam line. Both arms include PC1 chambers, while only the
east arm is instrumented with PC3. The second layer(PC2)
is located at an inner inscribed radius of 4.19 m in the west
arm and was not installed for run-1.

The position resolution of PC1 is 1.6 mm along the beam
axis and 2.3 mm in the plane transverse to the beam axis.
The position resolutions of PC3 are 3.2 mm and 4.8 mm,
respectively. The PC3 is used to reject background from al-
bedo and nonvertex decay particles; however, only the PC1
is used for the results presented here. The PC1 is used in the
global track reconstruction with the measured vertex position
using the beam-line detectors(see Sec. II B) to determine the
polar angle of each charged track. Both PC1 and the beam-
line detectors providez-coordinate information with a
1.89 mm resolution.

2. Time of flight

The TOF detector serves as the primary particle identifi-
cation device for charged hadrons by the measurement of
their arrival time at the TOF wall 5.1 m from the collision
vertex. The TOF wall spans 30° in azimuth in the east arm. It
consists of 10 panels of 96 scintillator slats each with an
intrinsic timing resolution better than 100 ps. Each slat is
oriented along ther-f direction and provides timing as well
as beam-axis position information for each particle hit re-
corded. The slats are viewed by two photomultiplier tubes
(PMTs), attached to either end of the scintillator.

0

0.5

1

1.5

2

2.5

π

0 < 110θ < 070
 (

G
eV

/c
)

T
p

0

0.5

1

1.5

2

2.5

K

y
-0.5 -0.4 -0.3 -0.2 -0.1 -0 0.1 0.2 0.3 0.4 0.5
0

0.5

1

1.5

2

2.5

p

FIG. 2. The central arm spectrometer acceptance in rapidity and
transverse momentum for pions(top), kaons(middle), and protons
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A ±2s p /K separation at momenta up to 2 GeV/c, and a
±2s sp+Kd /proton separation up to 4 GeV/c can be
achieved.

For each particle, the time, energy loss in the scintillator,
and geometrical position are determined. The total time off-
set is calibrated slat by slat. A particle hit in the scintillator is
defined by a measured pulse height which is also used to
correct the time recorded at each end of the slat(slewing
correction). After calibration, the average of the times at ei-
ther end of the slat is the measured time for a particle. The
azimuthal position is proportional to the time difference
across the slat and the known velocity of light propagation in
the scintillator(for Bicron BC404, this is 14 cm/ns). The slat
position along the beam line determines the longitudinal co-
ordinate position of the particle. The total time of flight is
measured relative to the beam-beam counter(BBC) initial
time (see Sec. II B), the measured time in the time-of-flight
detector, and a global time offset from the RHIC clock. Posi-
tive pions in the momentum range 1.4,pT,1.8 GeV/c are
used to determine the TOF resolution. The timing calibration
in this analysis results in a resolution ofs=115 ps.1

Particle identification for charged hadrons is performed by
combining the information from the tracking system with the
timing information from the BBC and the TOF. Tracks at
1 GeV/c in momentum point to the TOF with a projected
resolutionsproj of 5 mrad in azimuthal angle and 2 cm along
the beam axis. Tracks that point to the TOF with less than
2.0 sproj were selected. Figure 3 shows the resulting time of
flight as a function of the reciprocal momentum in minimum-
bias Au+Au collisions.

B. Beam-line detectors

The beam-line detectors determine the collision vertex
position along the beam direction, and the trigger and timing

information for each event. These detectors include the zero
degree calorimeters(ZDCs), the BBCs, and the multiplicity
vertex detector(MVD ) and are positioned in PHENIX as
shown in Fig. 4.

The zero-degree calorimeters are small transverse area
hadron calorimeters that are installed at each of the four
RHIC experiments. They measure the fraction of the energy
deposited by spectator neutrons from the collisions and serve
as an event trigger for each RHIC experiment. The ZDCs
measure the unbound neutrons in small forward cones
su,2 mradd around each beam axis. Each ZDC is posi-
tioned 18 m upstream and downstream from the interaction
point along the beam axis. A single ZDC consists of three
modules each with a depth of two hadronic interaction
lengths and read out by a single PMT. Both time and ampli-
tude are digitized for each of the three PMTs as well as an
analog sum of the PMTs for each ZDC[15].

There are two beam-beam counters each positioned 1.4 m
from the interaction point, just behind the central magnet
poles along the beam axis(see Fig. 4). The BBC consists of
two identical sets of counters installed on both sides of the
interaction point along the beam. Each counter consists of 64
Cherenkov telescopes, arranged radially about the collision
axis and situated north and south of the MVD. The BBCs
measure the fast secondary particles produced in each colli-
sion at forward angles, with 3.0øhø3.9, and full azimuthal
coverage.

For both the ZDC and the BBC, the time and vertex po-
sition are determined using the measured time difference be-
tween the north and the south detector and the known dis-
tance between the two detectors. The start timeT0 and the
vertex position along the beam axissZvertexd are calculated as
T0=sT1+T2d /2 andZvertex=sT1−T2d /2c, whereT1 andT2 are
the average timing of particles in each counter andc is the
speed of light. With an intrinsic timing resolution of 150 ps,
the ZDC vertex is measured to within 3 cm. In run-1, the
BBC timing resolution of 70 ps results in a vertex position
resolution of 1.5 cm.

Event centrality is determined using a correlation mea-
surement between neutral energy deposited in the ZDCs and

1Ultimately, 96 ps results after further calibration, as reported in
Ref. [12].

FIG. 3. Scaled time-of-flight vs reciprocal momentum in
minimum-bias Au+Au collisions atÎsNN=130 GeV. The distribu-
tion demonstrates the particle identification capability using the
TOF for the run-1 data taking period.
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FIG. 4. A side view of the PHENIX detector parallel to the
beam line. The beam line detectors determine the collision vertex
position along the beam direction, and the trigger and timing infor-
mation for each event.
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fast particles recorded in the BBCs as shown in Fig. 5. The
spectator nucleons are unaffected by the interaction and
travel at their initial momentum from each respective ion.
The number of neutrons measured by the ZDC is propor-
tional to the number of spectators, while the BBC signal
increases with the number of participants.

III. DATA REDUCTION AND ANALYSIS

A. Data reduction

The PHENIX Level-1 trigger selected events with hits
coincident in both the ZDC and BBC detectors, and in time
with the RHIC clock. A total of 5 million events were re-
corded atÎsNN=130 GeV in the ZDCs[11]. The collision
position along the beam direction was required to be within
±30 cm of the center of PHENIX, using the collision vertex
reconstructed by the BBC.

The trigger on both BBC and ZDC counters includes
92±4% of the total inelastic cross sections6.8±0.4 bd. A
Monte Carlo Glauber model[16] is used with a simulation of
the BBC and ZDC responses to determine the number of
nucleons participating in the collisions for the minimum-bias
events. The Woods-Saxon parameters determined from elec-
tron scattering experiments are radiusR=6.38±0.06 fm, dif-
fusivity d=0.54±0.01 fm[17], and the nucleon-nucleon in-
elastic cross section,sN+N

inel =40±3 mb. An additional

systematic uncertainty enters the radius parameter since the
radial distribution of neutrons in large nuclei should be larger
than for protons and is not well determined[18].

The centrality selections used in this paper are 0–5 %,
5–15 %, 15–30 %, 30–60 %, and 60–92 % of the total geo-
metrical cross section, where 0–5 % corresponds to the most
central collisions.

Only tracks that are reconstructed in all three dimensions
are included in the spectra. These tracks are then matched
within 2sproj to the measured positions in the TOF detector.
For each TOF hit, the time, position, and energy loss are
measured in the TOF detector. The widths of residual dis-
tance distributions between projected tracks and TOF hit po-
sitions, sproj, increase at lower momentum due to multiple
scattering. Therefore, a momentum-dependent hit association
criterion was defined.

Finally, a requirement on energy loss in the TOF is ap-
plied to each track to exclude false hits by requiring the
energy deposit of at least minimum ionizing particle energy.
A b-dependent energy loss cut whose form is a parametriza-
tion of the Bethe-Bloch formula[19] is used, where

dE/dx< b−5/3 s1d

andb=L /ct, whereL is the pathlength of the particle’s tra-
jectory from the BBC vertex to the TOF detector,t is the
particle’s time of flight, andc is the speed of light. The
approximate Bethe-Bloch formula is scaled by a factor to fall
below the data and thereby serve as a cut. The resulting
equation isDE=Ab−5/3, whereA is a scaling factor equal to
1.6 MeV. The energy loss cut reduces low momentum
background under the kaon and proton mass peaks. The
fraction of tracks excluded after the energy loss cut is less
than 5.5%.

The measured momentump, pathlengthL, and time of
flight t in the spectrometer are used to calculate the particle
mass, which is used for particle identification:

m2 =
p2

c2FS 1

b
D2

− 1G . s2d

The widths of the peaks in the mass-squared distribution
depend on both momentum and time-of-flight resolutions.
An analytic form for the width ofm2 as a function of mo-
mentum resolutionsp and time-of-flight resolution is deter-
mined using Eq.(2). The error in the particle’s pathlengthL
results in an effective time width that is included with the
TOF resolution,sT,

sm2
2 = 4m4Ssp

p
D2

+ 4p4SsT

bt
D2

. s3d

The momentum resolution of the drift chambers is ex-
pressed in the following form:

sp
2 = SC1p

1

b
D2

+ sC2p
2d2, s4d

C1 =
dfms

K1
, s5d
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C2 =
dfa

K1
, s6d

whereC1 andC2 are the multiple scattering and angular reso-
lution terms, respectively. The units ofdfms are mrad
GeV/c. The constantK1 is the momentum kick on the
particle from the magnetic field and is equal to
87.3 mrad GeV/c. The constantC1 is the width inf due to
the multiple scatteringsmsd of a charged particle with
materials of the spectrometer up to the drift chambers. The
C2 term is the angular resolution of the bend anglea,
which is the angular deflection inf of the track segment
relative to the radius to the collision vertex.

Equation(4) is used in Eq.(3) with b=p/Îp2+m2, where
m is the mass centroid of the particle’s mass-squared distri-
bution. The mass centroid is close to the rest mass of the
particle; however due to residual misalignments and timing
calibration, the centroid of the distribution is a fit parameter
in order to avoid cutting into the distribution. Them2 width
for each particle is written as follows:

sm2
2 = C1

24m4S1 +
m2

p2 D + C2
24m4p2 + C3

2f4p2sm2 + p2dg,

s7d

where the coefficientC3 is related to the combined TOF,

C3 =
sTc

L
, s8d

and pathlength contributions to the time width,sT in Eq. s8d.
From the measured drift chamber momentum resolution,
C1=0.006 andC2=0.036c/GeV. While the TOF resolution
is 115±15 ps, the pathlength uncertainty introduces a
width of <20–40 ps, so 145 ps is used forsT in C3.

The pions, kaons, and protons are identified using the
measured peak centroids of them2 distribution and selecting
2s bands; shown as shaded regions in Fig. 6 for two differ-
ent momentum slices. The 2s bands for pions and kaons do
not overlap up topT=2 GeV/c. The protons are identified up
to pT=4 GeV/c. By studying variations in them2 centroid
and width before the particle identification cut is applied, the
uncertainty in the particle identification is estimated to be
5% for all particles.

Kaons are depleted by decays in flight and geometrical
acceptance. For the low momentum protons, energy loss and
geometrical acceptance cause a drop in the raw yield for
pT,0.5 GeV/c, as seen in Fig. 2.

The remaining background contribution was determined
by reflecting the track about the midpoint of PHENIX along
the beam line and repeating the association and particle iden-
tification cuts used in the TOF detector. This random back-
ground was evaluated separately for each particle type. The
background contribution is<30% for the kaon spectra at
0.2,pT,0.4 GeV/c and defines the lowpT limit in the
spectra. The background is less than 5% in all other cases,
and negligible above 0.8 GeV/c in the measured momentum
range in this analysis. The background was not subtracted
but is instead treated as a systematic uncertainty. This uncer-

tainty is 2%, 5%, and 3% for pions, kaons, and protons,
respectively, atpT,0.6 GeV/c and is negligible at higher
momenta.

B. Analysis

The raw spectra include inefficiencies from detector ac-
ceptance, resolution, particle decays in flight and track re-
construction. The base-line efficiencies are determined by
simulating and reconstructing single hadrons. Multiplicity
dependent effects are then evaluated by embedding simu-
lated single hadrons into real events and calculating the deg-
radation of the reconstruction efficiency.

1. Corrections: Acceptance, decays in flight, and
detector response

The corrections for the finite detector aperture, pion and
kaon decays in flight, and the detector response are deter-
mined using single particles in the theGEANT [20] simulation
of the detector. All details of each detector are modeled, in-
cluding dead channels in the drift chambers, pad chambers,
and time-of-flight detector. All physics processes are auto-
matically taken into account, resulting in corrections for mul-
tiple scattering, antiproton annihilation, pion and kaon de-
cays in flight, finite geometrical acceptance of the detector,
and momentum resolution, which affects the spectral shape
above 2.5 GeV/c.

The drift chamber simulated response is tuned to describe
the response of the real drift chambers on the single-wire
level. This is done using a simple geometrical model of the
drift chamber and the straight-line trajectories of particles
from the zero-field data. This simple model of the drift cell in
the drift chamber is sufficient to describe the observed drift
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distance distribution, the pulse width, the single-wire effi-
ciency, and the detector resolution. The TOF response is
simulated by smearing the true time of flight using a Gauss-
ian distribution with a width as measured in the data.

Figure 7 shows the momentum dependence of the residual
distance between projected tracks and TOF hits for the real
(solid line) and simulated(dashed) events. These residuals
are parametrized in the azimuthal anglef and the beam-line
directionz, separately for data and simulation. For each case,
tracks that fall outside 2s of the parametrized width are re-
jected, thus allowing use of the Monte Carlo to evaluate the
correction for the 2s match requirement for real tracks.

A fiducial cut is made in both the simulation and the data
to ensure the same fiducial volume. The systematic uncer-
tainty in the acceptance correction is<5%.

The simulated distributions are generated uniformly inpT,
f, andy. For each hadron, sufficient Monte Carlo events are
generated to obtain the correction factor for every measured
pT bin. The statistical errors from the correction factors were
smaller than those in the data and both are added in quadra-
ture.

The distribution of the number of particles generated in
eachpT slice,dN/dpT, is the “ideal” input distribution with-
out detector and reconstruction effects. This distribution is
normalized to 2p and 1 unit of rapidity. After detector re-
sponse and track reconstruction, the output distribution is the
number of particles found in eachpT slice. The final correc-
tions are determined after an iterative weighting procedure.
First, the flat input and output distributions are weighted by
exponential functions for all particles using an inverse slope
of 300 MeV. The ratio of input to output distributions is
determined as a function of momentum. In eachpT slice, the
corresponding ratio is applied to the data. The corrected data
are next fitted with exponentials for kaons and protons[see
Eq. (11)], and a power law for the pions[see Eq.(9)]. The
original flat input and output distributions are weighted by
these resulting functions. The procedure is repeated until the
functions remain constant in their parameters. The weighted
input and output distributions are divided to produce accep-
tance correction factors. The corrections are larger for kaons
due to the decays in flight. The statistical error in determina-
tion of the correction factor is added in quadrature to the
statistical error in the data.

2. High track-density efficiency correction

A final multiplicity dependent correction is determined
using simulated single-particles embedded into real events.
This correction depends on both the quality of the track re-
construction in a high multiplicity environment and the type
of particle measured.

Depending on the centrality of the event, the correction
factor is determined for each particle in the raw transverse
momentum distribution and is applied as a weight. The final
efficiency corrections are shown in Fig. 8, where the correc-
tion for pions is shown as solid circles and for(anti)protons
as open circles. The horizontal axis ranges from the most
central to the most peripheral events in increments of 5%.
The systematic uncertainty in the multiplicity efficiency cor-
rection is 9%.

The difference between pions(solid) and (anti)protons
(open) is due to the different TOF efficiencies for each par-
ticle (protons are slower than pions). In a small fraction of
cases two particles may hit the same TOF slat at different
times, and the slower particle is assigned an incorrect time.
The particle will then fall outside the particle identification
cuts. This effect depends on the type of particle.

For each particle, two curves are shown, representing the
DC tracking inefficiency for two types of tracks: fully recon-
structed and partially reconstructed tracks. Fully recon-
structed tracks includeX1 andX2 sections. In a high track-
density environment, tracks may be partially reconstructed or
hits may be incorrectly associated. There are two cases when
this incorrect hit association occurs. In the first case, the
direction vector in the azimuth prevents the track from point-
ing properly to the PC1 detector, and the correct hit cannot
be associated. In the second case, the track is reconstructed
properly, but there are two possible PC1 points. If no UV hits
are found, then the wrong PC1 point can be associated with
the track and the track’s beam-line coordinate is mis-
reconstructed. In both of these cases, the track fails the
matching criteria in the TOF detector and is lost.

3. Determining the yield and mean pT

The dN/dy and kpTl are determined using the data in the
measured region and an extrapolation to the unmeasured re-
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gion after integrating a functional form fit to the data. A
function describing the spectral shape is fit to the data, with
varying pT ranges to control systematic uncertainties in the
fit parameters. The fitted shape is extrapolated, integrated
over the unmeasured range, and then combined with the
measured data to get the full yield. Two different functions
are used to estimate upper and lower bounds for each spec-
trum. The average between the upper and lower bounds is
used fordN/dy and kpTl. The statistical error is determined
from the data, and the systematic uncertainty is taken as half
the difference between the upper and lower bounds.

For pions, a power law inpT [Eq. (9)] and an exponential
in mTs=ÎpT

2+m0
2d [Eq. (10)] are fit to the data. For kaons and

(anti)protons, two exponentials—one inpT [Eq. (11)] and the
other inmT—are used. ThepT exponential provides an upper
limit for the extrapolated yield, which is most important for
the (anti)protons. The power-law function has three param-
eters labeledA, p0, andn in Eq. (9). The exponentials have
two parameters,A andT.

d2N

2ppTdpTdy
= AS p0

p0 + pT
Dn

, s9d

d2N

2pmTdmTdy
= Ae−mT/T, s10d

d2N

2ppTdpTdy
= Ae−pT/T. s11d

C. Systematic uncertainties

In Table I, the sources of systematic uncertainties in both
kpTl and dN/dy are tabulated. The sources of uncertainty
include the extrapolation inpT, the background, and the
Monte Carlo corrections, and cuts. The uncertainty in the
Monte Carlo corrections is 11% and includes the multiplicity
efficiency correction of 9%, the particle identification cut of
5%, and the fiducial cuts of 5%. The uncertainties in the
correction functions are added in quadrature to the statistical
error in the data. Background is only relevant for
pT,0.6 GeV/c in the spectra.

The total systematic uncertainty in thekpTl depends on
the extrapolation and background uncertainties; the uncer-
tainties are 7%, 10%, and 8% for pions, kaons, and protons,
respectively. The overall uncertainty ondN/dy includes the
uncertainties onkpTl in addition to the uncertainties from the

corrections and cuts; the uncertainties are 13%, 15%, and
14% for pions, kaons, and protons, respectively[21].

The hadron yields andkpTl values include an additional
uncertainty arising from the fitting function used for extrapo-
lation to the unmeasured region at low and highpT. The
magnitude of the extrapolation is 30±6% of the spectrum for
pions, 40±8% for kaons, and 25±7.5% for protons[21]. The
systematic uncertainty quoted here is taken as half the differ-
ence between the results from the two different functional
forms.

The momentum scale is known to better than 2%, and the
momentum resolution affects the spectra shape, primarily for
protons, above 2.5 GeV/c. The momentum resolution is cor-
rected by the Monte Carlo. As other sources of uncertainty
on the number of particles at any given momentum are much
larger, momentum resolution effects are neglected in deter-
mining the overall systematic uncertainty from the data re-
duction.

IV. RESULTS

A. Transverse momentum distributions

The invariant yields as a function ofpT for identified had-
rons are shown in Fig. 9, while Fig. 10 provides the central-
ity dependence of the spectra. The spectra are tabulated in
Appendix B. Thep±, K±, p, and p̄ invariant yields for the
most central, midcentral, and the most peripheral collisions,
were reported previously[22]. Pion and(anti)proton invari-
ant yields are comparable forpT.1 GeV in the most central
collisions.

As can be seen already from Fig. 10 all the spectra seem
to be exponential; however, upon closer inspection, small
deviations from an exponential form are apparent for the
more peripheral collisions. The spectrum in the most periph-
eral collisions is noticeably power-law-like when compared
to the more exponential-like spectrum in central collisions.
This is especially apparent for the pions. The effect can be
seen more clearly in the ratio of the spectra for a given par-
ticle species in two different centrality classes. Such ratios

TABLE I. The sources of systematic uncertainties inkpTl and
dN/dy.

ps%d Ks%d (anti)ps%d

Extrapolation 6 8 7.5

BackgroundspT,0.6 GeV/cd 2 5 3

kpTl total 7 10 8

Corrections and cuts 11 11 11

dN/dy total 13 15 14
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are shown in Fig. 11 for the 5% central and the most periph-
eral positive spectra(60–92 % centrality). The ratios for pro-
tons and antiprotons as well as forp+ have a maximum at
intermediatepT and are lower at both low and highpT. The
kaon shape change is not very significant, given the current
statistics.

The change in slope at lowpT in central collisions com-
pared to peripheral is consistent with a more substantial hy-
drodynamic, pressure-driven transverse flow existing in cen-
tral collisions, since the increased boost would tend to
deplete particles at the lowestpT (see Sec. IV C). This is
observed at lower energies at the CERN SPS[23,24]. It is in
contrast to results obtained at the ISR[25] for p+p collisions
at Îs=63 GeV, where a shallow maximum or minimum ex-
ists at lowpT (in the range 0.3–0.6 GeV/c).

Feed-down contribution to p and p̄from inclusive L and L̄

Inclusive L and L̄ transverse momentum distributions
have been measured in the west arm of the PHENIX spec-
trometer using the tracking detectors(DC, PC1) and a lead-
scintillator electromagnetic calorimeter(EMCal) [26]. The
invariant mass is reconstructed from the weak decaysL

→p+p− and L̄→ p̄+p+.
The tracks from the tracking detectors are required to fall

within 3s of EMCal measured space points. The EMCal tim-
ing resolution of the daughter particles is<700 ps. Using the
DC momentum and the EMCal time of flight, the particle
mass is calculated, and protons, antiprotons, and pions are
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identified using 2s momentum-dependent mass-squared
cuts. A clean particle separation is obtained using an upper
momentum cut of 0.6 GeV/c and 1.4 GeV/c for pions and
protons, respectively. The momentum is determined assum-
ing the primary decay vertex is positioned at the event vertex
and results in a momentum shift of 1–2% based on a Monte
Carlo study.

Using all combinations of pions and protons, the invariant
mass is determined. The mass distribution shows aL peak
on top of a random combinatorial background, which is de-
termined by combining protons and pions from different col-
lisions with the same centrality. A signal-to-background ratio
of 1/2 is obtained after applying a decay kinematic cut on the
daughter particles. Fitting a Gaussian function to the mass
distribution in the range 1.05,mpp,1.20 GeV/c2, 12000L

and 9000L̄ are observed, with mass resolutiondm/m<2%.

The reconstructedL and L̄ spectra are corrected for the ac-
ceptance, pion decay-in-flight, momentum resolution, and re-
construction efficiency[26]. The systematic uncertainty on
the pT spectra is 13% from the corrections and 3% from the

combinatorial background subtraction. The feed-down con-
tributions from heavier hyperonsS0 andV are not measured
but are estimated to be,5%.

Figure 12 shows the transverse momentum spectra of in-
clusive protons(left) and antiprotons(right) with the inclu-

sive L and L̄ transverse momentum distributions. The solid
points are the(anti)proton spectra after the feed-down cor-

rection fromL and L̄ weak decays. From here forward, the
data that are presented and discussed are not corrected for
this feed-down effect; inclusivep and p̄ yields are given.

More details on theL and L̄ measurement are included in
Ref. [26].

B. Yield and ŠpT‹

The yield dN/dy and the average transverse momentum
kpTl are determined for each particle as described in the pre-
ceding section and have been previously published in Ref.
[22]. For each centrality, the rapidity densitydN/dy and av-
erage transverse momentumkpTl are tabulated in Tables II
and III, respectively.

The Npart and Ncoll in each centrality selection are deter-
mined using a Glauber-model calculation in Ref.[27]. The
resulting values ofNpart andNcoll are also tabulated in Table
II. (See Appendix A for more detail.) The errors onNpart and
Ncoll include the uncertainties in the model parameters as

TABLE II. The dN/dy at midrapidity for hadrons produced at midrapidity in each centrality class. The
errors are statistical only. The systematic errors are 13%, 15%, and 14% for pions, kaons, and(anti)protons,
respectively. TheNpart andNcoll in each centrality selection are from a Glauber-model calculation in Ref.[27],
also shown with systematic errors based on a 92±4% coverage.

0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

Npart 347.7±10 271.3±8.4 180.2±6.6 78.5±4.6 14.3±3.3

Ncoll 1008.8 712.2 405.5 131.5 14.2

p+ 276±3 216±2 141±1.5 57.0±0.6 9.6±0.2

p− 270±3.5 200±2.2 129±1.4 53.3±0.6 8.6±0.2

K+ 46.7±1.5 35±1.3 22.2±0.8 8.3±0.3 0.97±0.11

K− 40.5±2.3 30.4±1.4 15.5±0.7 6.2±0.3 0.98±0.1

p 28.7±0.9 21.6±0.6 13.2±0.4 5.0±0.2 0.73±0.06

p̄ 20.1±1.0 13.8±0.6 9.2±0.4 3.6±0.1 0.47±0.05

TABLE III. The kpTl in MeV/c for hadrons produced at midra-
pidity in each centrally class. The errors are statistical only. The
systematic uncertainities are 7%, 10%, and 8% for pions, kaons,
and (anti)protons, respectively.

0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

p+ 390±10 380±10 380±20 360±10 310±30

p− 380±20 390±10 380±10 370±20 320±20

K+ 560±40 580±40 570±40 550±40 470±90

K− 570±50 590±40 610±40 550±50 460±90

p 880±40 870±30 850±30 800±30 710±80

p̄ 900±50 890±40 840±40 820±40 800±100
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well as in the fraction of the total geometrical cross section
s92% ±4%d seen by the interaction trigger. The error due to
model uncertainties is 2%[27]. An additional 3.5% error
results from time dependencies in the centrality selection
over the large data sample.

Pions dominate the charged particle multiplicity, but a
large number of kaons and(anti)protons are produced. The
inclusive yield of antiprotons is nearly comparable to that of
protons. In the most central Au+Au collisions, the particle
density at midrapiditysdN/dyd is <20 for antiprotons and 28
for protons, not corrected for feed-down from strange bary-
ons.

The average transverse momenta increase with particle
mass and with decreasing impact parameter. The mean trans-
verse momentum increases with the number of participant
nucleons by 20±5% for pions and protons, as shown in Fig.
13. ThekpTl of particles produced inp+p andpp̄ collisions,
extrapolated to RHIC energies, are consistent with the most
peripheral pion and kaon data; however, thekpTl of protons
produced in Au+Au collisions is significantly higher. This
dependence on the number of participant nucleons may be
due to radial expansion. It should be noted that the feeding of
protons and antiprotons fromL decays affectskpTl. If the
spectra are corrected for feed-down,kpTl increases by ap-
proximately 15%.

C. Transverse mass distributions

Production of hadrons from a thermal source would make
transverse mass the natural variable for analysis. Therefore
we extract inverse slopes from the transverse mass distribu-
tions by separately fitting a thermal distribution to each par-
ticle species. The Boltzmann distribution is given in Eq.(12),

d2N

2pmTdmTdy
= AmTe−mT/Tef f. s12d

We use a simple exponential, however, with no powers ofmT
in the prefactor, as shown in Eq.s10d. This simplification is

acceptable as the difference in the inverse slope is found to
be less than 2%. The simplemT exponential was also used in
an equivalent analysis in Ref.f28g. The inverse slopeTef f
can be compared to other experiments, provided the same
momentum range of the spectrum is used for fitting.

If the system develops collective motion, particles expe-
rience a velocity boost from this motion, resulting in an ad-
ditional transverse kinetic energy component. This motivates
use of the transverse kinetic energy, i.e., transverse mass mi-
nus the particle rest mass, for plotting data. Figure 14 shows
the transverse kinetic energy distributions(i.e., transverse
mass minus the particle rest mass) for all positive particles
(left) and negative particles(right). Pions are in the top
panel, kaons in the middle panel, and(anti)protons in the
bottom panel, with different symbols indicating different
centrality bins. The solid lines aremT exponential fits in the
range smT−m0d,1 GeV for all particle species while the
dashed lines are the extrapolated fits. The pion spectra follow
an exponential for 0.38, smT−m0d,1.0 GeV while the ka-
ons and protons appear exponential over the entire measured
mT range. The same is true for the negative particles in the
right panel; however, the antiprotons have more curvature for
smT−m0d,0.5 GeV. We extractTef f by fitting exponentials
of form (10) to the transverse mass spectra in the range
smT−m0d,1 GeV.

This range is chosen common for all particle species and
minimizes contributions from hard processes. Caution must
be taken when comparingTef f values as the local slope of the
transverse mass spectra varies somewhat overmT for pions
and antiprotons even within this fit range. The resulting val-
ues ofTef f for all particles and centralities are tabulated in
Table IV in units of MeV. The inverse slopes increase and
then saturate for more central collisions for all particles ex-
cept antiprotons. The fact that the inverse slope is different
for mesons and baryons and for central and peripheral events
is consistent with the meanpT trends discussed above.

We compare to published inverse slopes of transverse
mass distributions at midrapidity frommT exponential fits in
the regionsmT−m0d,1.2 GeV, listed in Table V. The com-
parison includes NA44[28–31] and WA97 [32,33] at the
SPS atÎsNN=17–29 GeV; and, atÎsNN=23 GeV at the ISR,
Alper et al. [34] and Guettleret al. [35]. These data are
chosen as they match themT−m0 range used in fitting our
data. For pions, the low-pT region of smT−m0d,0.3 GeV,
populated by decay of baryonic resonances, is systematically
excluded from the fits. The effective temperatures are given
in Table V with the references noted accordingly.

Radial flow imparts a radial velocity boost on top of the
thermal distribution. Heavy particles are boosted to higher
pT, depleting the cross section at lowerpT and yielding a
higher inverse slope. Therefore, the observed inverse slope
dependence on both centrality and particle mass implies
more radial expansion in more central collisions. At CERN
SPS, theTef f depends on both mass and system size(the
number of participating nucleons in the collision), indicating
collective expansion. TheTef f values at RHIC shown in
Table IV are somewhat larger.

In p-p collisions at similarÎs at the ISR, hadron spectra
were analyzed in transverse mass,mT, rather than transverse
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kinetic energymT−m0 [36,37]. To facilitate a direct compari-
son, Fig. 15 shows the PHENIX hadron spectra, includingp0

from the 10% most central Au+Au collisions. The spectra
approach one another, but do not fall upon a universal curve,
and thereby fail the usual definition of scaling.

It has been suggested that at transverse mass significantly
larger than the rest mass of the particle, thermal emission and
radial flow may not be the only physics affecting the particle
spectra. If heavy ion collisions can be described as collisions
of two sheets of colored glass in which the gluon occupation
number is sufficiently large to saturate, scaling of different
hadron spectra with transverse mass is also predicted[38].
For Au+Au collisions at different impact parameters, the
saturation scale differs, and some differences in the spectra
may be expected. Nevertheless, the authors observe that the

level of mT scaling in our data is in qualitative agreement
with expectations from gluon saturation[38]. Single-particle
spectra alone, however, are not sufficient to disentangle satu-
ration from flow effects.

It is often stated thatmT scaling holds inpp collisions at
similar Îs to RHIC (see data, for example, in Refs.[36] and
[37]). Scaling inmT, i.e., spectra following a universal curve
in mT, might be expected if the hadrons are emitted from a
source in thermal equilibrium. It is instructive to note that
Ref. [36] states: “Although the curves for different particles
do come together, there is no real evidence for any universal
behavior in this variable.” Thus, scaling at the ISR was never
claimed by the original authors. In central Au+Au collisions,
the slopes and yields ofp, K, andp approach each other as
well, but Figs. 15–17 also do not support a truly universal

TABLE IV. The resulting inverse slopes in MeV after fitting anmT exponential to the spectra in the rangemT−m0,1 GeV in each event
centrality classes. The pion resonance is excluded in the fits. The equivalentpT fit range for each particle is shown accordingly. The errors
are statistical only.

0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

p+ in 0.5,pT,1.05 GeV/c 216.8±5.7 214.3±4.6 217.4±4.7 214.4±5.2 176.9±9.5

p− in 0.5,pT,1.05 GeV/c 215.8±6.5 221.2±5.6 225.3±5.8 212.8±5.7 215.8±16.8

K+ in 0.45,pT,1.35 GeV/c 233.2±10.8 243.6±9.8 242.4±9.2 228.7±10.2 182.3±19.0

K− in 0.45,pT,1.35 GeV/c 241.1±15.8 244.5±10.2 250.0±12.3 224.2±11.1 196.4±22.3

p in 0.55,pT,1.85 GeV/c 310.8±14.8 311.0±12.3 293.8±11.4 265.3±10.9 200.9±14.8

p̄ in 0.55,pT,1.85 GeV/c 344.2±25.3 344.0±20.9 307.6±17.1 275.1±14.0 217.0±28.3
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behavior inmT. Therefore the apparent puzzle of how the
data could exhibit bothmT scaling and the mass-dependent
pT boost characteristic of radial flow is no puzzle at all, as
any “mT scaling” is only very approximate.

D. Summed charged particle multiplicity

As a consistency check we compare the measured rapidity
densities as given in Sec. IV B to previously published pseu-
dorapidity densities of charged particles. The measured
dN/dy for each hadron species is converted todN/dh, and
the total dN/dh is calculated by summation. Figure 18
showsdN/dh per participant nucleon pair, compared to the
measurement made by PHENIX using the pad chambers
alone[27] as well as to PHOBOS and STAR yields in central
collisions[40,41]. We note that the lines correspond to the fit
of a linear parametrization ofNpart andNcoll to the PHENIX
measurement(open circles) with a=0.88±0.28 and b
=0.34±0.12 as described in Ref.[42]. For the 5% central
collisions, we measure 598±30, and is comparable to the

STAR result of 567±38[41], the PHOBOS result of 555±37
[43], and the PHENIX pad chamber result of 622±41[27].
The agreement is excellent, allowing the results of this
analysis to be used to decompose the particle-type depen-
dence of the charge particle multiplicity increase with cen-
trality.

V. COMPARISON WITH MODELS

A. Hydrodynamic-inspired fit

The charged particle pseudorapdity distributions are in-
compatible with a static thermal source, but the flat distribu-
tion observed in Ref.[43] reflects the strong longitudinal
motion in the initial state. Consequently, the longitudinal mo-
mentum distribution is not an unambiguous sign of collective
motion. Transverse momentum is, however, generated in the
collision, so collective expansion may be more easily in-
ferred from transverse momentum distributions.

Following the arguments of the preceding section, we
analyze the particlemT spectra. A parametrization of themT
distribution of particles emitted from a hydrodynamic ex-

TABLE V. Inverse slope parameters(in MeV) of hadrons forp+p, p+nucleus, and central S+S, S+Pb, and Pb+Pb colliding at CERN
energies. The errors are statistical and systematic, respectively.

Hadron 17 GeV/nucleon 19.4 GeV/nucleon 19.4 GeV/nucleon 29 GeV/nucleon 29 GeV/nucleon 29 GeV/nucleon 23 GeV

Pb+Pb S+Pb S+S p+Pb p+S p+Be p+p

p+ 156±6±23a 165±9±10b 148±4±22a 145±3±10b 139±3±10b 148±3±10b 139±13±21c

K+ 234±6±12a 181±8±10b 180±8±9a 172±9±10b 163±14±10b 154±8±10b 139±15±7c

p 289±7±14d 256±4±10e 208±8±10a 203±6±10e 175±30±10e 156±4±10e 148±20±7c

L 289±8±29f 203±9±20g

L̄ 287±13±29f 180±15±18g

aReference[28] (NA44 Collaboration).
bReference[29] (NA44 Collaboration).
cReferences[34,35] (ISR).
dReference[31] (NA44 Collaboration).
eReference[30] (NA44 Collaboration).
fReference[32] (WA97 Collaboration).
gReference[33] (WA97 Collaboration).
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panding hadron source is used. In order to determine the
freeze-out temperature and collective flow without confusion
from hard scattering processes, a limitedpT range is used in
the fits. We include only particles withsmT−m0d,1 GeV in
the fit. Pions with smT−m0d,0.38 GeV are excluded to
avoid resonance decays. All particles are assumed to de-
couple from the expanding hadron source[44] at the same
freeze-out temperatureTfo. This procedure allows us to ex-
tract Tfo and the magnitude of the collective boost in the
transverse direction.

The inverse slope includes the local temperature of a sec-
tion of the hadronic matter along with its collective velocity.
The simple exponential fit of Eq.(10) treats each particle
spectrum as a static thermal source, and a collective expan-
sion velocity cannot be extracted reliably from a single-
particle spectrum. However, the relative sensitivity to the

temperature and collective radial flow velocity differs for
different particles. By using the information from all the par-
ticles, the expansion velocity can be inferred. We fit all par-
ticle species simultaneously with a functional form for a
boosted thermal source based on relativistic hydrodynamics
[44].

Use of this form assumes that(1) all particles decouple
kinematically on a freeze-out hypersurface at the same
freeze-out temperatureTfo; (2) the particles collectively ex-
pand with a velocity profile increasing linearly with the ra-
dial position in the source(i.e., Hubble expansion where
fluid elements do not pass through one another); and(3) the
particle density distribution is independent of the radial po-
sition. Longitudinally boost-invariant expansion of the par-
ticle source is also assumed.

The transverse velocity profile is parametrized as:

bTsjd = bT
maxjn, s13d

wherej=r /R, andR is the maximum radius of the expand-
ing source at freeze-outs0,j,1d f45g. The maximum sur-
face velocity is given bybT

max, and for a linear velocity
profile, n=1. The average of the transverse velocity is
equal to

kbTl =
E bT

maxjnjdj

E jdj

=
2

2 + n
bT

max. s14d

Each fluid element is locally thermalized and receives a
transverse boostr that depends on the radial position as

r = tanh−1sbTsjdd. s15d

The mT dependence of the invariant yielddN/mTdmT is de-
termined by integrating over the rapidity, azimuthal angle,
and radial distribution of fluid elements in the source. This
procedure, discussed in Appendix C, yields

d2N

mTdmTdy
= AE

0

1

mTfsjdK1SmTcoshsrd
Tfo

DI0SpTsinhsrd
Tfo

Djdj.

s16d

The parameters determined by fitting Eq.s16d to the data are
the freeze-out temperatureTfo, the normalizationA, and the
maximum surface velocitybT

max using a flat particle den-
sity distributionfi.e., fsjd=1g.

To study the parameter correlations, we make a grid of
combinations of temperature and velocity, and perform ax2

minimization to extract the normalizationA for each particle
type. The fit is done simultaneously for all particles in the
rangesmT−m0d,1 GeV. In addition to this upper limit in
the fit, the pion fit range includes a lower limit ofsmT

−m0d.0.38 GeV to avoid the resonance contribution to the
low-pT region (see Sec. V A 2).

The radial flow velocity and freeze-out temperature for all
centralities are determined in the same way. The results are
plotted together with the spectra in Fig. 19. The hydrody-
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namic form clearly describes the spectra better than the
simple exponential in Fig. 14. The values forTfo and bT

max

are tabulated in Table VI.
Figure 20 showsx2 contours for the temperature and ve-

locity parameters for the 5% most central collisions. The
n-sigma contours are labeled up to 8s. The x2 contours in-
dicate strong anticorrelation of the two parameters. If the
freeze-out temperature decreases, the flow velocity increases.
The minimumx2 is 34 and the total number of degrees of
freedom(DOF) is 40. The parameters that correspond to this
minimum areTfo=121±4 MeV andbT

max=0.70±0.01. The
quoted errors are the 1s contour widths ofDbT

max andDTfo.
Within 3s, the Tfo range is 106–141 MeV and thebT

max

range is 0.75–0.64.

As a linear velocity profile[n=1 in Eq.(13)] is assumed,
the mean flow velocity in the transverse plane iskbTl
=2bT

max/3. If a different particle density distribution[for in-
stance, a Gaussian function forfsjd] were used, then the
average should be determined after weighting accordingly
[45].

A similar analysis for Pb+Pb collisions at 158A GeV, was
reported by the NA49 Collaboration in Ref.[46]. Using the
same hydrodynamic parametrization, simultaneous fits of
several hadron species for the highest energy results inTfo
=127±1 MeV andbT

max=0.48±0.01 withx2/NDF=120/43
for positive particles andTfo=114±2 MeV and bT

max

=0.50±0.01 with x2/NDF=91/41 for negative particles
(statistical errors only). Pions and deuterons are excluded
from the fits to avoid dealing with resonance contributions to
the pion yield and formation of deuterons by coalescence.
Thef meson is included in the fit together with the negative
particles. Previously, NA49 used a different parametrization
to fit the charged hadron and deuteron spectra, as well as the
mT dependence of measured Hanbury Brown–Twiss source
radii, resulting in overlappingx2 contours with Tfo
=120±12 MeV andbT

max=0.55±0.12[47].

1. Velocity and particle density profile

In order to usebT
max andTfo from the fits described above,

one needs to know their sensitivity to the assumed velocity
and particle density profiles in the emitting source. The

TABLE VI. The minimum x2 and the parametersTfo andbT
max

for each of the five centrality selections. The best fit parameters are
determined by averaging all parameter pairs within the 1s contour.
The errors correspond to the standard deviation of the parameter
pairs within the 1s x2 contour. It is important to note that the fit
range in Fig. 19 is the same as was used to fitmT exponentials to the
spectra in Fig. 14.

Centrality (%) x2/DOF TfosMeVd bT
max kbTl

0–5 34.0/40 121±4 0.70±0.01 0.47±0.01

5–15 34.7/40 125±2 0.69±0.01 0.46±0.01

15–30 36.2/40 134±2 0.65±0.01 0.43±0.01

30–60 68.9/40 140±4 0.58±0.01 0.39±0.01

60–92 36.3/40 161±12
19 0.24±0.2
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choice of a linear velocity profile within the source is moti-
vated by the profile observed in a full hydrodynamic calcu-
lation [48], which shows a nearly perfect linear increase of
bsrd with r. Nevertheless, we also used a parabolic profile to
check the sensitivity of the results to details of the velocity
profile. For a parabolic velocity profile[n=2 in Eq. (13)],
bT

max increases by<13% andTfo increases by<5%.
A Gaussian density profile used with a linear velocity pro-

file increasesbT
max by <2%, with a negligible difference in

the temperatureTfo. As a test of the assumption that all the
particles freeze out at a common temperature, the simulta-
neous fits were repeated without the kaons. The difference in
Tfo is within the measured uncertainties.

2. Influence of resonance production

The functional forms given by Eqs.(10) and (17) do not
include particles arising from resonance or weak decays. As
resonance decays are known to result in pions at low trans-
verse momenta[49–51], we place a pT threshold of
500 MeV/c on pions included in the hydrodynamic fit. A
similar approach was followed by NA44, E814, and other
experiments at lower energies, which performed in-depth
studies of resonance decays feeding hadron spectra. How-

ever, these were for systems with higher baryon density, so
we performed a cross-check on possible systematic uncer-
tainties arising from the pion threshold used in the fits. To
estimate the effect of resonance decays were they not ex-
cluded from the fit, we calculate resonance contributions fol-
lowing Wiedemann[52].

In order to reproduce the relative yields of different par-
ticle types, a chemical freeze-out temperature—different
from the kinetic freeze-out temperature—and a baryonic
chemical potential are introduced. Direct production and
resonance contribution are calculated for pions and(anti)pro-
tons assuming a kinetic freeze-out temperature of 123 MeV,
a transverse flow velocity of 0.612(equivalent to kbTl
=0.44), a baryon chemical potential of 37 MeV, and a
chemical freeze-out temperature(when particle production
stops) of 172 MeV. These parameters are chosen as they
provide a reasonable description of the(anti)proton and pion
spectra and yields(10% most central) and are in good agree-
ment with chemical freeze-out analyses[53]. Most spectra
from resonance decays show a steeper falloff than the direct
production, which should lead to a smaller apparent inverse
slope, depending on what fraction of the lowpT part of the
spectrum is included in the fits.

To measure the effect of resonance production on the
spectral shape, the local slope is determined. For a givenmT
bin numberi, the local slope is defined as

Tlocalsid = −
mTsi + 1d − mTsi − 1d

lnfNsi + 1dg − lnfNsi − 1dg
, s17d

which is identical to the inverse slope independent ofmT for
an exponential.

The difference in the local slope,

DTlocal = Tlocal
direct− Tlocal

incl , s18d

is determined for direct and inclusive pions andsantidpro-
tons. The differences are plotted as a function ofmT−m0 in
Fig. 21. The difference in the local slope for protons is below
13 MeV for the full transverse mass range; the nonmono-
tonic behavior for protons is caused by the relatively
strong transverse flow. For pions,DTlocal decreases mono-
tonically with mT and is below 10 MeV abovemT
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=1 GeV/c. A fit of an exponential to the pion spectra for
smT−m0d.0.38 GeV swhich corresponds to
pT.0.5 GeV/cd yields a difference in the inverse slope of
16 MeV with and without resonances.

B. Comparison with hydrodynamic models

Hydrodynamic parametrizations as used in the preceding
Section rely upon many simplifying assumptions. Another
approach to the study of collective flow is to compare the
data to hydrodynamic models. Such models assume rapid
equilibration in the collision and describe the subsequent
motion of the matter using the laws of hydrodynamics. Large
pressure buildup is found, and we investigate this ansatz by
checking the consistency of the data with calculations using
a reasonable set of initial conditions. We compare to two
separate models, the hydrodynamics model of Kolb and
Heinz [54–56] and the “hydro to hadrons”(H2H) model of
Teaney and Shuryak[57,58]. The H2H model consists of a
hydrodynamics calculation, followed by a hadronic cascade
after chemical freeze-out. The cascade step utilizes the rela-
tivistic quantum molecular dynamics(RQMD) model, devel-
oped for lower energy heavy ion collisions[59].

In both models, initial conditions are tuned to reproduce
the shape of the transverse momentum spectra measured in
the most central collisions, along with the charged particle
yield. Each model also includes the formation and decay of
resonances.

In the Kolb and Heinz model[54–56], the initial param-
eters are the entropy density, baryon number density, the
equilibrium time, and the freeze-out temperature which con-
trols the duration of the expansion. The chemical freeze-out
temperature is the temperature at which particle production
ceases. The initial entropy or energy density and maximum
temperature are fixed to match the measured multiplicity for
the most central collisions using a parametrization that is
tuned to produce the measureddNch/dh dependence on both
Npart and Ncoll. A kinetic freeze-out temperature ofTfo
=128 MeV is used. Spectra from the Kolb-Heinz hydrody-
namic model are shown in Fig. 22 for pions(upper) and for
protons(lower) as dotted lines. The solid lines are the results
from the fits described in the previous sections. Figure 22
thus allows two comparisons. The similarity of the dashed
and solid lines shows that the hydrodynamic-inspired param-
etrization used to fit the data results in apT distribution simi-
lar to this hydrodynamic calculation. Comparing the dashed
lines to the data points shows that the hydrodynamic model
agrees quite well for most of the centrality ranges. It is im-
portant to note that the model parameters are uncertain at the
level of 10%, and, more importantly, the application of hy-
drodynamics to peripheral collisions may be less reasonable
than for central collisions, as hydrodynamic calculations as-
sume strong rescattering and a sufficiently large system size
(discussed in Ref.[56]).

In Refs. [57,60], the PHENIX p̄ spectrum shape is well
described by the H2H model with the LH8 equation of state.
The cascade step in the H2H model removes the requirement
that all particles freeze out at a common temperature. Thus
the freeze-out temperature and its profile are predicted, rather

than input parameters. Furthermore, following the hadronic
interactions explicitly with RQMD removes the need to res-
cale the particle ratios at the end of the calculation, as they
are fixed by the hadronic cross sections rather than at some
particular freeze-out temperature. The LH8 equation of state
includes a phase transition with a latent heat of 0.8 GeV. In
Refs.[57,60], the V and thef are shown to decouple from
the expanding system atT=160 MeV, and they receive a
flow velocity boost of 0.45c. Pions and kaons decouple at
T=135 MeV with flow velocity equal to 0.55c, while pro-
tons haveT=120 MeV and flow velocity greater than or
equal to 0.6. These temperatures and flow velocities are con-
sistent with the values extracted from the data for the most
central events. However, the average initial energy density
exceeds the experimental estimate using formation timet0
=1 fm/c.

Figure 23 shows radial flow from the fits of the preceding
section as a function of the number of participants forTfo
(top) and kbTl (bottom). There is a slight decrease ofTfo,
while kbTl increases withNpart, saturating at 0.45. The value
of kbTl from Kolb and Heinz[54–56] is also shown, and
agrees with the data reasonably well. In the plot ofkbTl, the
dashed line indicates the results of fitting the parametrization
to the data while keepingTfo fixed at 128 MeV to agree with
the value used by Kolb and Heinz. Radial flow values for
central collisions remain unchanged, while those in periph-
eral collisions increase. Even with the extreme assumption
that all collisions freeze out at the same temperature, regard-
less of centrality, the trend in the centrality dependence of
the radial flow does not change.kbTl would increase some-
what if a full feed-down correction for protons and antipro-
tons could be made. The low-pT part of the spectrum would
flatten slightly, as seen in Fig. 12. The resulting
hydrodynamic-inspired fit to the data, shown as the solid line
in Fig. 22, would be drawn nearer to the Kolb-Heinz hydro-
dynamic model indicated by the dashed lines in Fig. 22.
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C. Hydrodynamic contributions at higher pT

We use the parameters extracted from the fit to the
charged hadron spectra in the low-pT region to extrapolate
the effect of the soft physics to higherpT. This yields a
prediction for the spectra of hadrons should a collective ex-
panding thermal source be the only mechanism for particle
production in heavy ion collisions. Comparing this predic-
tion to the measured spectrum of charged particles or neutral
pions should indicate thepT range over which soft thermal
processes dominate the cross section. Where the data deviate

from the hydrodynamic extrapolation, other contributions,
as, e.g., from hard processes or nonequilibrium production
become visible. The approach described here differs from
hydrodynamic fits to the entire hadron spectrum, as we fix
the parameters from the low-pT region alone, where soft
physics should be dominant.

The hadron spectrum is calculated using the fit parameters
from the low-pT region fits shown in the preceding section,
and extrapolated to higherpT. Figure 24 shows the calculated
spectrum for each particle type, and the sum of the extrapo-
lated spectra is compared to the measured charged hadrons
sh++h−d in the 5% most central collisions. As nonidentified
charged hadrons are measured inh rather than iny, the ex-
trapolated spectra are converted to units ofh. This conver-
sion is most important in the low-pT region. No additional
scale factor is applied—the extrapolation and data are com-
pared absolutely. Below<2.5 GeV/c pT, the agreement is
very good, while at higherpT the data begin to exceed the
hydrodynamic extrapolation.

Other hydrodynamic calculations have been successful in
describing the distributions over the fullpT range[61] with
different parameter values. There are clear indications that
particle production from a hydrodynamic source, if invoked
to explain the spectra at lowpT, will have a non-negligible
influence even at relatively largepT. Furthermore, the range
of pT populated by hydrodynamically boosted hadrons is
species dependent. This is clearly visible in Fig. 24, which
shows that the extrapolated proton spectra have a flatterpT
distribution than the extrapolated pions and kaons. The yield
of the “soft” protons reaches, and even exceeds, that of the
extrapolated soft pions at 2.5 GeV/c pT. Therefore the tran-
sition from soft to hard processes must also be species de-
pendent, and the boost of the protons causes the region

TABLE VII. Fit parameters for each particle species using Eqs.
(19) and (20).

Particle apart acoll

p+ 1.06±0.01 0.79±0.01

p− 1.08±0.01 0.80±0.01

K+ 1.18±0.02 0.88±0.02

K− 1.20±0.03 0.89±0.02

p+ 1.16±0.02 0.86±0.02

p− 1.14±0.03 0.84±0.02

TABLE VIII. Values of the parametersnpp andx from fitting Eq.
(21) to the observeddN/dy per Npart.

npp x

p+ 1.41±0.11 0.028±0.020

p− 1.10±0.11 0.085±0.030

K+ 0.130±0.021 0.232±0.076

K− 0.089±0.020 0.326±0.132

p 0.089±0.013 0.181±0.062

p̄ 0.062±0.010 0.172±0.068
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where hard processes dominate the inclusive charged particle
spectrum to be at significantly higher transverse momenta in
central Au+Au than inp+p collisions. Our analysis suggests
this occurs not lower thanpT=3 GeV/c.

D. Hadron yields as a function of centrality

The preceding discussion focused on the hadron spectra;
now we turn to the centrality dependence of the pion, kaon,
proton, and antiproton yields, which can shed further light on
the importance of different mechanisms in particle produc-
tion. It is instructive to see whether yields of the different
hadrons scale with the number of participant nucleons,Npart,
the number of binary nucleon-nucleon collisions,Ncoll, or
some combination of the two.

The total yields of the hadrons may be expected to be
dominated by soft processes, and the wounded nucleon
model of soft interactions suggests that the yields should
scale as the number of participants,Npart. If each participant
loses a certain fraction of its incoming energy, as, e.g., in
string models, where each pair of participants(or wounded
nucleons) contributes a color flux tube, the total energy of
the fireball formed at central rapidity would be proportional
to the numberNpart of participants. If, furthermore, the fire-
ball is locally thermalized and particle production is deter-
mined at a single temperature, the multiplicity would scale
with Npart. On the other hand, at very highpT, particle pro-
duction may be dominated by hard processes and scale with
Ncoll [62,63].

In order to investigate the existence of scaling, the multi-
plicities are parametrized as

dN

dy
= CsNpartdapart s19d

and

dN

dy
= C8sNcolldacoll. s20d

Fit results for these parametrizations are shown in Table VII.
As can be seen, the exponentsapart are .1 for all species,
while acoll is consistently,1. The production of all par-
ticles increases more strongly than withNpart, but not as
strongly as withNcoll. Small differences between the dif-
ferent particle species are apparent: Thesantidproton yield
increases more strongly than the pion yield, and the kaon

TABLE IX. Invariant yields forp±, K±, and(anti)p measured in
minimum-bias events at midrapidity and normalized to one rapidity
unit. The errors are statistical only.

pTsGeV/cd p± K± psp̄d

0.25 112±2

109±2

0.35 56±1

49.9±0.9

0.45 28.0±0.5 6.1±0.4

24.1±0.5 4.6±0.4

0.55 15.7±0.3 4.0±0.3 2.3±0.1

14.6±0.3 3.2±0.2 1.2±0.1

0.65 9.1±0.2 2.8±0.2 1.8±0.1

8.7±0.2 2.1±0.2 1.17±0.09

0.75 5.8±0.1 1.7±0.1 1.38±0.08

5.6±0.2 1.6±0.1 0.98±0.07

0.85 3.8±0.1 1.30±0.08 1.18±0.07

3.6±0.1 1.17±0.09 0.95±0.07

0.95 2.40±0.08 0.87±0.06 0.98±0.06

2.28±0.08 0.69±0.06 0.65±0.05

1.05 1.61±0.06 0.62±0.04 0.70±0.04

1.61±0.06 0.53±0.05 0.50±0.04

1.15 103±0.04 0.43±0.03 0.60±0.04

1.17±0.05 0.38±0.04 0.35±0.03

1.25 0.71±0.03 0.33±0.03 0.41±0.03

0.76±0.04 0.27±0.03 0.34±0.03

1.35 0.46±0.02 0.20±0.02 0.32±0.02

0.54±0.03 0.16±0.02 0.22±0.02

1.45 0.35±0.02 0.17±0.02 0.23±0.02

0.31±0.02 0.13±0.02 0.18±0.02

1.55 0.24±0.02 0.10±0.01 0.17±0.02

0.22±0.02 0.10±0.01 0.15±0.02

1.65 0.16±0.01 0.08±0.01

0.15±0.01 0.07±0.01

1.70 0.119±0.008

0.080±0.007

1.75 0.11±0.01

0.11±0.01

1.85 0.079±0.008

0.092±0.009

1.90 0.068±0.006

0.041±0.005

1.95 0.063±0.007

0.066±0.008

2.05 0.036±0.005

0.034±0.005

2.10 0.036±0.004

0.022±0.003

2.15 0.026±0.004

0.025±0.004

2.25 0.015±0.003
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yield shows the strongest centrality dependence. Remark-
ably, the yield fraction scaling beyond linear withNpart is
larger for kaons, protons, and antiprotons than for pions.
Perhaps it is not surprising that the yields do not scale
simply with Npart; the collective flow seen in thepT spectra
already shows that the nucleon-nucleon collisions cannot
be independent.

It should be noted that scaling with multiplicity is not
actually a good expectation for kaons. Kaon production at
the CERN SPS can be well understood with a statistical had-
ronization model[64,65], if one takes into account the fact
that strangeness must be produced in the collisions inss̄
pairs. Strangeness production is suppressed inpp collisions
by phase space limitations forss̄ pair production. This sup-
pression, well described by a canonical ensemble treatment,

gradually fades away with increasing reaction volume, and
grand canonical descriptions suffice for central Au+Au col-
lisions [66]. Therefore, simple scaling withNpart should not
be expected for kaons. This does not, of course, explain the
rise of baryon and antibaryon production faster than linear
with Npart.

We next check whether the simple model of hadron yields
can be brought into agreement with the data by adding a
component of the yields scaling as the number of binary
collisions, Ncoll. Such an admixture inspires simple two-
component models[62,63]. The nonlinearity ofdN/dy on
the number of participants is illustrated by the ratio
sdN/dyd /Npart, shown in Fig. 25 as a function of centrality.
The yields are seen to depend linearly onNcoll /Npart. As seen
already from the exponents in Table VII, the increase with

TABLE X. Pion inavariant yields in each event centrally andpT bin measured at midrapidity, normalized
to one rapidity unit. For each measuredpT bin, the postitive pion yield is the top row and the negative pion
yield is the bottom row. Errors are statistical only.

pTsGeV/cd 0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

0.25 355±9 282±6 186±4 81±2 13.2±0.5

371±10 275±7 180±4 74±2 12.1±0.5

0.35 188±5 146±3 93±2 36.6±0.8 5.3±0.2

169±5 128±3 82±2 34.3±0.9 5.0±0.2

0.45 95±3 74±2 48±1 17.5±0.5 2.7±0.1

86±3 63±2 40±1 15.7±0.5 2.1±0.1

0.55 56±2 41±1 26.0±0.7 10.1±0.3 1.32±0.09

51±2 38±1 24.5±0.8 9.6±0.3 1.18±0.09

0.65 32±1 25.6±0.8 15.0±0.5 5.3±0.2

30±1 22.6±0.8 14.5±0.5 5.7±0.2

0.70 0.62±0.04

0.57±0.04

0.75 21.1±0.9 15.4±0.6 9.9±0.4 3.6±0.1

20±1 15.3±0.6 9.5±0.4 3.5±0.2

0.85 14.0±0.7 10.3±0.4 6.4±0.3 2.3±0.1

12.8±0.8 9.6±0.5 6.1±0.3 2.1±0.1

0.90 0.19±0.02

0.24±0.02

1.00 7.1±0.3 5.3±0.2 3.4±0.1 1.25±0.05

6.5±0.3 5.0±0.2 3.4±0.1 1.25±0.05

1.20 3.2±0.2 2.2±0.1 1.47±0.07 0.55±0.03 0.064±0.006

3.3±0.2 2.6±0.1 1.51±0.08 0.63±0.04 0.061±0.007

1.40 1.3±0.1 1.01±0.07 0.72±0.04 0.27±0.02

1.3±0.1 1.25±0.09 0.72±0.05 0.26±0.02

1.60 0.55±0.07 0.57±0.05 0.33±0.03 0.14±0.01 0.015±0.003

0.51±0.07 0.57±0.05 0.30±0.03 0.12±0.01 0.014±0.003

1.80 0.35±0.05 0.25±0.03 0.15±0.02 0.060±0.008

0.40±0.06 0.27±0.03 0.14±0.02 0.075±0.009

2.00 0.18±0.03 0.13±0.02 0.10±0.01 0.023±0.004 0.005±0.001

0.18±0.04 0.13±0.02 0.09±0.01 0.029±0.005 0.004±0.001

2.20 0.043±0.02 0.07±0.01 0.034±0.007 0.012±0.003

0.09±0.03 0.05±0.01 0.042±0.009 0.012±0.003
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centrality is strongest for kaons, intermediate for(anti)pro-
tons, and weakest for pions. This indicates that protons and
antiprotons have a larger component scaling withNcoll than
pions.

We fit the yields per participant with Eq.(21). As in Refs.
[62,63] we parametrize the multiplicity using two free pa-
rameters:npp, the multiplicity in p+p collisions, andx, the
relative strength of the component scaling withNcoll.

R;
dN/dy

Npart
= s1 − xdnpp

1

2
+ xnpp

Ncoll

Npart

= nppF1

2
+ xSNcoll

Npart
−

1

2
DG . s21d

The results of the fit are shown as solid lines in Fig. 25. The
fit parameter values are given in Table VIII. All hadron spe-

TABLE XI. Kaon invariant yields in each event centrality andpT bin, measured at midrapidity and
normalized to one rapidity unit. The top row in eachpT bin is K+, and the bottom row isK−. Errors are
statistical only.

pTsGeV/cd 0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

0.44 0.5±0.1

0.4±0.1

0.45 21±3 16±2 10±1 4.3±0.5

21±3 13±2 7±1 2.5±0.4

0.54 0.20±0.07

0.3±0.1

0.55 15±2 11±1 6.6±0.7 2.4±0.3

13±2 8±1 4.8±0.6 2.3±0.3

0.65 9±1 7.5±0.7 4.7±0.4 1.9±0.2

8±1 7.0±0.8 3.1±0.4 1.1±0.2

0.69 0.18±0.03

0.14±0.03

0.75 5.3±0.7 4.6±0.5 3.1±0.3 0.9±0.1

5.1±0.8 5.0±0.6 2.5±0.3 0.9±0.1

0.85 5.7±0.7 3.6±0.4 2.1±0.2 0.67±0.08

3.6±0.6 3.7±0.4 2.0±0.2 0.64±0.09

0.89 0.07±0.02

0.09±0.02

0.95 3.0±0.4 2.3±0.2 1.5±0.2 0.51±0.07

2.4±0.4 2.3±0.3 1.0±0.2 0.35±0.06

1.05 2.3±0.3 1.5±0.2 1.2±0.1 0.37±0.05

1.8±0.3 1.8±0.2 0.8±0.1 0.27±0.05

1.15 1.6±0.3 1.3±0.2 0.62±0.09 0.29±0.04

1.4±0.3 0.9±0.2 0.7±0.1 0.23±0.04

1.17 0.012±0.004

0.015±0.005

1.25 1.1±0.2 1.0±0.1 0.66±0.09 0.15±0.03

1.2±0.2 0.8±0.1 0.41±0.08 0.15±0.03

1.35 0.6±0.1 0.6±0.1 0.35±0.05 0.12±0.02

0.9±0.2 0.5±0.1 0.22±0.05 0.05±0.02

1.45 0.5±0.1 0.45±0.08 0.32±0.05 0.10±0.02

0.4±0.1 0.36±0.08 0.26±0.05 0.07±0.02

1.55 0.4±0.1 0.26±0.06 0.14±0.03 0.07±0.02

0.4±0.1 0.28±0.07 0.21±0.04 0.04±0.01

1.57 0.008±0.002

0.004±0.002

1.65 0.4±0.1 0.24±0.05 0.10±0.03 0.05±0.01

0.12±0.06 0.23±0.06 0.12±0.03 0.04±0.01
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TABLE XII. (Anti)proton invariant yields in each event centrality andpT bin, measured at midrapidity and normalized to one rapidity
unit. The top row in eachpT is the proton yield, and the bottom row the anitproton. The errors are statistical only.

pTsGeV/cd 0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

0.545 0.26±0.06
0.12±0.05

0.55 8±1 4.9±0.5 4.0±0.4 1.6±0.2
4.2±0.8 2.8±0.5 2.0±0.3 0.8±0.1

0.65 6.3±0.7 4.7±0.4 2.7±0.2 1.2±0.1
4.3±0.7 2.6±0.4 1.9±0.3 0.9±0.1

0.695 0.14±0.02
0.14±0.03

0.75 4.4±0.5 4.0±0.4 2.2±0.2 0.90±0.08
3.6±0.5 2.5±0.3 1.7±0.2 0.60±0.08

0.85 3.9±0.4 3.3±0.3 1.9±0.2 0.75±0.07
2.9±0.5 2.5±0.3 1.8±0.2 0.62±0.08

0.895 0.10±0.02
0.06±0.01

1.00 3.1±0.2 2.4±0.2 1.37±0.09 0.46±0.03
2.1±0.2 1.5±0.1 0.91±0.08 0.41±0.04

1.18 0.031±0.005
0.018±0.004

1.20 2.0±0.2 1.4±0.1 0.82±0.06 0.28±0.02
1.4±0.2 1.0±0.1 0.54±0.05 0.19±0.02

1.40 1.1±0.1 0.74±0.07 0.46±0.04 0.14±0.01
0.9±0.1 0.50±0.06 0.32±0.04 0.13±0.02

1.58 0.005±0.002
0.007±0.002

1.60 0.54±0.07 0.49±0.05 0.25±0.03 0.09±0.01
0.49±0.08 0.37±0.05 0.20±0.03 0.053±0.009

1.80 0.34±0.05 0.25±0.03 0.16±0.02 0.047±0.007
0.27±0.06 0.11±0.02 0.10±0.02 0.021±0.005

1.98 0.003±0.001
0.0005±0.0005

2.00 0.20±0.04 0.12±0.02 0.10±0.01 0.029±0.005
0.16±0.04 0.08±0.02 0.05±0.01 0.026±0.006

2.20 0.13±0.03 0.08±0.02 0.05±0.01 0.008±0.002
0.04±0.02 0.03±0.01 0.025±0.007 0.010±0.003

2.41 0.0010±0.0006
0.0020±0.0008

2.425 0.06±0.02 0.05±0.01 0.017±0.005 0.007±0.002
0.05±0.02 0.04±0.01 0.011±0.004 0.006±0.002

2.675 0.014±0.008 0.019±0.006 0.010±0.003 0.004±0.001
0.005±0.005 0.018±0.007 0.002±0.002 0.0012±0.0008

2.908 0.0006±0.0004
0.0005±0.0003

2.925 0.017±0.007 0.006±0.003 0.006±0.002 0.003±0.001
0.020±0.009 0.009±0.004 0.003±0.002 0.0009±0.0006

3.175 0.013±0.006 0.002±0.002 0.003±0.002 0.0012±0.0007
0.006±0.004 0.003±0.002 0.0010±0.001

3.425 0.004±0.003 0.003±0.002 0.002±0.001 0.0007±0.0005
0.002±0.002 0.001±0.001 0.002±0.001 0.0003±0.0003

3.675 0.003±0.003 0.0003±0.003
0.003±0.003 0.0008±0.0008
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cies are well fit. The importance of the component scaling as
Ncoll is the largest for kaons and smallest for pions.

We check the consistency of the fits in Fig. 25 with
known hadron yields inp+p collisions by extrapolating the
fits down to two participants(and one binary nucleon-
nucleon collision). Isospin differences betweenp+p and
Au+Au are ignored. The check is done by separately ex-
trapolating the fitted fraction of yield which scales withNcoll
and the fraction scaling withNpart down to one nucleon-
nucleon collision and two participant nucleons, and summing
the result. One obtains particle ratios ofK /p=s8.7±2.6d%
andp̄/p=s4.9±0.8d%. These values fall between those mea-
sured at lowerÎs at the ISR[67] and those at higherÎs at the
Tevatron[68], as expected since the RHIC energy lies in-
between. Thus the Au+Au data are shown to scale down to
p+p reasonably.

One may expect that the particle ratios at very highpT
should be dominated by hard scattering, and therefore scale

with the number of binary collisions. Consequently, we look
at ratios of theNcoll scaling components alone, extrapolated
down to one binary collision. The values are compared to
measurements of hadron ratios at the ISR[69] in Figs. 26
and 27. The ratios of the extrapolated Au+Au yield fractions
scaling asNcoll are shown as solid lines forpTù2 GeV/c.
The agreement with thep+p data at highpT is quite good.

Finally, we directly comparep/p and p̄/p ratios in cen-
tral Au+Au collisions withp+p, as a function ofpT. These
ratios from the 10% most central data, using the charged
particle measurement from this paper and neutral pions from
Ref. [39], are shown in Fig. 28. The ratios show a steady
increase up to 2.5 GeV/c in pT. Even though the simple
extrapolation of theNcoll scaling yield fraction agreed with
p+p, the ratios of the full yield significantly exceed those in
the ISR measurements[69]. According to Gyulassy and co-
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FIG. 25. dN/dy per participant of different particle species as a
function of the number of collisions per participant. Kaon and
(anti)proton multiplicities are scaled by a factor of 20.
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FIG. 26. Kaon to pion ratio as a function ofpT. The different
points are measured inp+p collisions (data from Ref.[69]). The
solid line is the asymptotic value for highpT in p+p derived from
the hard scattering component of the fits using Eq.(21) to the mea-
sured centrality dependence ofdN/dy in Au-Au collisions at
ÎsNN=130 GeV. The dashed lines indicate the corresponding uncer-
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TABLE IX. (Continued.)

pTsGeV/cd p± K± psp̄d

0.020±0.004

2.30 0.020±0.003

0.012±0.002

2.50 0.010±0.002

0.011±0.002

2.70 0.006±0.001

0.0026±0.0009

2.90 0.0035±0.0008

0.003±0.001

3.10 0.0028±0.0007

0.0011±0.0005

3.30 0.0014±0.0005

0.0010±0.0004
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workers[70] this result may give insight into baryon number
transport and the interplay between soft and hard processes.

Of course, splitting the observed yields into portions that
scale withNpart andNcoll is by no means a unique explanation
of the data. The spectra and yields can also be well repro-
duced by thermal models, which break such simple scalings
due to the multiple interactions suffered by the constituents.

Simple thermal models that ignore transverse and longi-
tudinal flow [71] are able to describe the centrality depen-
dence of the midrapidityp±, K±, p, and p̄ yields by tuning
the chemical freeze-out temperatureTch, the baryon chemical
potentialmB and by introducing a strangeness saturation fac-
tor gs. It was found thatmB is independent of centrality,
while both gs and Tch increase from peripheral to central
collisions. Within the same model, the centrality dependence
of the particle yields at lower energy(ÎsNN=17 GeV
[72,73]) are described by constantTch and mB. The strong
centrality dependence in kaon production at both energies is
accounted for by the increase in the strangeness saturation
factor gs. Although the integrated particle yields are very
well described, such simple thermal models do not attempt a
comparison to the single-particle spectra, which clearly indi-
cate centrality dependent flow effects not included in the
model.

Thermal models that include hydrodynamical parameters
on a freeze-out hypersurface to account for longitudinal and
transverse flow can reproduce the absolutely normalized par-
ticle spectra by introducing only two thermal parametersTch
andmB [74,75]. In this approach, the thermal parameters are
independent of centrality, while the geometric parameters are
adjusted to reproduce the spectra. Good agreement with the
data is obtained up topT<2–3 GeV/c, however, an explicit
comparison with the centrality dependence of the integrated
midrapidity yields has not yet been made.

This section shows that the yields of all hadrons increase
more rapidly than linearly with the number of participants,
but the increase is weaker than scaling with the number of
binary collisions. The excess beyond linear scaling withNpart
is the strongest for kaons, intermediate for(anti)protons, and
weakest for pions. The centrality dependence of the total
yields can be well fit with a sum of these two kinds of scal-

ing. At high pT, the baryon and antibaryon yields greatly
exceed expectations fromp+p collisions. Thermal models,
which do not invoke strict scaling rules, can successfully
reproduce the data as well, providing that they include the
radial flow required by thepT spectra.

VI. SUMMARY AND CONCLUSION

We have presented the spectra and yields of identified
hadrons produced inÎsNN=130 GeV Au+Au collisions. The
yields of pions increase approximately linearly with the
number of participant nucleons, while the yield increase is
faster than linear for kaons, protons, and antiprotons.

Hydrodynamic analyses of the particle spectra are per-
formed: the spectra are fit with a hydrodynamic-inspired pa-
rametrization to extract freeze-out temperature and radial
flow velocity of the particle source. The data are also com-
pared to two full hydrodynamics calculations. The simulta-
neous fits of pion, kaon, proton, and antiproton spectra show
that radial flow in central collisions at RHIC exceeds that at
lower energies and increases with centrality of the collision.
The hydrodynamic models are consistent with the measured
spectral shapes, extracted freeze-out temperatureTfo, and the
flow velocity bT in central collisions.

TABLE XIII. Minimum-bias invariant yields for all particles in
equal pT bins. For eachpT, the first line are the positive particle
yields and the second are the negative particle yields. The units are
c2/Gev2.

pTsGeV/cd p± K± (anti)p

0.25 112±2

109±2

0.35 56±1

49.9±0.9

0.45 28.0±0.5 6.1±0.4

24.1±0.5 4.6±0.4

0.55 15.7±0.3 4.0±0.3 2.3±0.1

14.6±0.3 3.2±0.2 0.38±0.02

0.70 7.3±0.1 2.18±0.09 1.55±0.06

7.0±0.1 1.9±0.1 1.07±0.06

0.90 3.06±0.06 1.07±0.05 1.08±0.04

2.89±0.07 0.91±0.05 0.79±0.04

1.20 0.91±0.02 0.38±0.02 0.49±0.02

0.98±0.02 0.32±0.02 0.35±0.01

1.60 0.208±.007 0.104±0.006 0.157±0.007

0.193±0.007 0.093±0.006 0.119±0.007

2.00 0.050±0.003 0.051±0.003

0.053±0.003 0.031±0.003

2.45 0.0028±0.005 0.013±0.001

0.0034±0.0006 0.009±0.001

2.95 0.0036±0.0006

0.0022±0.0005

3.55 0.007±0.0002

0.0006±0.0002
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Extrapolating the fits to estimate thermal particle produc-
tion at higherpT allows us to study the soft-hard physics
boundary by comparing to measured spectra at highpT. The
yield of the soft protons reaches, and even exceeds, that of
the extrapolated soft pions at 2 GeV/c pT. The sum of the
extrapolated soft spectra agrees with the measured inclusive
data topT <2.5−3 GeV/c. The transition from soft to hard
processes must be species dependent, and the admixture of
boosted nucleons implies that hard processes do not domi-
nate the inclusive charged particle spectra until<3 GeV/c.
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TABLE XV. Kaon invariant yields in each event centrality normalized to one rapidity unit at midrapidity. The first line corresponds to
positive kaons and the second to negative kaons.

pTsGeV/cd 0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

0.45 21±3 16±2 10±1 4.3±0.5 0.5±0.1

21±3 13±2 7±1 2.5±0.4 0.4±0.1

0.55 15±2 11±1 6.6±0.7 2.4±0.3 0.20±0.07
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APPENDIX A: DETERMINING Npart AND Ncoll

As only the fraction of the total cross section is measured
in both ZDC and BBC detectors, a model-dependent calcu-
lation is used to map collision centrality to the number of
participant nucleons,Npart, and the number of binary
nucleon-nucleon collisions,Ncoll. A discussion of this calcu-
lation at RHIC can be found elsewhere[62].

Using a Glauber model combined with a simulation of the

BBC and ZDC responses,Npart and Ncoll are determined in
each centrality. The model provides the thickness of nuclear
matter in the direct path of each oncoming nucleon, and uses
the inelastic nucleon-nucleon cross sectionsN+N

inel to deter-
mine whether or not a nucleon-nucleon collision occurs. We
assume the following.

(1) The nucleons travel in straight-line paths, parallel to
the velocity of its respective nucleus.

(2) An inelastic collision occurs if the relative distance
between two nucleons is less thanÎsN+N

inel /p.
(3) Fluctuations are introduced by using the simulated de-

tector response for both ZDC and BBC.
In this calculation, the Woods-Saxon nuclear density dis-

tribution frsrdg is used for each nucleus with two parameters,
the nuclear radius R=6.38−0.13

+0.27 fm and diffusivity d
=0.53±0.01 fm[16]. The central densityr0 is determined by
normalization to the correct number of nucleons. The inelas-
tic nucleon-nucleon cross section issN+N

inel =40±3 mb,

rsrd =
r0

1 + esr−rnd/d . sA1d

APPENDIX B: INVARIANT YIELDS
Tabulated here are the measured invariant yields of pions,

kaons, and(anti)protons produced in Au+Au collisions at
130 GeV. Tables IX–XII show the invariant yields plotted in
Figs. 9 and 10. Tables XIII–XVI show the invariant yields in
equalpT bins as used in Fig. 11.

APPENDIX C: FREEZE-OUT SURFACE ASSUMPTIONS
The freeze-out surface isssr ,f ,hd, where the radiusr is

between zero andR, the radius at freeze-out, the azimuthal

TABLE XVI. (Anti)proton invariant yields in each event centrality normalized to one rapidity unit at midrapidity. The first line
corresponds to protons and the second to antiprotons.

pTsGeV/cd 0–5 % 5–15 % 15–30 % 30–60 % 60–92 %

0.55 8±1 4.9±0.5 4.0±0.4 1.6±0.2 0.26±0.06

4.2±0.8 2.8±0.5 2.0±0.3 0.8±0.1 0.12±0.05

0.70 5.4±0.4 4.5±0.3 2.5±0.2 1.06±0.07 0.14±0.02

4.4±0.5 2.9±0.3 2.0±0.2 0.80±0.08 0.14±0.03

0.90 3.9±0.3 3.1±0.2 1.9±0.1 0.71±0.05 0.10±0.02

2.8±0.3 2.1±0.2 1.4±0.1 0.58±0.05 0.06±0.01

1.20 1.9±0.1 1.37±0.08 0.78±0.04 0.26±0.02 0.031±0.005

1.3±0.1 0.96±0.07 0.56±0.04 0.21±0.02 0.018±0.004

1.60 0.60±0.06 0.44±0.03 0.27±0.02 0.087±0.008 0.005±0.002

0.49±0.06 0.34±0.03 0.19±0.02 0.062±0.007 0.007±0.002

2.00 0.20±0.03 0.15±0.02 0.09±0.01 0.025±0.003 0.003±0.001

0.15±0.03 0.07±0.01 0.055±0.009 0.019±0.003 0.0005±0.0005

2.45 0.06±0.01 0.040±0.007 0.020±0.004 0.006±0.001 0.0010±0.0006

0.04±0.01 0.028±0.006 0.011±0.003 0.005±0.001 0.0020±0.0008

2.95 0.015±0.005 0.007±0.002 0.005±0.002 0.0023±0.0007 0.0006±0.0004

0.013±0.005 0.008±0.003 0.002±0.007 0.0003±0.0003 0.0005±0.0003

3.55 0.003±0.002 0.0012±0.007 0.0014±0.006 0.0005±0.0002

0.002±0.001 0.0011±0.007 0.0013±0.006 0.0002±0.0002
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anglef is between zero and 2p, and the longitudinal space-
time rapidity variableh varies between −hmax and hmax. In
the Bjorken scenario, the freeze-out surface in space-time is
hyperbolic, with contours of constant proper timet
=Ît2−z2. Assuming instantaneous freeze-out in the radial di-
rection and longitudinal boost invariance, the model depen-
dence factors out of Eq.(17) and is included in the normal-
ization constantA.

At 130 GeV, the PHOBOS experiment measures the total
charged particle pseudorapidity distribution to be flat over 2
units of pseudorapidity[43]. The measured rapidity in PHO-
BOS is taken to be the same as the rapidity of the fireball,
defined here asz. The rapidity variables in the integrand
vanish foruzu.2. Therefore, the integration over the fireball

rapidity is generally taken to be from −̀to +` using the
modifiedK1 Bessel function

K1smT/Td =E
0

`

coshszde−mTcoshszd/Tdz, sC1d

where the variablez is the fireball rapidity variable. TheK1
bessel function can also result by integration over the
measured rapidityy with the assumption that the freeze-out
is instantaneous in the radial direction. In this case, no as-
sumption is made on the shape of the freeze-out hypersur-
face. This also assumes that the total rapidity distribution is
measured in the detector. What results is the single differen-
tial 1 /mT dN/dmT f76g.
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46University of Tennessee, Knoxville, Tennessee 37996, USA
47Department of Physics, Tokyo Institute of Technology, Tokyo, 152-8551, Japan

48Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
49Vanderbilt University, Nashville, Tennessee 37235, USA

50Waseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan
51Weizmann Institute, Rehovot 76100, Israel

52Yonsei University, IPAP, Seoul 120-749, Korea
(Received 8 July 2003; published 5 February 2004)
051802-2
J= production has been measured in proton-proton collisions at
���
s
p
� 200 GeV over a wide rapidity

and transverse momentum range by the PHENIX experiment at the Relativistic Heavy Ion Collider.
Distributions of the rapidity and transverse momentum, along with measurements of the mean trans-
verse momentum and total production cross section are presented and compared to available theoretical
calculations. The total J= cross section is 4:0� 0:6�stat� � 0:6�syst� � 0:4�abs� �b. The mean trans-
verse momentum is 1:80� 0:23�stat� � 0:16�syst� GeV=c.

DOI: 10.1103/PhysRevLett.92.051802 PACS numbers: 13.85.Ni, 13.20.Fc, 14.40.Gx, 25.75.Dw
(pT). Existing data at lower energies from fixed target [1–3] has so far meant that total cross sections and mean
Understanding J= production mechanisms requires
data over a large range of collision energies and with
broad coverage in rapidity and transverse momentum
hadron experiments yield total cross sections and mean
pT (hpTi) values in the energy range

���
s
p
� 7–38:8 GeV

[1]. Limited kinematic coverage in collider experiments
051802-2
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FIG. 1 (color online). The invariant mass spectra for dielec-
tron and dimuon pairs. Unlike-sign pairs are shown as solid
lines, and the sum of like-sign pairs as dashed lines.
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pT values could not be measured. The systematic study of
J= production at Relativistic Heavy Ion Collider (RHIC)
energies with wide pT and rapidity coverage should there-
fore provide crucial tests of J= production models. In
addition, the RHIC proton-proton results provide a base-
line for studying cold and hot nuclear matter in proton-
nucleus and nucleus-nucleus collisions using J= yields
as a probe.

Intense theoretical interest in the J= production
mechanism was stimulated when the color singlet model
(CSM) was found [4] to dramatically underpredict the
high pT prompt J= and  �2S� cross sections measured
with the collider detector at Fermilab (CDF) [3].
Attention turned toward models in which color octet c �cc
states can also contribute to the J= yield. The color octet
model (COM), which is based on the nonrelativistic QCD
(NRQCD) approach [5], has been successful in reproduc-
ing the high pT CDF prompt J= cross sections, as has
the more phenomenological color evaporation model
(CEM) [6].

In this Letter we report results of the first measure-
ments of pp!J= 	X at RHIC, made at

���
s
p
�200 GeV

by the PHENIX experiment. The data yield the first total
cross sections for J= production beyond fixed target
energies, and the first measurement of hpTi beyond

���
s
p
�

63 GeV. They will constrain models in the lower pT
region where gluon fusion is expected to dominate. At
pT beyond about 5 GeV=c, the direct J= production
cross section is expected to be dominated by fragmenta-
tion of high pT gluons [7].

The PHENIX experiment [8] detects electrons in the
pseudorapidity range j � j� 0:35 in two central spec-
trometer arms covering � � 90�, and forward rapid-
ity muons in two muon arms covering � � 360�. Only
one muon arm, covering 1:2<�< 2:2, was operational
for this data set. Electrons are identified by matching
charged particle tracks to energy deposits in the electro-
magnetic calorimeter (EMC) and to rings in the ring
imaging Čerenkov detector (RICH), which has a thresh-
old of 4:7 GeV=c for pions. Muons are identified by
finding deeply penetrating roads in the muon identi-
fier (MuID) and matching them to tracks in the muon
tracker (MuTr).

The data were recorded during the
���
s
p
� 200 GeV pp

run covering the end of 2001 and the beginning of 2002.
After quality assurance and vertex cuts (�35 cm for ee
and �38 cm for ��), 67 nb1 were used for the J= !
�	� analysis, and 82 nb1 for J= ! e	e. The mini-
mum bias interaction trigger required at least one hit on
each side of the interaction vertex in the beam-beam
counter (BBC), which covers 3:1< j� j<3:9. Minimum
bias trigger rates varied from 5 to 30 kHz. Events con-
taining J= decays were selected using level-1 triggers in
coincidence with the minimum bias interaction trigger.
The J= ! e	e trigger required a minimum energy
deposit of either 0.75 GeV in a 2� 2 tile of EMC towers
or 2.1 GeV in a 4� 4 tile. The J= ! �	� trigger
051802-3
required at least two deeply penetrating roads in separate
azimuthal quadrants of the MuID [9].
J= yields in the central arms were obtained by re-

constructing electron-positron pairs. Electron candidates
were charged particle tracks that were associated with a
RICH ring (�2 hit phototubes) and an EMC hit (�4�
position association cut), and which satisfied 0:5<
E=p< 1:5, where E is the EMC cluster energy and p is
the reconstructed track momentum. A 5 GeV=c upper
limit on electron momentum prevented charged pions
from firing the RICH.
J= yields in the muon arm were obtained by recon-

structing �	� pairs. Muon tracks were reconstructed
by finding a track seed in the MuID and matching it to
clusters of hits in each of the three MuTr stations. The
momentum was determined by fitting, with a correction
for energy loss, the MuID and MuTr hit positions and the
BBC vertex position. Each track was required to pass 5�
cuts on the �2 from the track fit and on the radial distance
of the fitted track from the measured z-vertex position.

Unlike-sign pairs and, for background estimation,
like-sign pairs satisfying the above conditions were com-
bined to form invariant mass spectra. Simulations show
that the acceptance for like-sign and unlike-sign pairs
is the same to within a few percent for invariant masses
above 1 GeV=c2 for electrons. In Fig. 1, unlike-sign
and like-sign invariant mass spectra from the entire pp
data set are shown together. For electrons, the net yield
inside 2:8–3:4 GeV=c2 is 46� 7:4, and for muons
inside 2:71–3:67 GeV=c2 it is 65� 9:5. For electrons,
the peak width is 110 MeV=c2 and the centroid agrees
well with the Particle Data Group (PDG) value [10]. For
muons, the width is 160 MeV=c2. The muon peak cen-
troid is higher than the PDG value by about 3%, consis-
tent with the uncertainty in the muon magnetic field
calibration. In both cases the width of the mass window
was chosen to be 6 times the standard deviation expected
from simulations.

The J= cross sections were determined from the
measured yields using
051802-3
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Bll
d2�J= 
dydpT

�
NJ= 

�
R
Ldt��y�pT

1

�bias�lvl1

1

A�rec
;

where NJ= is the measured J= yield,
R
Ldt is the

integrated luminosity measured by the minimum bias
trigger, Bll is the branching fraction for the J= to either
e	e or�	� pairs (PDG average value 5.9% [10]), �bias

is the minimum bias trigger efficiency for an event con-
taining a J= , �lvl1 is the level-1 trigger efficiency for
detecting a J= , and A�rec is the acceptance times recon-
struction efficiency for a J= .

The integrated luminosity can be written as
R
Ldt �

NMB=�BBC, where NMB is the number of minimum bias
triggers and �BBC is the minimum bias trigger cross
section. Using a van der Meer scan measurement, �BBC

was determined to be 21:8� 2:1 mb [11]. We have esti-
mated �bias in two ways. First, the minimum bias trigger
efficiency for J= events from a simulation study using
PYTHIA [12] [with the GRV94NLO parton distribution
functions (PDFs)] was 0.74, with no pT dependence.
Good agreement is observed in the dNch=d� distribution
between PYTHIA simulations and measurements [13] for
events involving high pT �0 production. Second, we
measured [11] our minimum bias trigger efficiency for
high pT �0 production using events recorded with a high
pT EMC trigger. The efficiency of 0:75� 3% is constant
within uncertainties over the measured range of 1:5<
pT < 9 GeV=c. We chose to use our measured trigger
efficiency from high pT �0 events when calculating the
J= cross section, assuming that the trigger efficiency is
the same for both processes.

For the electron analysis, A�rec was determined as a
function of pT using a full GEANT simulation of single
J= events with flat distributions in dN=dy ( j y j <0:6),
pT (pT < 6 GeV=c), and collision vertex ( j z j <35 cm).
The GEANT simulations were tuned to match real detector
responses for single electrons. The reconstruction effi-
ciency calculations used a typical dead channel map. An
average correction for run-to-run variations in detector
active area was determined from single electron yields.
An estimate of the systematic uncertainty in A�rec due to
TABLE I. Table of quantities and their systematic error
estimates (in parentheses). Ranges are given for pT dependent
quantities. For the �	� case the values of A�rec and �lvl1 are
combined. The absolute cross section normalization uncer-
tainty from �bias and

R
Ldt is kept separate and is labeled (abs).

Quantity e	e �	�

Yield (� 5%) (�5%)
A�rec 0:026–0:010��13%� 0:038–0:017��13%�
�lvl1 (2� 2) 0:87–0:90��5%�

(4� 4) 0:30–0:74��36%�
�bias 0:75��3%� 0:75��3%�R
Ldt 82 nb1 (�9:6%) 67 nb1 (�9:6%)

Total �15%�syst� � 10%�abs� �14%�syst� � 10%�abs�

051802-4
z vertex dependence of the acceptance, momentum reso-
lution effects, the pair mass cut, and electron identifica-
tion cuts is given in Table I, along with the uncertainty in
the yield due to Drell-Yan and correlated charm decay
contributions. The efficiency �lvl1 of the level-1 J= 
triggers in the central arms was determined as a function
of pT by using a software trigger-emulator to analyze
simulated single J= events. The results are shown in
Table I. The trigger emulator was tuned by analyzing
simulated single electrons and comparing with the real
single electron trigger efficiency.

For the muon arm, A�rec �lvl1 was determined as an
average within each rapidity and pT bin, using a full
GEANT simulation with J= events generated by PYTHIA

(with GRV94LO PDFs). The PYTHIA J= rapidity and pT
distributions are very similar to those of the real data, so
that bin averaging effects should be approximately ac-
counted for by this procedure. The simulated events were
reconstructed using the same reconstruction software
and cuts as for the real data, assuming nominal detector
efficiencies and typical realistic dead channel and dead
high-voltage maps. Each event had to pass the simulated
dimuon trigger. The systematic error includes discrepan-
cies between Monte Carlo and real detector response, run
to run variations in the detector state, and uncertainties in
the PYTHIA distributions. The results, integrated over the
rapidity range of the muon arm, are shown in Table I,
along with an estimate of the systematic error on the yield
due to the background subtraction technique. In both the
electron and muon cases the J= polarization was as-
sumed to be zero, since existing J= polarization mea-
surements are consistent with zero at low pT [14]. The
effect of the unknown J= polarization has not been
included in the systematic error.

The pT distributions for J= ! e	e and J= !
�	� are shown in Fig. 2, with predictions [15]
from the COM. Predictions of the CSM, which greatly
underpredicts the cross sections, are also shown. These
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FIG. 2 (color online). The J= pT distributions for the di-
electron and dimuon measurements, with statistical uncertain-
ties. The solid line is a phenomenological fit of the form
�1=2�pT�d�=dpT � A�1	 �pT=B�2�6. The dashed line is an
exponential fit. The CSM (dot-dashed) and COM (dotted)
calculations are from [15].
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predictions are limited to pT > 2 GeV=c because parton
intrinsic transverse momentum (kT) broadening is not
accounted for properly in the calculation. The COM
calculations do not include fragmentation contributions,
which become important at around 5 GeV=c [3]. Another
calculation for the PHENIX muon arm using NRQCD is
available in Ref. [16]. Calculations covering all pT and
including fragmentation contributions are needed. The
solid lines are a phenomenological fit of a form that has
been shown to fit J= data well at fixed target energies
[17]. The dashed line is an exponential fit. The phenome-
nological fits yield hpTi values of 1:85� 0:46�stat� �
0:16�syst� GeV=c (central arm) and 1:78� 0:27�stat� �
0:16�syst� GeV=c (muon arm), with a combined value of
1:80� 0:23�stat� � 0:16�syst� GeV=c. The systematic un-
certainties were estimated from the spread in hpTi from
a weighted mean of the binned data, the phenomenologi-
cal fit, and the exponential fit. An additional 3% was
assigned to the muon hpTi due to the uncertainty in
momentum scale.

The J= rapidity distribution obtained by combining
the dielectron and dimuon measurements is shown in
Fig. 3, with the muon arm data divided into two rapidity
bins. The COM curves are theoretical shape predictions
[9] using the same models as are discussed in connection
with Fig. 4(b), except that they are normalized to our data
to make the shape comparison clearer. Since gluon fusion
is the dominant process in all of the models, the rapidity
shape depends mostly on the gluon distribution function
and is not very sensitive to the production model. Most of
the available PDFs are consistent with the data, and
improved statistical precision will be needed to constrain
them. A PYTHIA calculation that reproduces the shape of
our data best is also shown in Fig. 3. Normalizing this to
the data, the total cross section was determined to be
4:0� 0:6�stat� � 0:6�syst� � 0:4�abs� �b. The quoted sys-
tematic error was estimated by setting the measured cross
sections all to their upper systematic error limits or all to
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FIG. 3 (color online). The central rapidity point is from
J= ! e	e, the others from J= ! �	�. The brackets
represent systematic uncertainties. All curves have their overall
normalization fitted to the data. The PYTHIA shape was used to
determine the cross section. There is an overall 10% absolute
normalization error not shown.
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their lower systematic error limits and noting how the
cross section changed. The variation in the total cross
section extracted if we use the same procedure with
different PDF choices and models was estimated to be
small (3%). We note that the minimum bias trigger effi-
ciency for a single or double diffractive event producing a
J= will be different from the one we have assumed.
However, the measured diffractive component of the
J= cross section at

���
s
p
� 1:8 TeV and pT > 2 GeV=c

for both muons is only 1.45% [18], with little or no pT
dependence, suggesting that the diffractive component
should be negligible in our case.

A comparison is made in Fig. 4(a) of the present hpTi
value with values from previous experiments [1]. There
are no theoretical predictions that we can compare with
the hpTi measurements. The total J= cross section de-
termined in this analysis is shown in Fig. 4(b), along with
cross sections determined by lower energy experiments
[1] and predictions from the COM [9] using two different
PDFs. The

���
s
p

dependence of the cross section is sensitive
to the factorization scale Q, since the shape of the PDFs
depends on Q. The values of Q (3.1 GeV for GRV98NLO
and 2.3 GeV for MRST2001NLO) were chosen to give
good agreement with the data. The total cross section
normalization was obtained using color octet matrix ele-
ments from [19], but has large theoretical uncertainties
associated with the charm quark mass and the renormal-
ization scale. The renormalization scale was taken to be
equal to the quark mass Mc, and their values (1.48 GeV
for GRV98NLO and 1.55 GeV for MRST2001NLO) were
chosen to give good agreement with the data. The CEM is
also able to describe the total cross section data [6]. All
measurements and models include feed-down from the �c
and the  0 to the J= .We estimate [20] that B decay feed-
down contributes less than 4% to the J= total cross
section at

���
s
p
� 200 GeV.

In summary, we have presented the first pp!
J= 	 X measurements from RHIC, obtained at

���
s
p
�

200 GeV. The rapidity distributions, pT distributions,
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FIG. 4 (color online). (a) The present J= mean pT value
compared with previous measurements at lower energy [1]. The
linear fit parameters are p � 0:53, q � 0:19. (b) The present
J= total cross section compared with previous measurements
at other values of

���
s
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[1]. The curves are discussed in the text.
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hpTi, and total cross sections have been presented and
compared with available model calculations. The trans-
verse momentum distributions above 2 GeV=c are rea-
sonably well described by the COM. With the present
statistical precision, our rapidity distribution shape is
consistent with most of the available PDFs. COM
calculations are able to reproduce the

���
s
p

dependence
of the cross section using color octet matrix elements
found in the literature, with a reasonable choice of QCD
parameters.

RHIC is expected to have proton-proton runs with
enhanced luminosity at

���
s
p
� 200 and 500 GeV in the

near future. The increased luminosity will improve the
statistical precision and pT reach of the PHENIX data,
and will ultimately make it possible to measure the J= 
polarization, which has been an important test for
models [14].
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D. d’Enterria,9 K. Das,13 G. David,4 F. Deák,12 H. Delagrange,45 A. Denisov,16 A. Deshpande,40 E. J. Desmond,4

A. Devismes,44 O. Dietzsch,41 J. L. Drachenberg,1 O. Drapier,25 A. Drees,44 A. Durum,16 D. Dutta,3 V. Dzhordzhadze,46

Y.V. Efremenko,35 H. En’yo,39,40 B. Espagnon,36 S. Esumi,48 D. E. Fields,33,40 C. Finck,45 F. Fleuret,25 S. L. Fokin,23

B. D. Fox,40 Z. Fraenkel,51 J. E. Frantz,9 A. Franz,4 A. D. Frawley,13 Y. Fukao,24,39,40 S.-Y. Fung,5 S. Gadrat,28

M. Germain,45 A. Glenn,46 M. Gonin,25 J. Gosset,10 Y. Goto,39,40 R. Granier de Cassagnac,25 N. Grau,18 S.V. Greene,49
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Transverse momentum spectra of charged hadrons with pT < 8 GeV=c and neutral pions with pT <
10 GeV=c have been measured at midrapidity by the PHENIX experiment at BNL RHIC in d� Au
collisions at

��������
sNN
p

� 200 GeV. The measured yields are compared to those in p� p collisions at the
same

��������
sNN
p

scaled up by the number of underlying nucleon-nucleon collisions in d� Au. The yield ratio
does not show the suppression observed in central Au� Au collisions at RHIC. Instead, there is a small
enhancement in the yield of high momentum particles.

DOI: 10.1103/PhysRevLett.91.072303 PACS numbers: 25.75.Dw
matter created in relativistic heavy ion collisions [1,2]. in the initial parton-parton interactions [3]. In the
High transverse momentum (pT > 2 GeV=c) hadrons
provide an excellent probe of the high energy density
They arise from fragmentation of quarks and gluons
(partons) scattered with large momentum transfer, Q2,
072303-2



TABLE I. Systematic errors in percent on �0 invariant yields
for PbSc (PbGl), as a function of pT (in GeV=c). There are
three categories of uncertainty: Type A is a point-to-point error
uncorrelated between pT bins, type B is pT correlated, where
all points move in the same direction but not by the same
factor, while in type C all points move by the same factor
independent of pT .

Type pT � 2 pT � 6 pT � 10

Peak extraction A 5.0(5.0) 5.0(5.0) 5.0(5.0)
Geom. accept. B 3.0(3.0) 2.0(2.0) 2.0(2.0)
�0 reconstr. eff. B 4.0(4.0) 4.0(4.0) 4.5(4.5)
Energy scale B 4.0(4.0) 9.0(9.0) 11.0(11.0)
Trigger eff. B    5.0(10.0) 3.0(3.0)
Trigger norm. C    5.0(5.0) 5.0(5.0)
Conversion corr. C 2.8(2.8) 2.8(2.8) 2.8(2.8)

Total error 8.6(8.6) 14(16) 15(15)
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absence of medium effects, these hard scattering yields in
nucleus-nucleus collisions should scale with the average
number of inelastic nucleon-nucleon collisions Ncoll (bi-
nary scaling). One of the most intriguing observations
from experiments at the BNL Relativistic Heavy Ion
Collider (RHIC) is the large suppression of high pT
neutral pion and charged hadron yields in central Au�
Au collisions with respect to p� p results scaled by the
number of binary nucleon-nucleon collisions [4–7].

Theoretical studies of parton propagation in high den-
sity matter suggest that partons lose a significant fraction
of their energy through gluon bremsstrahlung [1,2], re-
ducing the parton momentum and depleting the yield of
high pT hadrons [8–13]. This is a final-state effect in the
spatially extended medium created in A� A collisions.
Initial-state effects include nuclear modifications to the
parton momentum distributions (structure functions),
and soft scatterings of the incoming parton prior to its
hard scattering. These should be present in p� A, d� A,
and A� A. Interpretations of Au� Au collisions based
on initial-state parton saturation effects [14] or final-state
hadronic interactions [15] also predict a considerable
suppression of the hadron production at high pT . It is
therefore of paramount interest to determine experi-
mentally the modification, if any, of high pT hadron
yields due to initial-state nuclear effects for a system in
which a hot, dense medium is not produced in the final
state. This Letter reports on charged hadron and �0

production at midrapidity obtained by the PHENIX [16]
experiment at RHIC in d� Au collisions at

��������
sNN
p

�
200 GeV. The results are compared to those in p� p
and Au� Au [7,17,18] at the same nucleon-nucleon
center-of-mass energy. Similar d� Au measurements
are also reported in [19,20].

The data were collected under two different trigger
conditions. Minimum bias events with vertex position
along the beam axis within jzj< 30 cm were triggered
by the beam-beam counters (BBC) [16] which cover
j�j � 3:0–3:9. The minimum bias trigger accepts
(88%� 4%) of all inelastic d� Au collisions that satisfy
the vertex condition. A total of 1:2� 107 and 1:7� 107

events were analyzed for charged hadron and �0 spectra,
respectively. A second ‘‘photon triggered’’ sample, re-
quiring showers above 2.5 GeV for lead-scintillator
(PbSc) and 3.5 GeV for lead-glass (PbGl) electromagnetic
calorimeters (EMCal) [16] in addition to the BBC re-
quirement, is used to extend the �0 measurements to
higher pT . This trigger sampled a total of 1:7� 109

events.
Neutral pions were measured by the PHENIX EMCal

via the �0 ! �� decay. The EMCal covers j�j � 0:35 in
pseudorapidity and �� � � in azimuth. It consists of six
PbSc and two PbGl sectors, each covering �=8 in azi-
muth. The data from PbSc and PbGl were analyzed
separately. The energy calibration is obtained from
beam tests, cosmic rays, minimum ionizing energy peaks
of charged hadrons, and the energy/momentum ratio of
072303-3
electrons identified with the Ring Imaging Čerenkov
Detector. The combined uncertainty on the energy scale
and linearity is� 1:5%, determined from the response to
identified electrons, and confirmed by the positions and
widths of the observed �0 mass peaks.

Photonlike energy clusters in the calorimeter are se-
lected via shower profile cuts. The invariant mass for all
photon pairs with energy asymmetry jE1 	 E2j=

E1 � E2�< 0:7 is calculated and binned in pT . The
�0 yield in each pT bin is determined by integrating
the background subtracted two-photon invariant mass
distribution [7]; the background is determined from
mixed events. The peak-to-background ratio increases
from �0:3 at pT � 1:25 GeV=c to more than 5 above
4:25 GeV=c. The raw �0 spectra are corrected by Monte
Carlo simulations for trigger efficiency and accep-
tance, and for �0 reconstruction efficiency including
dead areas, effects of energy resolution, photon identifi-
cation cuts, and peak extraction window. Finally, the
yields are corrected to the center of the pT bin using
the observed slope of the spectrum. Below pT �
5 GeV=c the yields are determined from the minimum
bias data sample while above 5 GeV=c the photon trig-
gered sample is used. The main sources of systematic
errors are listed in Table I. The final systematic errors
on the spectra are 10% to 16%, increasing with pT .

Charged particles are reconstructed using a drift
chamber (DC) followed by two layers of multiwire pro-
portional chambers with pad readout (PC1, PC3) [16]. In
this analysis tracks were reconstructed over a restricted
pseudorapidity range j�j< 0:18. Pattern recognition in
the DC is based on a combinatorial Hough transform in
the track bend plane, while the polar angle is determined
by PC1 and the location of the collision vertex along the
beam direction [21]. The vertex was constrained to be
within jzj< 18 cm for analysis of the charged tracks. The
track reconstruction efficiency is approximately 98%,
independent of pT . Particle momenta are measured with
072303-3
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FIG. 1. Midrapidity pT spectra for charged hadrons and �0.
Total uncertainties are shown. The �0 below 5 GeV=c are from
minimum bias triggered events, and above from photon trig-
gered events. Lines show fits to reference spectra from p� p
collisions, and open points show the p� p �0 spectrum
measured by PHENIX [17].
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a resolution �p=p � 0:7% � 1:1%p (GeV=c). The mo-
mentum scale is known to 0.7%, from the reconstructed
proton mass using the time of flight. A confirmation hit is
required in PC3, located at a radius of 5 m, within a 2:5�
matching window to eliminate most albedo, conversions,
and decays. The remaining background above pT �
5 GeV=c is subtracted statistically using identified con-
versions and weak decays (primarily kaons) [18].

Corrections to the charged particle spectrum for
geometrical acceptance, decays in flight, reconstruction
efficiency, and momentum resolution are determined us-
ing a single-particle GEANT Monte Carlo simulation. All
analysis steps, including the outer detector matching cuts
are applied consistently in simulation and data. As the DC
and PC occupancies in d� Au are low, no multiplicity-
dependent occupancy corrections are required. The yield
was corrected to the center of the pT bin. Table II lists the
source and magnitude of each contribution to the system-
atic uncertainties on the charged particle spectra.

The fully corrected pT distributions of �0’s and

h� � h	�=2 are shown in Fig. 1. Each panel shows the
reference spectrum from p� p collisions along with
the particle spectrum from d� Au. The reference for
�0 is the �0 spectrum measured in p� p by PHENIX
[17], shown on the right panel. For charged hadrons, the
reference is obtained by scaling up the �0 spectrum by
the pT-dependent h=� ratio observed at the CERN
Intersecting Storage Rings [22] at

���
s
p
� 23 to 63 GeV

and measured by PHENIX. The value of h=� is constant
at 1:6� 0:16 above 1:5 GeV=c, and decreases at lower
pT to a value of 1:25�0:12

	0:25. Table III summarizes uncer-
tainties on the reference spectra.

A standard way to quantify nuclear medium effects on
high pT production is by the nuclear modification factor,
which we define for d� Au collisions as the ratio of
invariant yield in d� Au to that of p� p, scaled by
the number of binary collisions.

RdA
pT� �

1=Nevt

dA � d
2NdA=d�dpT

hNcolli=�
inel
pp d

2�pp=d�dpT
;

where hNcolli is the average number of inelastic nucleon-
nucleon (NN) collisions per event in the minimum bias
TABLE II. Systematic errors in percent on the 
h� � h	�=2
invariant yields. Error types are as in Table I.

Type pT < 4 pT � 4 pT � 6 pT � 7

PC3 match C 2.4 2.4 2.4 2.4
Geometr. acc. C 2.9 2.9 2.9 2.9
Monte Carlo corr. C 3.7 3.7 3.7 3.7
Mom. resolution B    <0:5 0.6 1.2
Mom. scale B <3:2 3.2 3.5 3.7
Backgd. subtrac. B <0:5 0.6 3.8 8.2
� oversubtrac. B       1.8 4.7

Total error 6.2 6.2 7.6 11.5
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collisions, and hNcolli=�inel
pp is the nuclear overlap function

hTdA
b�i. Using a Glauber model [23] and simulation of
the BBC, hNcolli is 8:5� 0:4 in minimum bias d� Au.

The ratio RdA is plotted separately for �0 measured in
the PbGl and in the PbSc calorimeters in Fig. 2. The two
analyses are consistent within errors. The data are com-
pared to the corresponding nuclear modification factor
RAA obtained from central Au� Au collisions. The top
panel of Fig. 3 shows RdA for inclusive charged particles

h� � h	�=2, again compared with RAA observed in cen-
tral Au� Au collisions, while the lower panel compares

h� � h	�=2 with �0. In both Figs. 2 and 3, the uncer-
tainties are plotted as follows: error bars represent the
quadrature sum of statistical errors and those systematic
errors which vary point to point in pT ; systematic errors
on the absolute yield and the systematic errors which are
correlated point to point are shown as bands. All proce-
dures for estimating the various systematic errors have
been adjusted to provide estimates corresponding to 1�
error values.

The data clearly indicate that there is no suppression of
high pT particles in d� Au collisions. We do, however,
observe an enhancement in inclusive charged particle
production at pT > 2 GeV=c. A similar enhancement
TABLE III. Systematic errors on the p� p reference
spectrum.

Type pT < 2 pT � 4 pT � 6 pT � 10

Normalization C 10 10 10 10
Residual syst. B 3 5 7 9
Charged (�0) onlya B(A) 8(5) 7(5) 9(5) 20(5)

aErrors affect only the charged (neutral) analysis, and include
h=�0, and fits to reference (point by point pp) errors.
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was observed in p� A fixed-target experiments [24] and
is generally referred to as the ‘‘Cronin effect.’’ To facili-
tate comparison of the Cronin effect in inclusive charged
particles and �0, the lower part of Fig. 3 shows all
systematic uncertainties common to both analyses in the
R
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FIG. 3 (color online). Top: Nuclear modification factor RdA
for 
h� � h	�=2 in minimum bias d� Au compared to RAA in
the 10% most central Au� Au collisions. Inner bands show
systematic errors which can vary with pT , and outer bands
include also the normalization uncertainty. Bottom:
Comparison of RdA for 
h� � h	�=2 and the average of the
�0 measurements in d� Au. The bar at the left indicates the
systematic uncertainty in common for the charged and �0

measurements.
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bar on the left. It should be noted that this uncertainty
must be added in quadrature with the bands shown for
each curve to obtain the 1� allowed range ofRdA from the
data. The �0 data suggest a smaller enhancement for
pions than for inclusive charged particles at pT �
2–4 GeV=c. We note that the charged spectrum includes
baryons and antibaryons, which may have a different
nuclear enhancement than the mesons [24].

The various models of the suppression observed
in Au� Au predict a different dependence on Ncoll in
d� Au [14,25,26]. Therefore, a second data sample
was selected by requiring observation of a neutron in the
zero-degree calorimeter on the deuteron-going side of
PHENIX. This, together with the requirement of par-
ticles entering both beam-beam counters, selects a class
of events in which only the proton from the deuteron
interacts with the Au nucleus. The mean number of bi-
nary collisions for this sample is calculated with the
Glauber model to be 3:6� 0:3. Particle yields in this
sample have a <5% uncertainty beyond that of the mini-
mum bias sample, arising from trigger bias.

Figure 4 shows the ratios of RdA in minimum bias
d� Au to RpA in the neutron tagged sample, for both

h� � h	�=2 and �0. Systematic uncertainties on the
spectra cancel in the ratio; the band around unity shows
the uncertainty on the ratio of the number of binary
collisions in the two samples. Average values of Ncoll

are 3.6 per participating proton in the neutron tagged
sample and 8.5 for 1.7 participating nucleons from the
deuteron in minimum bias d� Au. Given the systematic
uncertainties on Ncoll, we cannot exclude a small central-
ity dependence for pT > 1 GeV=c. It should be noted that
the figure also indicates that d� Au collisions provide a
good measure of the physics of p� Au.

The observation of an enhancement of high-pT hadron
production in both the minimum bias d� Au and the
neutron tagged sample of p� Au collisions indicates
that the suppression in central Au� Au collisions is not
an initial-state effect. Nor does it arise from modification
of parton structure functions in nuclei. The data suggest,
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FIG. 4. Ratio of RdA in minimum bias d� Au and RpA from
neutron tagged d� Au collisions for 
h� � h	�=2 and �0. The
band shows the uncertainty on the number of binary collisions;
all other systematic errors cancel.
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instead, that the suppression of high pT hadrons in Au�
Au is more likely a final-state effect of the produced dense
medium.
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T. Hachiya,14 J. S. Haggerty,5 H. Hamagaki,8 A. G. Hansen,27 E. P. Hartouni,26 M. Harvey,5 R. Hayano,8 X. He,13

M. Heffner,26 T. K. Hemmick,44 J. M. Heuser,44 M. Hibino,50 J. C. Hill,16 W. Holzmann,43 K. Homma,14 B. Hong,22

A. Hoover,34 T. Ichihara,38,39 V.V. Ikonnikov,23 K. Imai,24,38 L. D. Isenhower,1 M. Ishihara,38 M. Issah,43 A. Isupov,17

B.V. Jacak,44 W.Y. Jang,22 Y. Jeong,19 J. Jia,44 O. Jinnouchi,38 B. M. Johnson,5 S. C. Johnson,26 K. S. Joo,31 D. Jouan,36

S. Kametani,8,50 N. Kamihara,47,38 J. H. Kang,52 S. S. Kapoor,4 K. Katou,50 S. Kelly,9 B. Khachaturov,51

A. Khanzadeev,47 J. Kikuchi,50 D. H. Kim,31 D. J. Kim,52 D.W. Kim,19 E. Kim,42 G.-B. Kim,25 H. J. Kim,52

E. Kistenev,5 A. Kiyomichi,48 K. Kiyoyama,32 C. Klein-Boesing,30 H. Kobayashi,38,39 L. Kochenda,37 V. Kochetkov,15

D. Koehler,33 T. Kohama,14 M. Kopytine,44 D. Kotchetkov,6 A. Kozlov,51 P. J. Kroon,5 C. H. Kuberg,1,27 K. Kurita,39

Y. Kuroki,48 M. J. Kweon,22 Y. Kwon,52 G. S. Kyle,34 R. Lacey,43 V. Ladygin,17 J. G. Lajoie,16 A. Lebedev,16,23

S. Leckey,44 D. M. Lee,27 S. Lee,19 M. J. Leitch,27 X. H. Li,6 H. Lim,42 A. Litvinenko,17 M. X. Liu,27 Y. Liu,36

C. F. Maguire,49 Y. I. Makdisi,5 A. Malakhov,17 V. I. Manko,23 Y. Mao,7,38 G. Martinez,45 M. D. Marx,44 H. Masui,48

F. Matathias,44 T. Matsumoto,8,50 P. L. McGaughey,27 E. Melnikov,15 F. Messer,44 Y. Miake,48 J. Milan,43 T. E. Miller,49

A. Milov,44,51 S. Mioduszewski,5 R. E. Mischke,27 G. C. Mishra,13 J.T. Mitchell,5 A. K. Mohanty,4 D. P. Morrison,5
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H. Tsuruoka,48 S. K. Tuli,3 H. Tydesjö,29 N. Tyurin,15 H.W. van Hecke,27 J. Velkovska,5,44 M. Velkovsky,44 L. Villatte,46

A. A. Vinogradov,23 M. A. Volkov,23 E. Vznuzdaev,37 X. R. Wang,13 Y. Watanabe,38,39 S. N. White,5 F. K. Wohn,16

C. L. Woody,5 W. Xie,6 Y. Yang,7 A. Yanovich,15 S. Yokkaichi,38,39 G. R. Young,35 I. E. Yushmanov,23 W. A. Zajc,9,†

C. Zhang,9 S. Zhou,7,51 and L. Zolin17

(PHENIX Collaboration)

1Abilene Christian University, Abilene, Texas 79699, USA
2Institute of Physics, Academia Sinica, Taipei 11529, Taiwan

3Department of Physics, Banaras Hindu University, Varanasi 221005, India
172301-1 0031-9007=03=91(17)=172301(6)$20.00  2003 The American Physical Society 172301-1



P H Y S I C A L R E V I E W L E T T E R S week ending
24 OCTOBER 2003VOLUME 91, NUMBER 17
4Bhabha Atomic Research Centre, Bombay 40 085, India
5Brookhaven National Laboratory, Upton, New York 11973-5000, USA
6University of California–Riverside, Riverside, California 92521, USA

7China Institute of Atomic Energy (CIAE), Beijing, People’s Republic of China
8Center for Nuclear Study, Graduate School of Science, University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-0033, Japan

9Columbia University, New York, New York 10027, USA and Nevis Laboratories, Irvington, New York 10533, USA
10Dapnia, CEA Saclay, F-91191, Gif-sur-Yvette, France

11Debrecen University, H-4010 Debrecen, Eyyetem tér 1, Hungary
12Florida State University, Tallahassee, Florida 32306, USA

13Georgia State University, Atlanta, Georgia 30303, USA
14Hiroshima University, Kagamiyama, Higashi-Hiroshima 739-8526, Japan

15Institute for High Energy Physics (IHEP), Protvino, Russia
16Iowa State University, Ames, Iowa 50011, USA

17Joint Institute for Nuclear Research, 141980 Dubna, Moscow Region, Russia
18KAERI, Cyclotron Application Laboratory, Seoul, South Korea

19Kangnung National University, Kangnung 210-702, South Korea
20KEK, High Energy Accelerator Research Organization, Tsukuba-shi, Ibaraki-ken 305-0801, Japan

21KFKI Research Institute for Particle and Nuclear Physics (RMKI), H-1525 Budapest 114, PO Box 49, Hungary
22Korea University, Seoul, 136-701, Korea

23Russian Research Center ‘‘Kurchatov Institute,’’ Moscow, Russia
24Kyoto University, Kyoto 606, Japan

25Laboratoire Leprince-Ringuet, Ecole Polytechnique, CNRS-IN2P3, Route de Saclay, F-91128, Palaiseau, France
26Lawrence Livermore National Laboratory, Livermore, California 94550, USA

27Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
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We report on the yield of protons and antiprotons, as a function of centrality and transverse
momentum, in Au� Au collisions at

��������
sNN
p

� 200 GeV measured at midrapidity by the PHENIX
experiment at the BNL Relativistic Heavy Ion Collider. In central collisions at intermediate transverse
momenta (1:5< pT < 4:5 GeV=c) a significant fraction of all produced particles are protons and
antiprotons. They show a centrality-scaling behavior different from that of pions. The p=	 and p=	
ratios are enhanced compared to peripheral Au� Au, p� p, and e�e� collisions. This enhancement is
limited to pT < 5 GeV=c as deduced from the ratio of charged hadrons to 	0 measured in the range
1:5< pT < 9 GeV=c.
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Heavy-ion collisions at the BNL Relativistic Heavy Ion
Collider (RHIC) energies permit the study of nuclear
matter at extreme energy densities. Hadrons originating
from fragmentation of partons that have undergone large
momentum transfer (hard) scatterings are sensitive
probes of the hottest and densest stage of the collision.
Data collected during the first RHIC run at

��������
sNN
p

�
130 GeV led to the discovery of suppression of high
transverse momentum (pT � 2 GeV=c) hadron produc-
tion in central Au� Au collisions [1–3] when compared
to expectations from nucleon-nucleon collisions. This
effect, quantified in terms of a nuclear modification fac-
torRAA � �yieldAA=Ncoll�=yieldpp, whereNcoll is the aver-
age number of binary nucleon-nucleon collisions, had
been discussed as a possible consequence of the energy
loss suffered by partons moving in a dense medium [4,5].
Unexpectedly, it was found that RAA is more strongly
suppressed for 	0 than for charged hadrons [1], and that
the yields of p and p near 2 GeV=c in central events [6]
are comparable to the yield of pions (p=	� 1). This is in
contrast to the p=	 ratios of �0:1–0:3, measured in p�
p [7] and e�e� [8] collisions, and to perturbative quan-
tum chromodynamics phenomenology [9]. These results
suggest that an investigation of particle composition is
important for understanding the medium effect on
high-pT phenomena at RHIC. During the 2001 Au� Au
run at

��������
sNN
p

� 200 GeV the PHENIX experiment col-
lected data to study the scaling properties of p and p
production as well as the p=	, p=	, and charged hadron
to pion (h=	) ratios as a function of centrality.

The PHENIX detector [10] combines high momentum
resolution with diverse particle identification (PID), re-
sulting in hadron identification over a broad momentum
range. The present results combine the measurements of
		, p, and pwith those of neutral pions [11] and inclusive
charged hadrons [12]. A ‘‘minimum bias’’ trigger based
on signals from the beam-beam counters (BBC) and zero-
degree calorimeter (ZDC) sampled 92:2�2:5�3 % of the in-
elastic Au� Au cross section of AuAuinel � 6:9 b [11]. The
collision vertex is restricted to 	30 cm of the nominal
origin. Approximately 2
 107 (3
 107) minimum
bias events are used in the charged (neutral) particle
analysis. These samples are subdivided into seven
centrality classes based on cuts in the combined ZDC
and BBC response: 0–10%, 10–20%, 20–30%, 30– 40%,
40–50%, 50–60%, and 60–92% of AuAuinel . The average
number of participants (Npart) and collisions (Ncoll) for
each centrality class are derived from a Glauber model
calculation [11].

Identified charged particles are measured over a subset
of the PHENIX East-arm spectrometer covering pseudor-
apidity j�j< 0:35 and �� � 	=8 in azimuthal angle.
PID is based on particle mass calculated from the mea-
sured momentum and velocity. The momentum resolution
is �p=p ’ 0:7%  1%
 p�GeV=c� and is provided by a
multilayer drift chamber followed by a multiwire propor-
172301-3
tional chamber with pad readout (PC1). The velocity is
obtained by measuring the time of flight (TOF) and the
path length along the trajectory. The timing system uses
the BBC to provide a global start signal; hits on the TOF
scintillator wall, located at a radial distance of 5.06 m,
provide individual stop signals. The resolution is  ’
115 ps, which allows a 4 	=K and K=p separation up
to pT ’ 2 GeV=c and pT ’ 4 GeV=c, respectively. A 2
momentum dependent cut in mass squared is used up to
pT � 2 GeV=c and pT � 4 GeV=c to select 	 and �p�p.
Asymmetric cuts are applied at higher momenta to ex-
tend the 	=K and K=p separation up to pT of 3 and
4:5 GeV=c. The spectra are corrected for geometrical
acceptance, decay in flight, and reconstruction efficiency
using a GEANT-based Monte Carlo (MC) simulation and
embedding simulated tracks into real events with differ-
ent particle multiplicities.

The p and p yields are corrected for feed down from
weak decays using a MC simulation and the measured
 =p and  =p ratios at

��������
sNN
p

� 130 GeV [13] which
include contributions from ! and "0. Corrections for
feed down from "	 are not applied, but estimates based
on HIJING MC give less than�5% contribution. At pT �
0:65 GeV=c, about 40% of the inclusive �p�p come from
weak decays. This fraction reduces to� 25% at 4 GeV=c.
The systematic uncertainty of this correction is estimated
at 6% by varying the  =p ( =p) ratios within the	24%
errors of the

��������
sNN
p

� 130 GeV measurement and assum-
ingmT scaling at high pT . The above uncertainty could be
larger if the  =p ( =p) ratios change significantly with
pT and beam energy. The additional systematic error on
the overall normalization is 8% for pT < 3 GeV=c and
12% above 3 GeV=c. Added in quadrature, the total
systematic errors are 11% and 14%; the larger value is
for pT > 3 GeV=c.

Inclusive charged hadrons are measured in the West-
arm spectrometer covering j�j< 0:35 and �� � 	=2.
Two pad chambers (PC2, PC3) located at 4.2 and 5 m,
respectively, and a ring imaging Čerenkov counter [12]
are used to reject and subtract high-pT background. The
systematic errors on the yields range from 11% for pT <
5 GeV=c to 45% at 9 GeV=c.

Neutral pions are reconstructed via the decay	0 ! ��
through an invariant mass analysis of � pairs detected in
the electromagnetic calorimeter (EMCal), which covers
�� � 0:7 and �� � 	. The absolute energy scale is
known to� 1:5%. The systematic errors on the	0 spectra
range from 10% to 17%, from low to high pT [11].

Figure 1 shows the p=	 and p=	 ratios as a function of
pT measured at midrapidity in central (0–10%), midcen-
tral (20–30%), and peripheral (60–92%) Au� Au colli-
sons. The open symbols represent the p=	� and p=	�

measurements, while the closed symbols represent the
corresponding p=	0 and p=	0 ratios. The error bars are
the quadratic sum of statistical errors and point-to-point
systematic errors. There is an additional normalization
172301-3
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uncertainty of �8% (for p=	�, p=	�) and 12% (for

p=	0, p=	0), which may shift the curves up or down,
but does not affect their shapes. In the region of overlap,
the		 and	0 measurements, with very different system-
atics, are consistent to within 5% to 15%. For all central-
ities the ratios rise steeply at low pT and then, at a value of
pT which increases from peripheral to central collisions,
level off. In central collisions the ratios are a factor of�3
larger than in peripheral events. At pT > 2 GeV=c the
peripheral Au� Au data agree well with the ratios ob-
served in p� p collisions at lower energies [7] (shown
with stars). The �p� p�=�	� � 	�� ratios in gluon and
quark jets produced in e�e� collisions [8] are shown with
a dashed (dotted) line. Above 3 GeV=c the p=	, p=	
ratios from peripheral collisions are also consistent with
gluon and quark jet fragmentation, which should be in-
dependent of the collision system. Deviations from jet
fragmentation below 3 GeV=c indicate the absence of soft
hadron production in the e�e� data.

Hydrodynamic models have had success reproducing
�p�p [6,14] and 	 data [6] from

��������
sNN
p

� 130 GeV Au�
Au collisions [15,16] and preliminary 200 GeV data [17].
The calculations show good agreement with the central
p; p and 		 spectra up to pT ’ 3 and 2 GeV=c, respec-
tively. In peripheral collisions the calculations deviate
from the data above pT ’ 1 GeV=c. Within these models
the large p=	 ratio is a natural consequence of the strong
radial flow [18]. All particle spectra converge to the same
slope if pT is sufficiently larger than the particle massm0.
The p=	 ratio is Rp=	 ’ 2 exp���b=Tch�, governed only
by the baryon chemical potential �b and the chemical
freezeout temperature Tch. Using Tch � 177 MeV and
�b � 29 MeV [19], Rp=	 reaches a limiting value of
1.7. Within 10%, the same limiting behavior is expected
for all centralities, since the thermal parameters vary
only weakly with centrality [20]. The data are not only
172301-4
below the asymptotic value but also show a more pro-
nounced centrality dependence than can be accommo-
dated by hydrodynamics models. This suggests that
other mechanisms begin to play a role before the asymp-
totic value is reached. At intermediate pT (2< pT <
4 GeV=c), hard scattering is one possible mechanism
that competes with ‘‘soft’’ processes as described by
hydrodynamics.

Figure 2 shows the p and p spectra for different cen-
tralities (0–10%, 20–30%, 40–50%, 60–92%) scaled by
the corresponding value of Ncoll [11]. Error bars are
statistical only. Multiplicity dependent systematic errors
are of the order of 3%. Errors on Ncoll range from �10%
for central to �28% for the peripheral event class. Below
pT ’ 1:5 GeV=c the p and p yields scale slower thanNcoll
as expected for soft processes, and the effect of the radial
flow on the shape of the spectra is clearly visible. The
inverse slopes gradually increase from the most periph-
eral to the most central event class. Beyond pT ’
1:5 GeV=c all spectra converge to the same slope and
seem to obey Ncoll scaling as expected for production
due to hard processes in the absence of nuclear effects.

Figure 3 compares the Ncoll scaled central to peripheral
yield ratios,

RCP �
yield0–10%=N0–10%coll

yield60–92%=N60–92%coll

; (1)

for �p� p�=2 and 	0. In the pT range from 1.5 to
4:5 GeV=c, p and p are not suppressed in contrast to 	0

which is reduced by a factor of 2–3. Moreover, this
behavior holds for all centrality selections (Fig. 2), while
the suppression in the 	0 yields increases from peripheral
to central collisions [11]. The apparent scaling with Npart
for pT ’ 4 GeV=c of inclusive charged hadrons [21],
which has been interpreted in terms of saturation sce-
nario [22], appears to be somewhat coincidental, since we
172301-4
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observe a strong species dependence not expected in the
model. However, the interpretation in terms of soft and
hard processes is also not straightforward. If both 	 and
p, p originate from the fragmentation of hard-scattered
partons that lose energy in the medium, the nuclear
modification factor RCP should be independent of particle
species contrary to our result. As discussed above, for a
‘‘hard’’ description to hold, the particle ratios p=	 and
p=	 should reflect the fragmentation function, which
favors pion production.

It is possible that nuclear effects such as the ‘‘Cronin
effect’’ [23,24] contribute to the observed large �p�p=	
ratios. In p� A collisions at energies up to

���
s
p
�

38:8 GeV a nuclear enhancement beyond Ncoll scaling
has been observed for 	, K, p and their antiparticles
[25]. The effect is larger for p�p� than for 	 which leads
to an enhancement of the �p�p=	 ratio compared to p�
p collisions. For p�W the increase is a factor of �2 in
the range 3<pT < 6 GeV=c. Theoretical descriptions
assume that the effect is due to initial state scattering or
pT broadening [26]. Recent results comparing charged
hadrons to 	0 to d� Au at

��������
sNN
p

� 200 GeV suggest that
the Cronin effect in baryons is different from that in
mesons [27]. Another possibility is that the variation in
the p=	 ratio with centrality reflects a medium-induced
difference in the formation time of baryons and mes-
ons—an effect which has been cited to explain DIS
results [28].

Recently, the abundance of p relative to 	 in central
collisions has been attributed to the recombination, rather
than fragmentation, of quarks [29]. In this model, recom-
bination for p and p is effective up to pT ’ 5 GeV above
which fragmentation dominates for all particle species.
Another explanation of the observed large baryon content
invokes a topological gluon configuration: the baryon
172301-5
junction [30]. A centrality dependence, which is in quali-
tative agreement with our results, has been predicted [9].
In both theoretical models, the baryon/meson enhance-
ment is limited to pT < 5–6 GeV=c. The identification of
charged particles beyond pT � 4:5 GeV=c is not yet pos-
sible with the current PHENIX configuration; however,
the baryon content at high pT can be tracked indirectly
using the h=	0 ratio.

Figure 4 shows h=	0 for central and peripheral Au�
Au collisions. The error bars represent the quadratic sum
of statistical and point-to-point systematic errors. In pe-
ripheral Au� Au collisions, Rh=	0 is consistent with the
measurement in p� p. In central collisions in the region
1<pT < 4:5 GeV=c, Rh=	0 is enhanced by as much as
50% above the p� p value. As shown in Fig. 1, this
enhancement is due to a large baryon contribution.
Above pT ’ 5 GeV=c, the particle composition is consis-
tent with that measured in p� p collisions. This indi-
cates that the centrality scaling of the p yields should
become consistent with that of 	 at higher pT ( *

5 GeV=c). Similar trends are observed in  and K0S
measurements by the STAR Collaboration [31].

We have presented a systematic study of high-pT par-
ticle composition in Au� Au collisions at

��������
sNN
p

�
200 GeV as a function of centrality. A large p and p
contribution which increases from peripheral to central
collisions is observed in the range 1:5<pT < 4:5 GeV=c.
In this pT range, the p and p yields scale with Ncoll, as
expected for hard scattering. This is in contrast to the
172301-5
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centrality-dependent suppression of 	0 production. The
baryon enhancement with respect to 	 seems to be lim-
ited to transverse momenta pT � 5 GeV=c, as deduced
from the measurement of the ratio of inclusive charged
hadrons to	0.We conclude that	 and �p�p have different
dominant production mechanisms for pT < 5 GeV=c.
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First results on charm quarkonia production in heavy ion collisions at the Relativistic Heavy Ion Collider
(RHIC) are presented. The yield ofJ/c’s measured in the PHENIX experiment via electron-positron decay
pairs at midrapidity for Au-Au reactions atÎsNN=200 GeV is analyzed as a function of collision centrality. For
this analysis we have studied 49.33106 minimum bias Au-Au reactions. We present theJ/c invariant yield
dN/dy for peripheral and midcentral reactions. For the most central collisions where we observe no signal
above background, we quote 90% confidence level upper limits. We compare these results with ourJ/c
measurement from proton-proton reactions at the same energy. We find that our measurements are not consis-
tent with models that predict strong enhancement relative to binary collision scaling.
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I. INTRODUCTION

Lattice quantum chromodynamics(QCD) calculations in-
dicate that there is a transition of nuclear matter from con-
fined to deconfined quarks and gluons at a temperature of
orderTc=170 MeV. Characteristic of this deconfined state of
matter is the dynamic screening of the long-range confining
potential of QCD. Color screening is predicted to reduce the
attraction between heavy quark-antiquark pairs, and thus
leads to a decrease in the ratio of hidden charm and beauty
(quarkonia) to open charm and beauty[1,2]. Thus, one ex-
pects a suppression of quarkonium statesfJ/c, c8, xc,
Ys1s, 2s, 3sdg depending on their binding energy and the
temperature of the surrounding system.

In relativistic heavy ion collisions a state of a deconfined
thermalized quark-gluon plasma may be created. Measure-
ments in Pb-Pb reactions atÎsNN=17.3 GeV by the NA50
experiment[3] show a suppression of heavy quarkonia pro-
duction relative to “normal” nuclear absorption, the dissocia-
tion of cc pairs by interactions with the nucleons into sepa-
rate quarks that eventually hadronize intoD mesons[4–7].
This suppression has been interpreted in the context of color
screening in a quark-gluon plasma[6,8], additional absorp-
tion with comoving hadrons[9,10], and multiple scattering
between the charm quarks and the surrounding medium
[11,12].

At Relativistic Heavy Ion Collider (RHIC) energies,
where of order 10cc pairs are produced in central Au-Au
reactions[13,14], some models predict an enhancement of
heavy quarkonia due tocc coalescence in a quark-gluon
plasma[15], detailed balance ofD+D↔J/c+X [16], and/or
statisticalJ/c production[17]. In addition, at RHIC energies
initial state effects of shadowing and possible parton satura-
tion may play a role in initial charm production[18]. Disen-
tangling these competing effects will require a systematic
study of yields of various quarkonium states in different col-
liding systems[proton-proton, proton(or deuteron)-ion, and
ion-ion] and over a wide kinematic range in terms of trans-
verse momentum andxF.

We report here the first results onJ/c production via
electron-positron decay pairs at midrapidity from Au-Au col-
lisions atÎsNN=200 GeV from data taken during Run 2 at
RHIC in 2001. For peripheral and midcentral Au-Au colli-
sions, we present the most probable yield values, while for
central reactions, we observe no signal above background
and thus quote 90% confidence level upper limits onJ/c
production.

II. PHENIX EXPERIMENT

The PHENIX experiment is specifically designed to make
use of high-luminosity ion-ion, proton-ion, and proton-
proton collisions at the Relativistic Heavy Ion Collider to
sample rare physics probes including theJ/c and other heavy
quarkonium states. The PHENIX experiment includes two
central rapidity spectrometer arms, each covering the pseu-
dorapidity rangeuhu,0.35 and an interval of 90° in azi-
muthal anglef. The spectrometers are composed from the
inner radius outward of a multiplicity and vertex detector,

drift chambers(DC), pixel pad chambers(PC), ring imaging
cerenkov counters(RICH), time-of-flight scintillator wall,
time expansion chambers(TEC), and two types of electro-
magnetic calorimeters(EMC). This combination of detectors
allows for the clean identification of electrons over a broad
range in transverse momentum. Further details of the detec-
tor design and performance are given in Ref.[19].

The Au-Au event centrality is estimated using the com-
bined data from our beam-beam counters(BBCs) and zero
degree calorimeters(ZDCs). While the ZDCs measure for-
ward neutrons that result from fragmentation of the colliding
nuclei, the BBCs are sensitive to charged particles produced
in the collisions. Together, both detectors yield information
on the impact parameter of the nuclear reaction[20]. These
observables, combined with a Glauber model for the nuclear
geometry, allow us to determine different collision geometry
categories, referred to as centrality ranges[21].

For the analysis presented here, the electron(positron)
momentum and charge sign are determined from tracking
using the DC and the PC and then projecting back through
the PHENIX axial magnetic field to the collision point deter-
mined by the BBC[22]. The momentum resolution achieved
is dp/p=0.7%% 1.0%3p (in GeV/c). Electrons are cleanly
separated from the large background of charged pions and
kaons by associating the tracks with at least three active pho-
tomultiplier tubes in the RICH[23]. In addition, we compare
the track momentumspd to the energysEd measured in the
electromagnetic calorimeter. TheE/p ratio is used to further
reduce the pion contamination in the electron sample. Pions
typically deposit only a fraction of their energy in the calo-
rimeter whereas electrons deposit all of their energy. These
selections are augmented by requiring that the calorimeter
shower position and time-of-flight information agree with the
track projection. Thus, we obtain a clean sample of electron
and positron candidates with less than 5% contamination.

III. DATA SELECTION AND TRIGGERS

The Au-Au data atÎsNN=200 GeV used in this analysis
were recorded during Run 2 at RHIC in the fall of 2001. For
our “minimum bias” Au-Au event selection, we use a level-1
trigger that requires a coincidence between our BBCs. We
place an additional offline requirement of at least one for-
ward neutron in each of our ZDCs to remove beam related
backgrounds. Our “minimum bias” sample includes 92% of
the 6.9 barn Au-Au inelastic cross section[21]. We further
restrict our analysis to 90% of the inelastic cross section to
remove a small remaining contribution from beam related
background events.

We observed a Au-Au inelastic collision rate that in-
creased during the running period from 100 to 1200 Hz. The
level-2 triggers are implemented in a personal-computer-
based farm with 30 processors in run 2, as part of the
PHENIX Event Builder[19]. The level-2J/c trigger algo-
rithm identified electron candidates by starting with rings in
the RICH and then searching for possible matching showers
in the EMC. The EMC search window based on the RICH
ring is obtained from a lookup table, generated using Monte
Carlo simulations of single electrons. Possible matches were

J/c PRODUCTION IN Au-Au COLLISIONS ATÎsNN=200 GeV PHYSICAL REVIEW C69, 014901(2004)

014901-3



assumed to be electron candidates, and the electron momen-
tum was taken to be the EMC shower energy. The invariant
mass was calculated for all electron candidate pairs within an
event, regardless of the candidate’s charge sign. If the invari-
ant mass was higher than 2.2 GeV/c2, the pair was accepted
as aJ/c candidate, and the entire event was archived. The
level-2 trigger provided a rejection factor of order 30 relative
to our “minimum bias” level-1 trigger sample.

An additional offline requirement was imposed that the
collisions have az vertex satisfyinguzu,30 cm in order to
eliminate collisions taking place near the PHENIX magnet.
After this selection, we have analyzed 25.93106 “minimum
bias” Au-Au reactions as triggered by our BBC level-1 trig-
ger. In addition, from the high-luminosity period of running,
we also processed 23.43106 “minimum bias” events with
our J/c level-2 trigger.

IV. J/c SIGNAL COUNTING

For three exclusive centrality bins—0–20%, 20–40%,
and 40–90% of the total Au-Au cross section, we show the
dielectron invariant mass distributions for unlike sign pairs

se+e−d, like sign pairs(e+e+ or e−e−), and the subtracted dif-
ference in Fig. 1. The number ofJ/c counts for each central-
ity range is determined from the number of signal counts
above “background” within a fixed invariant mass window.
The PHENIX acceptance and level-2 trigger efficiencies are
the same within a few percent for unlike sign pairs and like
sign pairs in theJ/c mass region. Therefore, the sample of
like sign pairs is a good representation with no additional
scale factor of the “background” due to simple combinator-
ics.

In order to extract aJ/c signal strength, we employ a
counting method where we subtract from the number of un-
like sign pairs the number of like sign pairs in the mass
window 2.8,m,3.4 GeV/c2. We have chosen a wide in-
variant mass window to be consistent with the signal extrac-
tion method from our proton-proton analysis[24], and to
limit our sensitivity to the exact mass width value. Although
we expect from our Monte Carlo studies a mass width of
order 60 MeV, we cannot quantitatively verify this even with
our proton-proton data sample due to low statistics. We note,
that in principle, there is more information to be utilized in
the exact distribution of the candidates within the mass win-
dow. However, we have found that this does not add to the
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FIG. 1. (Color online) Dielectron invariant mass distribution in Au-Au reactions(top row, most central, 0–20 % central; middle row,
midcentral, 20–40 % central; and bottom row, peripheral, 40–90 % central) for unlike sign pairs containing signal1background(left
column), like sign pairs containing only background(center column), and the subtracted difference(right column).
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significance of the result, given the low counts and the lack
of constraint on theJ/c and background line shape.

Table I shows the number of unlike and like sign counts
within the mass window. For given observed counts ofNl
(like sign) and Nu (unlike sign), the likelihoodLsnl, nud for
the expectation valuesnl andnu is given as

Lsnl, nud =
nl

Nle−nl

Nl !
3

nu
Nue−nu

Nu!
. s1d

We then integrateLsnl, nud to give the likelihoodLsnsd for
the expectation value of the net signal countsns=nu−nl,

Lsnsd =E
0

` E
0

`

Lsnl, nuddsns − nu + nlddnldnu s2d

We show the likelihood distributionLsnsd for the midcentral
s20–40 %d events in Fig. 2. AlthoughLsnsd is normalized

such thate
−`

` Lsnsddns=1, it has a nonzero probability for

negative expected net signal valuesns,0d. Since the un-
like sign contains signal + background, and the like sign
contains onlybackground, the only physically allowed val-
ues forns are greater than or equal to zero. Thus, we remove
the probability range corresponding tons,0, and renormal-
ize the remaining probability integral to onef25g, as shown
in Fig. 2. We then determine for each centrality the 90%
confidence level upper limit, and the 68% confidence in-
terval around the most likely value for the peripheral and
midcentral ranges. These values are shown in Table I.

Since the net signal is negative for the 0–20 % central
event class, we can only quote a 90% confidence level upper
limit. Also, even for the 20–40 % and 40–90 % centrality
classes, the signal observed is not significant at the two stan-
dard deviation level and thus we also show 90% confidence
level upper limits for completeness. The limited statistical
significance of the results is clear from the mass distributions
shown in Fig. 1.

In the intermediate mass region below theJ/c,
2.0,m,2.8 GeV/c2, the shapes and absolute yield of like
sign and unlike sign dielectron mass distributions are well
reproduced by an event mixing method within a few percent.
This indicates that most of the dielectron pairs are from un-
correlated electron and positron candidates. They are origi-
nating from Dalitz decays, photon conversions, open charm/

beauty semileptonic decays, and a small contamination of
misidentified hadrons. The unlike sign pairs should also have
a component from semileptonic decays of charm and antic-
harm pairs, but its contribution is less than the statistical
uncertainty of the data[26]. A complete analysis of the in-
termediate mass region will be presented elsewhere[27].

Our method of measurement does not separate contribu-
tions from decay feed-down from other states such as thexc
and c8, and thus ourJ/c counts include these feed-down
sources. Our acceptance and efficiency is identical for the
resultingJ/c from these decays as for promptJ/c, and thus
they enter our signal weighted simply by their relative pro-
duction and branching fraction intoJ/c+X. Another contri-
bution may result fromB meson decays intoJ/c. However, if
we assume abb cross section in proton-proton reactions
sbb<2–5 mb [28] and that beauty production scales with
binary collisions, we would expect a contribution of order
1–4 % relative to primaryJ/c or J/c from xc. This percent-
age contribution calculation assumes that the primaryJ/c
also scales with binary collisions. If primaryJ/c are substan-
tially suppressed, theB meson decay contribution would
constitute a larger fraction of our measuredJ/c, especially at
higherpT.

It should also be noted that some signal in the unlike sign
pairs from correlated open charmcc→Ds→e++Xd+Ds
→e−+Xd will contribute in our mass window. Assuming bi-
nary scaling in charm production with a proton-proton cross
sectionscc<650 mb [14], this contribution in theJ/c mass
region is estimated to be about 0.1 events in the 0–20 %,
0.05 events in the 20–40 %, and 0.02 events in the 40–90 %
centrality bins.

TABLE I. Statistical results forJ/c counts are shown for three
exclusive centrality ranges. Shown are the number of unlike and
like sign counts within the mass windows2.8,m,3.4 GeV/c2d.
Also shown are the most likely signal value with the 68% statistics
confidence interval(for the peripheral and midcentral cases), and
the 90% confidence level upper limits.

Cent. Unlike sign Like sign Most likely 90%

counts counts signal C.L.

0–20 % 33 41 0 9.9

20–40 % 16 8 8−4.1
+4.8 14.4

40–90 % 7 2 5−2.6
+3.1 9.3

Net Signal
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FIG. 2. (Color online) The Poisson statistical likelihood distri-
bution as a function of the expected net signal. The distributions are
for the midcentral case ofNunlike=16 andNlike=8. The dashed curve
is the likelihood distribution, and the black is after eliminating the
unphysical net signal less than zero and renormalizing. Vertical
lines are shown to indicate the most likely value(8), the 68% con-
fidence interval values, and the 90% confidence level upper limit.
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V. J/c YIELD CALCULATION

We quote our results as the branching fraction ofJ/c
→e+e− (B=5.93±0.10310−2 [25]) times the invariant yield
at midrapiditydN/dyuy=0. We calculate this quantity for three
exclusive centrality ranges as detailed below,

BUdN

dy
U

y=0
=

NJ/c

Nmb−evt + selvl2-ef fNlvl2−evtd
3

1

Dy

1

eacc-ef f 3 ecent
.

s3d

The number of signal countsNJ/c from both the “mini-
mum bias” and level-2 triggered event samples are shown in
Table I. The number of events from the “minimum bias”
sampleNmb-evt is 25.93106 Au-Au events. The number of
effective events sampled by the level-2 trigger isselvl2-ef f

3Nlvl2-evtd, which is the level-2 trigger efficiency times the
number of events processed by the level-2 trigger, 23.4
3106 Au-Au events. This formulation appropriately weights
the two data samples by the expected number ofJ/c.

The efficiency of the level-2 triggerelvl2-ef f was deter-
mined by running the trigger algorithm on simulatedJ/c and
carrying out a full offline reconstruction of the resulting
electron-positron decay pair. The efficiency was calculated
via counting the fraction of successfully reconstructedJ/c
events that were also found by the trigger. In these trigger
simulations, the channel-by-channel calibrations for the
RICH and EMC were used to convert the simulated signals
into realistic values representative of a specific period in the
run, before passing them to the level-2 trigger.

The overallJ/c trigger efficiency from the trigger simu-
lations waselvl2-ef f=0.75±0.04. The systematic error was de-
termined by studying the dependence of the trigger effi-
ciency on the collision vertex position, the assumedJ/c
transverse momentum and rapidity distribution, collision
centrality, and the period of the run from which the channel-
by-channel calibrations were taken. After evaluating all of
the above dependencies, we assign a 5% systematic error to
the J/c trigger efficiency.

The efficiency result from the trigger simulations was
confirmed using real data in two ways. First, the minimum
bias data sample in Au-Au collisions was analyzed to calcu-
late theJ/c trigger efficiency. This was done by taking the
ratio of the events that have an electron pair with invariant
mass between 2.8 and 3.4 GeV/c2 that fired theJ/c trigger to
all of the events having electron pairs in that invariant mass
range. The trigger efficiency estimate from this check is
0.67±0.10(stat). Second, the triggers were run on a sample
of 26 events from the proton-proton dataset that passed all of
the J/c cuts in the offline analysis and had invariant masses
between 2.8 and 3.4 GeV/c2. The level-2 J/c trigger ac-
cepted 19 of these events, yielding an estimate of 0.73±0.10

0.07

(stat), in very good agreement with the trigger simulation
result. These results verify that the trigger performance is
similar for real data and simulations.

The J/c acceptance and efficiencyeacc-ef f is determined
with a GEANT based Monte Carlo simulation of the PHENIX
experiment. The detector response has been tuned to repro-
duce the resolution and performance of the real detector. The

efficiency includes not only the tracking efficiency, but also
the probability for passing all of the electron identification
selection cuts. The electron identification efficiency deter-
mined by the Monte Carlo simulation is verified by a clean
electron sample from conversion photons. We also account
for run by run efficiency changes by counting the relative
number of reconstructed electrons and positrons per event in
our data sample. We show the PHENIX acceptance and ef-
ficiency as a function of transverse momentum in Fig. 3.

Since we do not have the statistics to determine the trans-
verse momentum distribution of theJ/c, we must employ a
model for thepT dependence to determine an overall accep-
tance and efficiency. We use two different functional forms
for the pT distributions to test the model sensitivity of our
acceptance. We use an exponential inpT and an exponential
in pT

2 as motivated by fits toJ/c data at lower energies[29].
The two models give similar acceptance values given a com-
monkpTl value input. The largest uncertainty comes from the
value of kpTl assumed. PHENIX has measuredJ/c produc-
tion in proton-proton reactions atÎs=200 GeV and finds a
kpTl=1.80±0.23sstatd±0.16ssystdGeV/c [24]. We use this
value to determine our acceptance and efficiency averaged
over allpT. TheJ/c kpTl in Au-Au collisions may differ from
that in proton-proton reactions. Therefore we vary thekpTl

TABLE II. The J/c acceptance3 efficiency and the centrality
dependent efficiency are shown for three exclusive Au-Au centrality
event classes.

Centrality bin eacc-ef f ecent

0–20 % 0.0027±0.0005
0.0009 ssystd 0.61±0.06 ssystd

20–40 % 0.0027±0.0005
0.0009 ssystd 0.78±0.08 ssystd

40–90 % 0.0027±0.0005
0.0009 ssystd 0.90±0.09 ssystd
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FIG. 3. The PHENIXJ/c acceptance3 efficiency as a function
of the J/c transverse momentum is shown. Most of the acceptance
is with one lepton into each of the two PHENIX central spectrom-
eters. This contribution peaks atpT=0 and decreases with increas-
ing pT. The rise in the acceptance at highpT is from contributions
where both electron and positron are accepted into one of the
PHENIX central spectrometers.
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from 1.0 to 3.0 GeV/c to determine our model dependent
systematic errors. We assume that theJ/c rapidity distribu-
tion is flat over the range −0.35,y,0.35 where we mea-
sure. The final value for theJ/c acceptance and efficiency is
shown in Table II. This acceptance and efficiency has a 20%
systematic error from uncertainties in matching the Monte
Carlo to the detector response, a 10% systematic error from
run-to-run variation corrections, and a ±24

32% systematic error
from the uncertainty in thekpTl.

Our tracking and electron identification efficiencies ex-
hibit a centrality dependence due to overlapping hits and
energy contamination in the calorimeter. We determine this
dependence by embedding Monte CarloJ/c into real data
events of different centrality selections. The corresponding
efficiency factorecent varies from 56% for the 0–5 % most
central events to 98% for the 85–90 % most peripheral
events.

The final values for the embedding efficiency in our wide
centrality bins are sensitive to the true centrality dependence
of the J/c production. In order to estimate the systematic
error due to this uncertainty we assume two different central-
ity dependence models:(1) binary collision scaling and(2)
participant collision scaling. Within our centrality ranges, we
find that these two models yield less than a 5% difference
and we include this in our systematic error. We assign an
additional 10% systematic error to account for uncertainties
in the Monte Carlo embedding procedure. The centrality de-
pendent efficiency values are shown in Table II.

In our B dN/dy calculation, we have added the systematic
errors from all of the contributing factors in quadrature and

find +35% and −41% total systematic error on the invariant
yield in each of the centrality ranges. The dominant system-
atic error results from the uncertainty in thekpTl of the J/c
distribution.

VI. RESULTS

The B dN/dyuy=0 values for the three exclusive centrality
selections are shown in Table III. We have calculated using a
Glauber model[21] the number of expected participating
nucleonsNpart and the number of expected binary collisions
Ncoll for each centrality range. These results are shown in
Table IV, in addition to theB dN/dyuy=0 values divided by
the expected number of binary collisions.

The PHENIX result for theJ/c invariant yield in proton-
proton induced reactions atÎs=200 GeV at midrapidity[24]
is

BdN/dyuy=0sppd = 1.46 ± 0.23sstatd ± 0.22ssystd ± 0.15sabsd

3 10−6. s4d

The systematic errorsabsd represents the uncertainty of the
normalization of the total proton-proton invariant yield.

We show in Fig. 4 the results from the three Au-Au cen-
trality bins and the proton-proton data normalized per binary
collision as a function of the number of participating nucle-
ons. Note that for proton-proton reactions, there are two par-
ticipating nucleons and one binary collision.

VII. DISCUSSION

Despite the limited statistical significance and systematic
uncertainty of these firstJ/c results, we can address some
important physics questions raised by the numerous theoret-
ical frameworks in whichJ/c rates are calculated.

We show in Fig. 5 binary scaling expectations as a gray
band. We also show a calculation of the suppression ex-
pected from “normal” nuclear absorption using ascc−N

=4.4 mb [30] and 7.1 mb[31,6]. A recent measurement in
proton-nucleus collisions at lower energies[30] favors the
smaller absorption cross section, thus underscoring the im-
portance of measuringJ/c in proton(deuteron)-nucleus col-
lisions at RHIC energies. We also show the NA50 suppres-
sion pattern relative to binary scaling[3], normalized to

TABLE III. We show the statistically most likelyJ/c invariant
yield sB dN/dyuy=0d value and the 68% confidence interval for pe-
ripheral s40–90 %d and midcentrals20–40 %d collisions. We also
show the 90% confidence level upper limit and the systematic error
on this limit for all three different centrality ranges of Au-Au col-
lisions.

B dN/dyuy=0s310−4d
Centrality Most likely value 90% C.L. upper limit

0–20 % N.A. 6.08+1.56ssystd
20–40 % 4.00−2.01

+2.34 sstatd−1.60
+1.36 ssystd 7.19+2.43 ssystd

40–90 % 0.86−0.44
+0.52 sstatd−0.35

+0.29 ssystd 1.60+0.54 ssystd

TABLE IV. We show the number of participating nucleons and the number of binary collisions for three different centrality ranges of
Au-Au collisions, and the associated systematic errors. We show the statistically most likely value for theJ/c invariant yieldsB dN/dyuy=0d
divided by the expected number of binary collisions for peripherals40–90 %d and midcentrals20–40 %d collisions. We also show the 90%
confidence level upper limit and the systematic error on this limit for all three different centrality ranges of
Au-Au collisions. The systematic error in the invariant yield per binary collision does not include the systematic error in the expected number
of binary collisions. This error contribution is negligible for the central and midcentral categories and would increase the systematic error for
the peripheral category by 6%.

B dN/dyuy=0 per binary collisions310−6d
Centrality Npart Ncoll Most likely value 90% C.L. upper limit

0–20 % 280±4 779±75 N.A. 0.78+0.20ssystd
20–40 % 140±5 296±31 1.35−0.68

+0.79 sstatd−0.54
+0.46 ssystd 2.43+0.82 ssystd

40–90 % 34±3 45±7 1.91−0.97
+1.15 sstatd−0.77

+0.65 ssystd 3.55+1.21 ssystd
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match our proton-proton data point at 200 GeV. The data
disfavor binary scaling, while they are consistent with “nor-
mal” nuclear absorption alone and also the NA50 suppres-
sion pattern measured at lower energies, within our large
statistical errors.

One model calculation[16] including just the “normal”
nuclear and plasma absorption components at RHIC energies
is shown in Fig. 6. The higher temperaturesTd and longer
time duration of the system at RHIC lead to a predicted
larger suppression ofJ/c relative to binary collision scaling.
This specific model[16], and in general this class of models
[32,8], cannot be ruled out at this time due to our null result
(90% confidence level upper limit) for the most central col-
lisions.

Many recent theoretical calculations also include the pos-
sibility for additional late stage re-creation or coalescence of
J/c states. In Ref.[16], they include both breakup and cre-
ation reactionsD+D↔J/c+X. At the lower fixed target
CERN energies, this represents a very small contribution due
to the small charm production cross section. However, at
RHIC energies, where in central Au-Au collisions there are
of order 10cc pairs produced, the contribution is significant.
The sum of the initial production, absorption, and re-creation

as shown in Fig. 6 is also consistent with our experimental
data.

A different calculation[15] assumes the formation of a
quark-gluon plasma in which the mobility of heavy quarks in
the deconfined region leads to increasedcc coalescence. This
leads to a very large enhancement ofJ/c production at RHIC
energies for the most central reactions. The model considers
the plasma temperaturesTd and the rapidity widthsDyd of
charm quark production as input parameters. Shown in Fig. 6
are the calculation results forT=400 MeV and Dy
=1.0, 2.0, 3.0, 4.0. The narrower the rapidity window in
which all charm quarks reside, the larger the probability for
J/c formation. Dy=1.0 is consistent with the three dimen-
sional spherically symmetric thermal distribution, and results
in a charm yield at midrapidity that is inconsistent with the
PHENIX preliminary charm yield as determined from single
electron measurements[14]. Dy=4.0 is consistent with ex-
pectations from factorized QCD andPYTHIA with CTEQ5L
structure functions[13]. All of these parameters within this
model predict aJ/c enhancement relative to binary collisions
scaling, which is disfavored by our data.

Another framework for determining quarkonia yields is to
assume a statistical distribution of charm quarks that may
then form quarkonia. A calculation assuming thermal, but not
chemical, equilibration[17] is shown in Figure 6, and is also
consistent with our data.

Significantly larger datasets are required to address the
various models that are still consistent with our first mea-
surement. Key tests will be thepT andxF dependence of the
J/c yields, and how these compare with other quarkonium
states such as thec8.
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FIG. 4. TheJ/c invariant yield per binary collision is shown for
proton-proton reactions and three exclusive centrality ranges of
Au-Au reactions all atÎsNN=200 GeV. For the proton-proton reac-
tions, we show the most likely value as a data point(square), the
statistical error, and the estimated systematic errors as brackets. For
the three Au-Au data points, we show as arrows the 90% confidence
level upper limits. The bracket above the limit includes the esti-
mated systematic error on these limits. In the case of the peripheral
and midcentral ranges, we also show, as a square marker, the sta-
tistically most likely value and as two horizontal dashes the 68%
confidence interval. The gray band indicates binary scaling and the
width is the quadrature sum of the statistical and systematic error on
our proton-proton data point. For the Au-Au points, the systematic
error in the invariant yield per binary collision does not include the
systematic error in the expected number of binary collisions. This
error contribution is negligible for the central and midcentral cat-
egories and would increase the systematic error for the peripheral
category by 6%.
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FIG. 5. (Color online) The J/c invariant yield per binary colli-
sion is shown from proton-proton reactions and three exclusive cen-
trality ranges of Au-Au reactions all atÎsNN=200 GeV. The lines
are the theoretical expectations from “normal” nuclear absorption
with scc−N=4.4 mb(solid curve) and 7.1 mb(dashed curve) cross
section. The stars are theJ/c per binary collision measured by the
NA50 experiment at lower collision energy. In order to compare the
shapes of the distribution, we have normalized the NA50 data to
match the central value for our proton-proton results.
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VIII. SUMMARY

PHENIX has shown first results onJ/c production in
Au-Au collisions atÎsNN=200 GeV at midrapidity as mea-
sured via electron-positron pairs. We find that models that
predict J/c enhancement relative to binary collision scaling
are disfavored, while we cannot discriminate between vari-
ous scenarios leading to suppression relative to binary scal-
ing.

This first measurement from PHENIX will be followed
with high statistics measurements in both the electron chan-
nel at midrapidity and at forward and backward rapidities in
the PHENIX muon spectrometers. Such measurements are
expected in the next few years and will address the full range
of heavy quarkonia production and evolution models.
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46University of Tennessee, Knoxville, Tennessee 37996, USA
47Department of Physics, Tokyo Institute of Technology, Tokyo, 152-8551, Japan

48Institute of Physics, University of Tsukuba, Tsukuba, Ibaraki 305, Japan
49Vanderbilt University, Nashville, Tennessee 37235, USA

50Waseda University, Advanced Research Institute for Science and Engineering, 17 Kikui-cho, Shinjuku-ku, Tokyo 162-0044, Japan
51Weizmann Institute, Rehovot 76100, Israel

52Yonsei University, IPAP, Seoul 120-749, Korea
(Received 16 May 2003; published 30 October 2003)
182301-2
The anisotropy parameter (v2), the second harmonic of the azimuthal particle distribution, has been
measured with the PHENIX detector in Au� Au collisions at

��������
sNN
p

� 200 GeV for identified and
inclusive charged particle production at central rapidities (j�j< 0:35) with respect to the reaction plane
defined at high rapidities (j�j � 3–4 ). We observe that the v2 of mesons falls below that of (anti)-
baryons for pT > 2 GeV=c, in marked contrast to the predictions of a hydrodynamical model. A quark-
coalescence model is also investigated.

DOI: 10.1103/PhysRevLett.91.182301 PACS numbers: 25.75.Dw
Relativistic Heavy Ion Collider (RHIC). The possible for- mentum space in the final state. The anisotropy parameter
Event anisotropy is expected to be sensitive to the early
stage of ultrarelativistic nuclear collisions at the BNL
mation of a quark-gluon plasma could affect how the ini-
tial anisotropy in coordinate space is transferred into mo-
182301-2
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FIG. 1 (color online). Correlation of reaction planes between
two beam counters for the second moment is shown as a
function of centrality (bottom-left panel) and the correction
factor for the combined reaction plane resolution of two beam
counters is shown as a function of centrality (top-left panel).
The value of v2 for charged particles is shown as a function of
centrality (middle panel) and as a function of pT (right panel).
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v2 for a selection of produced particles is derived from
the azimuthal distribution of those particles.

dN
d

/ 1 � 2v2 cos2���RP�; (1)

where  is the azimuthal direction of the particle and
�RP is the direction of the nuclear impact parameter
(‘‘reaction plane’’) in a given collision. Measurements of
the parameter v2 in RHIC collisions have been per-
formed [1–6] for charged particles and for identified
particles. The current work reports results for charged
particles versus transverse momentum (pT) out to
5 GeV=c, and extends previous measurements for identi-
fied particles out to 3 GeV=c for � and K, and to
4 GeV=c for protons. (Previous measurements of the
v2 for �, K, and p extended to 1 GeV=c at

��������
sNN
p

�
130 GeV[2].) Detailed measurements of the azimuthal
anisotropy are important to eventually discriminate
among different possible scenarios for its physical ori-
gin. Such scenarios include hydrodynamical flow of
compressed hadronic matter, the production of multiple
minijets, and an anisotropy developed during an early
quark-matter phase of the collision. It has been observed
that v2 saturates at pT 	 2 GeV=c and above [4,5]. The
cause of this saturation is not yet known; however, we
note that at this momentum the particle composition is
very different than at low momentum in that the proton
yield is comparable to the pion yield [7]. This makes the
measurement of v2 for separately identified particles
especially interesting.

The measurements described here were carried out in
the PHENIX experiment at RHIC [8]. About 28
 106

minimum-bias Au� Au collisions at
��������
sNN
p

� 200 GeV
from the 2001–2002 run period (Run-2) are used in the
analysis. Charged particles are measured in the central
arm spectrometers (j�j< 0:35) [9] where PHENIX has
excellent particle identification capabilities[10]. The drift
chamber and the first pad chamber plane (PC1) together
with the collision vertex define the charged particle
tracks. In order to reduce background, the reconstructed
tracks are confirmed by requiring matching hits in the
outer detectors, i.e., the third pad chamber plane (PC3)
and the electromagnetic calorimeter or the time-of-flight
detector (TOF). In this analysis, the TOF detector is used
to identify charged particles up to 4 GeV=c in pT .
Particle time-of-flight is measured using the TOF with
respect to the collision time defined by beam counters
(BBC), and is used to calculate mass squared using the
particle momentum and the flight path length [7]. The
timing resolution of the system is ’ 120 ps. A momentum
dependent �2� cut on mass squared allows particle
identification in the following pT ranges: 0:2< pT <
3 GeV=c for pions, 0:3<pT < 3 GeV=c for kaons, and
0:5<pT < 4 GeV=c for protons. The contamination of
misidentified particles is less than 10%. In addition to
collision time, the BBC provide z-vertex position infor-
182301-3
mation. The two beam counters are located at jzj � 1:5 m
from the collision point, covering j�j � 3–4. They con-
sist of 64 photomultiplier tubes (PMT) equipped with
quartz Cherenkov radiators in front surrounding the
beam pipe. The large charged multiplicity (a few hun-
dred) in j�j � 3–4 and the nonzero signal of event an-
isotropy in this � range enable us to estimate the
azimuthal angle of the reaction plane in each event using
the BBC with full azimuthal angle coverage.

Since the v2 parameter is in effect a quadrupole
moment, the anisotropy which gives rise to a nonzero
v2 is often referred to as an ‘‘elliptic flow.’’ It is extracted
by first determining the reaction plane angle �RP for
each event,

tan2�RP �
�nch sin2PMT

�nch cos2PMT
; (2)

where nch is the number of charged particles per PMT
(determined from the pulse height in each PMT) and
PMT is the azimuthal angle of each PMT. Then, it is
calculated by the Fourier moment v2 � hcos2���RP�i
over all particles, for all events in a given sample [11].
Corrections [11–14] are applied to account for finite
resolution in the reaction plane determination, and for
possible azimuthal asymmetries in the reaction plane
detector response. The bottom-left panel in Fig. 1 shows
the average cosine of the difference between the two
reaction planes defined by the beam counters at � �
3–4 and at � � �4–�3 using the elliptic (second) mo-
ment definition. In order to improve the reaction plane
resolution, a combined reaction plane is defined by aver-
aging the reaction plane angles obtained from each
BBC, using the elliptic moment in each. The esti-
mated resolution of the combined reaction plane [11],
hcos2��meas ��true�i, has an average of 0.3 over cen-
trality with a maximum of about 0.4. The estimated
correction factor, which is the inverse of the resolution
182301-3
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FIG. 2 (color online). Transverse momentum dependence of
v2 for identified particles, ��, K�, p (top-left panel) and ��,
K�, p (top-right panel). The circles show p and p, the squares
show K� and K�, and the triangles show �� and �� for
minimum-bias events. Statistical errors are represented by error
bars and overall systematic error due to all sources by the solid
lines in the top two panels. The combined positive particles and
negative particles are shown in the bottom-left panel, and the
lines there represent the result of a hydrodynamical calculation
[20] including a first-order phase transition with a freeze-out
temperature of 120 MeV for �, K, and p from upper to lower
curves, respectively. The bottom-right panel shows the quark
v2 as a function of the quark pT by scaling both axes with the
number of quarks for each particle, as motivated by a quark-
coalescence model [21].
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for the combined reaction plane, is shown in the top-left
panel in Fig. 1.

The present technique is distinguished by defining the
reaction plane angle using particles at high rapidity when
measuring v2 for particles at midrapidity. Other measure-
ments of v2 for midrapidity particles at RHIC have used
reaction planes defined with midrapidity particles, or
have employed a technique of measuring angular corre-
lations between pairs of particles at midrapidity. While
these different approaches generally seek to measure the
same thing, they are not identical and a variety of physics
effects can cause them to yield different results from the
same collision sample [4,15,16]. Because of the large
rapidity gap between the reaction plane and the mid-
rapidity acceptance of about three units, it is expected
that this analysis is less affected by nonflow contribu-
tions. However, we do not observe any substantial differ-
ence between the v2 results shown here and published
results for the v2 of charged particles at RHIC in the pT
range where they are available.

The centrality of each collision is defined using the
simultaneous measurement of the total number of par-
ticles measured in the BBC and the total energy measured
in the zero degree calorimeter [17]. The middle panel in
Fig. 1 shows the centrality dependence of v2 for charged
particles measured at midrapidity (j�j< 0:35) with re-
spect to the reaction plane defined above. The centrality is
measured in percentile from the most central collision.
The v2 parameter decreases for both peripheral and cen-
tral collisions with a maximum at about 50% of the
geometric cross section. Beyond 70%, the correction fac-
tor due to the reaction plane resolution is large, as shown
in the leftmost panel in Fig. 1. This limits the centrality
range used in this analysis.

The rightmost panel in Fig. 1 shows the transverse
momentum dependence of v2 for charged particles with
respect to the reaction plane for minimum-bias events.
The data above a pT of 2 GeV=c clearly show a deviation
from the monotonically increasing behavior seen at
smaller pT . The systematic errors are shown as line bands,
which are estimated by several reaction plane methods
using the two single beam counters or combined beam
counters and by several different ways to correct nonuni-
form reaction plane distribution: ‘‘inverse weighting,’’
‘‘recentering of sine and cosine summation,’’ ‘‘Fourier
expansion,’’ and combinations of those above [11,18].
Those systematic errors are estimated to be about 10%,
depending on centrality, and are independent of pT .
Above 3 GeV=c, background tracks result in an additional
systematic error of about 10%, depending on pT , which is
included in the upper error band [19].

In Fig. 2, the transverse momentum dependence of v2

for identified particles is shown. The top-left panel shows
negatively charged particles, while the top-right panel
shows positively charged particles as described in the
figure caption. The statistical errors and the systematic
errors are plotted independently. From the lambda par-
182301-4
ticle spectra measured in the PHENIX central arm, it is
determined that approximately 35% of the protons origi-
nate from lambda decays (‘‘lambda feed-down’’)[22]. The
effect of the lambda feed-down on the measured v2 of the
proton is studied by varying the lambda v2 with Monte
Carlo simulation. Protons resulting from lambda feed-
down increase the measured v2 value. Using the value of
the lambda v2 measured at

��������
sNN
p

� 130 GeV at RHIC
[3], the effect on the proton v2 would be less than 10%.
Less than 5% of protons originate from decays of par-
ticles not involving the lambda. Based on further simu-
lations of their decays to protons, we estimate that the
total systematic error due to feed-down is at most 11%
depending on pT , which is included in the lower system-
atic error band in Fig. 2.

The combined positive and negative particles are
shown in the bottom-left panel. The lines in that panel
represent a hydrodynamical calculation [20] including a
first-order phase transition with a freeze-out temperature
of 120 MeV. The data show that at lower pT (<2 GeV=c),
the lighter mass particles have a larger v2 at a given pT ,
182301-4
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which is reproduced by the model calculations. We note,
however, that the difference between the charged kaons
and charged pions is larger than the model predicts.

A striking feature observed at higher pT is that the v2

of p and p are larger than for � and K at pT > 2 GeV=c.
This is in sharp contrast to the hydrodynamical picture,
which would predict the same mass ordering for v2 at all
pT . In our data the mesons begin to show a departure from
the hydrodynamical prediction at pT of about 1:5 GeV=c,
while the (anti)baryons agree with the prediction up until
3 GeV=c but may be deviating at higher pT. Such behav-
ior is predicted by the quark-coalescence mechanism
[21], as shown in the bottom-right panel where both v2

and pT have been scaled by the number of quarks. This
could be an indication that the v2 of measured hadrons is
already established in a quark-matter phase, although it
does not explain why the quark v2 would saturate with
pT . There exist other scenarios that could be applicable at
RHIC, but we have selected two simple models (hydro-
dynamical and quark coalescence) only to emphasize the
experimental evidence of the crossing of v2 for mesons
and baryons.

As an additional illustration of the different behavior
for mesons and baryons, the transverse momentum de-
pendences of the v2 parameter are shown in Fig. 3 for
different particles and different centralities. Since the
particle identification separation of K and p goes up to
4 GeV=c, the combined � and K can be compared with
protons up to 4 GeV=c. The charged particle acceptance
is larger than the TOF acceptance where the particle
0
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FIG. 3 (color online). Transverse momentum dependence of
v2 for combined �� and K� (top) or �� and K� (bottom)
compared with p (top) and p (bottom). In addition, results for
inclusive negative (top) and positive (bottom) charged particle
distributions are plotted as open squares. From left to right, the
different centrality selections are shown for 0%–20% (left),
20%–40% (middle), and 40%–60% (right).
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identification can be performed. Therefore, the statisti-
cal fluctuations for the charged particle v2 are smaller
than for the p, p, and�� K. The trend exhibited in Fig. 2
for minimum-bias spectra, in which the v2 for (anti)-
baryons exceed those for mesons at pT > 2 GeV=c, is
shown here to occur for all centralities.

In summary, the value of the v2 parameter for identi-
fied and inclusive charged particle production at midra-
pidity has been measured with respect to the reaction
plane defined in the forward and backward rapidity re-
gions in

��������
sNN
p

� 200 GeV Au� Au collisions, using the
PHENIX experiment at RHIC. The value of v2 for
charged particles decreases for both peripheral and cen-
tral collisions with a maximum at about the 50th percen-
tile of the geometric cross section. We have observed that
for charged particles v2 increases with pT up to about
2 GeV=c, then starts to saturate or decrease slightly.
However, the detailed behavior is different for different
particle species. The lighter particles have larger v2 than
the heavier particles for pT below 2 GeV=c. This trend is
partly reversed above 2 GeV=c where the proton and
antiproton have larger v2 than mesons, a pattern which
persists over all centralities. A hydrodynamical calcula-
tion can reproduce the mass ordering and magnitude of v2

for the different particles in the region up to 2 GeV=c, but
fails to reproduce either in the pT region above 2 GeV=c.
As an alternative, we investigated the quark-coalescence
scenario, in which the anisotropy of the final-state had-
rons is largely inherited from the anisotropy of quarks in
a preceding quark-matter phase. The quark-coalescence
model makes a definite prediction for a simple scaling
behavior between the v2 for mesons and for (anti)bary-
ons, and this scaling behavior is largely, though not
perfectly, borne out in our data. Further measurements
extending to higher pT involving more identified species
will be required to discriminate among alternative sce-
narios for the origin of elliptic flow at RHIC.
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Transverse momentum spectra of neutral pions in the range 1< pT < 10 GeV=c have been measured
at midrapidity by the PHENIX experiment at BNL RHIC in Au� Au collisions at

��������
sNN
p

� 200 GeV.
The �0 multiplicity in central reactions is significantly below the yields measured at the same

��������
sNN
p

in
peripheral Au� Au and p� p reactions scaled by the number of nucleon-nucleon collisions. For the
most central bin, the suppression factor is �2:5 at pT � 2 GeV=c and increases to �4–5 at pT �
4 GeV=c. At larger pT , the suppression remains constant within errors. The deficit is already apparent
in semiperipheral reactions and increases smoothly with centrality.
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High energy collisions of heavy ions provide the means
to study quantum chromodynamics (QCD) at energy
densities where lattice calculations [1] predict a transition
from hadronic matter to a deconfined, chirally symmetric
plasma of quarks and gluons (QGP). The large center-of-
mass energies,

��������
sNN
p

� 200 GeV, available in Au� Au
collisions at the BNL Relativistic Heavy Ion Collider
(RHIC), have resulted in a significant production of
high transverse momentum hadrons (pT > 2 GeV=c)
for the first time in heavy-ion physics. High pT particle
production in hadronic collisions results from the frag-
mentation of quarks and gluons emerging from the initial
high Q2 parton-parton scatterings [2]. Thus, hard pro-
cesses in nucleus-nucleus (AA) collisions provide direct
information on the early partonic phases of the reaction.
In the absence of nuclear medium effects, hard scattering
yields in AA reactions are expected to scale like an
incoherent superposition of nucleon-nucleon (NN) colli-
sions because of the small probability of hard scattering
processes per NN collision. In AA reactions, the number
of NN collisions (Ncoll) at impact parameter b is simply
proportional to the geometric nuclear overlap function,
TAA�b�, and can be calculated in an eikonal approach [3].
After scaling by the nuclear geometry, spectra of high pT
particles measured in AA reactions can be compared to
the baseline p� p, p� A data, as well as to perturbative
[4–7] and classical-field [8] QCD predictions. Any de-
parture from the expected Ncoll-scaled result provides
information on the strongly interacting medium in central
heavy-ion reactions.

One of the most significant observations from the first
RHIC run (run 1) was the suppressed yield of moderately
high pT neutral pions (pT � 1:5–4:0 GeV=c) in central
Au� Au at

��������
sNN
p

� 130 GeV with respect to the
Ncoll-scaled p� p and peripheral Au� Au data [9].
This result points to strong medium effects present in
central Au� Au and has triggered extensive theoretical
studies on its origin [4–8,10–13]. Most of these studies
are based on the prediction [14,15] that a QGP would
induce multiple gluon radiations from the scattered fast
partons, effectively leading to a suppression of high pT
hadronic fragmentation products (‘‘jet quenching’’).
Alternative interpretations have been proposed based on
initial-state gluon saturation [8] or final-state hadronic
interactions [13].

This Letter presents �0 results obtained by the
PHENIX experiment in Au� Au collisions at

��������
sNN
p

�
200 GeV and compares them to the p� p! �0 X data
measured in the same experiment at the same center-of-
mass energy [16]. The analysis uses 30	 106 minimum
bias events, triggered by a coincidence between the zero
degree calorimeters (ZDC) and the beam-beam counters
(BBC), with vertex position jzj< 30 cm. In run 2, the
electromagnetic calorimeter (EMCal) was fully instru-
mented providing a total solid angle coverage at midra-
pidity of approximately �� � 0:7 and �� � � and the
072301-3
total collected �0 statistics was a factor of �100 larger
than in run 1 [9]. The combination of larger acceptance,
high statistics, and the measurement of p� p data in the
same detector permits a precise study of the high pT �0

production mechanisms in AA collisions at RHIC.
Neutral pions are reconstructed via their �0 ! ��

decay through an invariant mass analysis of � pairs
detected in the EMCal [17] which consists of six lead-
scintillator (PbSc) and two lead-glass Čerenkov (PbGl)
sectors. The large radial distance of the calorimeters to
the interaction region (> 5 m) and their fine granularity
(��	 �� � 0:01	 0:01) keep the tower occupancy
low, <10% even in the highest multiplicity Au� Au
events. The energy calibration is obtained from beam
tests and, in the case of PbSc, from cosmic rays data
and the known minimum ionizing energy peak of
charged hadrons traversing the calorimeter. It is then
confirmed using the �0 mass, as well as the agreement
of the calorimeter energy with the measured momentum
of identified electrons. The systematic error on the
absolute energy scale is less than 1.5%. Photonlike clus-
ters are identified in the EMCal by applying time-of-
flight and shower profile cuts [17]. The selected clusters
are binned in pair invariant mass m�� and pT . An addi-
tional energy asymmetry cut, jE�1�E�2j=�E�1�E�2�<
0:7�PbGl�;0:8�PbSc�, is applied to the reconstructed pairs.
The signal-to-background in peripheral (central) is ap-
proximately 20 (5) and 0.5 (0.01) for the highest and
lowest pT , respectively. The combinatorial background
is estimated and subtracted by mixing clusters from dif-
ferent events with similar centrality and vertex, and
normalizing the distribution in a region outside the �0

mass peak. The �0 yield in each pT bin is determined by
integrating the subtracted m�� distribution in a �3�
window determined by a pT-dependent parametrization
of Gaussian fits to the �0 peaks.

The raw PbSc and PbGl �0 spectra are normalized to
one unit of rapidity and full azimuth (this acceptance
correction quickly reaches the �1=0:35 pure geometric
factor at high pT). The spectra are further corrected for
(i) the detector response (energy resolution, dead areas),
(ii) the reconstruction efficiency (analysis cuts), and
(iii) the occupancy effects (cluster overlaps). These cor-
rections are quantified by embedding simulated single
�0’s from a full PHENIX GEANT [18] simulation into
real events, and analyzing the merged events with the
same analysis cuts used to obtain the real yields. Each
correction is determined, for each centrality bin, as the
ratio of the input to the reconstructed simulated pT dis-
tributions. The overall yield correction amounts to �2:5
with a centrality dependence & 25%. The losses are
dominated by fiducial and asymmetry cuts.

The main sources of systematic errors in the PbSc and
PbGl measurements are due to the uncertainties in (i) the
yield extraction (background subtraction and minv inte-
gration), (ii) the yield correction (efficiency factors), and
072301-3



TABLE II. Centrality bin, average nuclear overlap function,
number of NN collisions, and number of participant nucleons
from a Glauber MC [21,22] and the BBC and ZDC responses
for Au� Au at

��������
sNN
p

� 200 GeV. The centrality bin is ex-
pressed as percentiles of �AuAu � 6:9 b.

Centrality hTAuAui (mb�1) hNcolli hNparti

0%–10% 22:75� 1:56 955:4� 93:6 325:2� 3:3
10%–20% 14:35� 1:00 602:6� 59:3 234:6� 4:7
20%–30% 8:90� 0:72 373:8� 39:6 166:6� 5:4
30%–40% 5:23� 0:44 219:8� 22:6 114:2� 4:4
40%–50% 2:86� 0:28 120:3� 13:7 74:4� 3:8
50%–60% 1:45� 0:23 61:0� 9:9 45:5� 3:3
60%–70% 0:68� 0:18 28:5� 7:6 25:7� 3:8
60%–80% 0:49� 0:14 20:4� 5:9 19:5� 3:3
60%–92% 0:35� 0:10 14:5� 4:0 14:5� 2:5
70%–80% 0:30� 0:10 12:4� 4:2 13:4� 3:0
70%–92% 0:20� 0:06 8:3� 2:4 9:5� 1:9
80%–92% 0:12� 0:03 4:9� 1:2 6:3� 1:2
Min. bias 6:14� 0:45 257:8� 25:4 109:1� 4:1
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FIG. 1. Invariant �0 yields at midrapidity as a function of pT
for minimum bias and nine centralities in Au� Au at

��������
sNN
p

�
200 GeV [0%–10% (80%–92%) is most central (peripheral)].

TABLE I. Summary of the dominant sources of systematic
errors on the PbSc and PbGl �0 yields and total errors on the
combined measurements. The error ranges are quoted for the
lowest to highest pT values.

Source Syst. error PbSc Syst. error PbGl

Yield extraction 10% 6%–7%
Yield correction 8% 8%

Energy scale 3%–11% 7%–13%

Normalization
Total error (%) Stat. Syst. Central Peripheral

Comb. �0 spectra 2– 40 10–17 5 5
RAA 2–45 11–22 14 30
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(iii) the energy scale (absolute calibration of the calo-
rimeter). The relative contributions of these effects to the
total error differ for the PbSc and PbGl (Table I). The
weighted average of the two independent measurements
reduces the total error. The nominal energy resolution
[17] is adjusted in the simulation to reproduce the true
width of the �0 peak observed at each pT , smearing the
energies with a constant term of 7% for PbSc and �9%
for PbGl. The shape, position, and width of the �0 peak
measured in all different centralities are then confirmed
to be well reproduced by the embedded data. The final
systematic errors on the spectra are at the level of �10%
at 1 GeV=c and �17% at the highest pT (Table I). A
correction for the true mean value of the pT bin is applied
to the steeply falling spectra. No corrections have been
applied to account for the contribution of feed-down �0’s
(mainly coming from K0

s and � decays) which are <5%
based on HIJING [19] simulations.

The event centrality is determined by correlating the
charge detected in the BBC with the energy measured
in the ZDC detectors. A Glauber model Monte Carlo
(MC) calculation combined with a simulation of the
BBC and ZDC responses [20–22] gives an estimate of
the associated averaged number of binary collisions
(hNcolli) and participating nucleons (hNparti) in each cen-
trality bin (Table II). Fully corrected and combined PbSc
and PbGl �0 pT distributions are shown in Fig. 1 for
minimum bias and for nine centrality bins scaled by
factors of 10.

We quantify the medium effects on high pT production
in AA collisions with the nuclear modification factor
given by the ratio of the measured AA invariant yields
to the NN collision scaled p� p invariant yields:

RAA�pT� �
�1=Nevt

AA�d
2N�0

AA=dpTdy

hNcolli=�inel
pp 	 d2��

0

pp=dpTdy
; (1)

where the hNcolli=�inel
pp is just the average Glauber nuclear

overlap function, hTAuAui, in the centrality bin under
consideration (Table II). RAA�pT� measures the deviation
of AA data from an incoherent superposition of NN
072301-4
collisions. For pT & 2 GeV=c, RAA is known to be below
unity, since the bulk of particle production is due to soft
processes which scale closer to the number of participant
nucleons [20] than to hNcolli.

Figure 2 shows RAA as a function of pT for �0 mea-
sured in 0%–10% central (closed circles) and 80%–92%
peripheral (open circles) Au� Au. The PHENIX p�
p ! �0 data [16] is used as the reference in the denomi-
nator. The RAA values for central collisions are noticeably
below unity, as found at 130 GeV [9]. This is in contrast to
the enhanced high pT �0 production (RAA > 1) observed
072301-4
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FIG. 2. Nuclear modification factor RAA�pT� for �0 in central
(closed circles) and peripheral (open circles) Au� Au at��������
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at CERN Super Proton Synchrotron energies [23], inter-
preted in terms of initial-state pT broadening effects
(‘‘Cronin effect’’ [24]). Within errors, peripheral Au�
Au collisions behave like a superposition of p� p colli-
sions with regard to high pT �0 production (RAA � 1). In
central collisions, the suppression is smallest at 2 GeV=c
and increases to an approximately constant suppression
factor of 1=RAA � 4–5 over the pT range of 4–10 GeV=c,
�30% above the expectation from Npart scaling (dotted
line in Fig. 2).

The magnitude and pT dependence ofRAA (correspond-
ing to parton fractional momenta x � 2pT=

���
s
p
�

0:02–0:1 at midrapidity) is inconsistent with the ex-
pectations of leading-twist ‘‘shadowing’’ effects on the
nuclear parton distribution functions alone [25].
Different jet quenching calculations [4–7,10–12], based
on medium-induced radiative energy loss, can repro-
duce the magnitude of the �0 suppression assuming the
formation of a hot and dense partonic system. The pre-
dicted pT dependence of the quenching, however, varies
in the different models. All models that include the
Landau-Pomeranchuck-Migdal (LPM) interference ef-
fect [15,26] predict RAA effectively /

������
pT
p

[10]. Such
a trend is not compatible with our data over the entire
pT range. Analyses which combine LPM jet quenching
together with shadowing and initial-state pT broadening
generally reproduce the whole pT dependence of the �0

suppression [4], as do recent approaches that take into
account detailed balance between parton emission and
072301-5
absorption [7]. However, based solely on the data pre-
sented here, we are not able to distinguish between par-
tonic or hadronic [13] energy loss scenarios.

The centrality dependence of the high pT �0 suppres-
sion is shown in Fig. 3 as a function of hNparti. The
suppression is characterized as the ratio of Au� Au
over p� p yields integrated above 4 GeV=c and normal-
ized using two different scalings. RAA (circles) denotes
the Ncoll scaling as in Eq. (1), whereas Rpart

AA (crosses)
indicates Npart scaling expected in scenarios dominated
either by gluon saturation [8] or by surface emission of
the quenched jets [10]. Figure 3 indicates that the tran-
sition from the Ncoll scaling behavior (RAA � 1) apparent
in the most peripheral region, to the strong suppression
seen in central reactions (RAA � 0:25) is smooth. In addi-
tion, although there is no exact participant scaling
(Rpart

AA > 1 for all centralities), the �0 production per
participant pair above 4 GeV=c is approximately con-
stant over a wide range of intermediate centralities, in
qualitative agreement with a parton saturation model
prediction [8].

In summary, transverse momentum spectra of neutral
pions have been measured at midrapidity up to pT �
10 GeV=c for nine centrality bins of Au� Au collisions
at

��������
sNN
p

� 200 GeV. The spectral shape and invariant
yield for peripheral reactions are consistent with those
of p� p reactions scaled by the average number of
inelastic NN collisions. Central yields, on the other
hand, are significantly lower than peripheral Au� Au
and p� p scaled yields, as found at

��������
sNN
p

� 130 GeV.
The observed suppression increases slowly with pT to as
much as a factor of 4–5 in the 10% most central collisions,
072301-5
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remaining constant within errors above �4 GeV=c. The
suppression is already apparent in semiperipheral reac-
tions and increases smoothly with centrality. The magni-
tude of the deficit can be reproduced by parton energy
loss calculations in an opaque medium, but its pT and
centrality dependence puts strong constraints on the de-
tails of energy loss and the properties of the medium. The
role of initial-state effects, including shadowing, pT
broadening, and gluon saturation will be studied with
data from the recent RHIC run using d� Au, where
final-state medium effects such as jet quenching are
minimal.
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D. P. Morrison,5 J. M. Moss,27 F. Mühlbacher,44 D. Mukhopadhyay,51 M. Muniruzzaman,6 J. Murata,38,39

S. Nagamiya,20 J. L. Nagle,9 T. Nakamura,14 B. K. Nandi,6 M. Nara,48 J. Newby,46 P. Nilsson,29 A. S. Nyanin,23

J. Nystrand,29 E. O’Brien,5 C. A. Ogilvie,16 H. Ohnishi,5,38 I. D. Ojha,49,3 K. Okada,38 M. Ono,48 V. Onuchin,15

A. Oskarsson,29 I. Otterlund,29 K. Oyama,8 K. Ozawa,8 D. Pal,51 A. P. T. Palounek,27 V. S. Pantuev,44 V. Papavassiliou,34

J. Park,42 A. Parmar,33 S. F. Pate,34 T. Peitzmann,30 J.-C. Peng,27 V. Peresedov,17 C. Pinkenburg,5 R. P. Pisani,5

F. Plasil,35 M. L. Purschke,5 A. K. Purwar,44 J. Rak,16 I. Ravinovich,51 K. F. Read,35,46 M. Reuter,44 K. Reygers,30

V. Riabov,37,40 Y. Riabov,37 G. Roche,28 A. Romana,25 M. Rosati,16 P. Rosnet,28 S. S. Ryu,52 M. E. Sadler,1 N. Saito,38,39

T. Sakaguchi,8,50 M. Sakai,32 S. Sakai,48 V. Samsonov,37 L. Sanfratello,33 R. Santo,30 H. D. Sato,24,38 S. Sato,5,48

S. Sawada,20 Y. Schutz,45 V. Semenov,15 R. Seto,6 M. R. Shaw,1,27 T. K. Shea,5 T.-A. Shibata,47,38 K. Shigaki,14,20

T. Shiina,27 C. L. Silva,41 D. Silvermyr,27,29 K. S. Sim,22 C. P. Singh,3 V. Singh,3 M. Sivertz,5 A. Soldatov,15 R. A. Soltz,26

W. E. Sondheim,27 S. P. Sorensen,46 I.V. Sourikova,5 F. Staley,10 P.W. Stankus,35 E. Stenlund,29 M. Stepanov,34 A. Ster,21

S. P. Stoll,5 T. Sugitate,14 J. P. Sullivan,27 E. M. Takagui,41 A. Taketani,38,39 M. Tamai,50 K. H. Tanaka,20 Y. Tanaka,32

K. Tanida,38 M. J. Tannenbaum,5 P. Tarján,11 J. D. Tepe,1,27 T. L. Thomas,33 J. Tojo,24,38 H. Torii,24,38 R. S. Towell,1
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The invariant differential cross section for inclusive neutral-pion production in p� p collisions at���
s
p
� 200 GeV has been measured at midrapidity (j�j< 0:35) over the range 1< pT & 14 GeV=c by

the PHENIX experiment at the Relativistic Heavy Ion Collider. Predictions of next-to-leading order
perturbative QCD calculations are consistent with these measurements. The precision of our result is
sufficient to differentiate between prevailing gluon-to-pion fragmentation functions.

DOI: 10.1103/PhysRevLett.91.241803 PACS numbers: 13.85.Ni, 13.87.Fh, 25.75.Dw
(pQCD) [1]. Next-to-leading order (NLO) pQCD calcu- gluon scattering produces a photon directly, within 50%.
Particle production at large transverse momenta, pT , in
hadronic reactions has provided an important testing
ground for perturbative quantum chromodynamics
lations describe Tevatron (
���
s
p
� 1:8 TeV) measurements

of inclusive jet production [2] within 10% and direct
photon production [3], in which the elementary quark-
241803-2
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For high-pT pion production, the recent calculations
have not been compared with the UA2 data [4] obtained
at

���
s
p
� 540 GeV. However, at lower center of mass

energies (
���
s
p

& 63 GeV), they underestimate the data by
a factor of �2:5 [5]. Similar discrepancies were ob-
served for direct photon measurements from fixed target
experiments [6] and were attributed to effects of soft-
gluon radiations beyond NLO [7], to effects of initial
intrinsic transverse momentum, kT [8], or to experi-
mental problems in the difficult direct photon measure-
ments [9,10]. The 
0 calculations, as compared to the
jet or direct photon calculations, also require the proba-
bility for the scattered quark or gluon to fragment into
a pion.

Information on fragmentation to pions [11–15] has
principally come from global analyses of inclusive hadron
production in e�e� annihilation. These analyses con-
strain the quark-to-pion fragmentation functions well
but, via the scale dependence, the gluon-to-pion fragmen-
tation function to a lesser extent. For example, the latter
function at a scale of 100 GeV2 can vary by a factor of 2
to 10 when the fraction of the initial gluon momentum
carried by the pion is above 0.5. The more direct mea-
surements of gluon fragmentation functions from
b-tagged, three jet event data from the Large Electron-
Positron Collider [16] have played a limited role in the
global analyses because NLO corrections are unavailable
for the quantitative treatment, including scale and scheme
dependencies, of these data. As has been explored for
measurements of inclusive hadron production in p� pp
collisions [17], results from inclusive pion production at
high pT can be included in the global NLO analyses and
thus may provide meaningful constraints on the gluon-to-
pion fragmentation. These results also provide a reference
needed for quantifying the suppression of 
0 production
observed in Au-Au collisions at the Relativistic Heavy
Ion Collider (RHIC) [18] and, to the extent of agreement
with the calculations, the foundations for the planned
polarized gluon density measurement with polarized pro-
tons in the RHIC [19].

In this Letter, we report the first results on inclusive
neutral-pion production in p� p collisions at a center of
mass energy (

���
s
p

) of 200 GeV as extracted from the data
collected during the 2001–2002 run period (Run-2) of
RHIC. The bunched proton beams in the collider were
vertically polarized with spin orientations alternating in
successive bunches. By balancing the integrated luminos-
ity in the different spin states, the effects from polariza-
tion were canceled at the 0.1% level.

In Run-2, the PHENIX experiment [20] operated two
central arm spectrometers, one muon arm spectrometer,
and other detectors for triggering and vertex determina-
tion. This work used the beam-beam counters (BBC) [21]
for determining the collision vertex and constructing the
minimum bias (MB) trigger, and the electromagnetic
calorimeters (EMCal) [22] for detecting the neutral pions
and deriving high-pT triggers.
241803-3
The unbiased differential cross section for 
0 produc-
tion is calculated from the MB triggered data sample as

E
d3�

dp3 �
1

L̂L

1

2
p�T

CrecoCconv

f
0

N
0

�pT�y
; (1)

where N
0 is the number of 
0 ’s observed in a �pT wide
bin at p�T defined as the pT for which the cross section
equals its average over the bin; �y is the rapidity range;
Creco is a correction for the acceptance, reconstruction
efficiency, and pT smearing; Cconv is a correction for the
conversion of decay photons; f
0 is the fraction of the
inclusive
0 yield for which the MB trigger condition was
satisfied; and L̂L is the integrated luminosity for the
analyzed data sample. The high-pT triggered sample re-
quired an additional correction to account for the effi-
ciency of this trigger for 
0 detection.

The MB trigger imposed the requirement that the
collision vertex was within 75 cm of the center of the
interaction region. This vertex was reconstructed from
the difference in the arrival times of particles at the BBCs
which were located along the beam line at�1:44 m from
the nominal interaction point and subtended the pseudo-
rapidity range �	3:0–3:9
 with full azimuthal coverage.
In the analysis of the data, a more restrictive requirement
of �30 cm was applied.

The EMCal consisted of two subsystems: a six sector,
lead scintillator (PbSc) calorimeter and a two sector, lead
glass (PbGl) calorimeter. Located at a radial distance of
�5 m from the beam line, each of these sectors covered
the pseudorapidity range of j�j< 0:35 and an azimuthal
angle interval of �� � 22:5�. Each of the towers in the
calorimeter subtended �� ��� 0:01 0:01, thus en-
suring that the two photons from a decayed 
0 were
clearly resolved up to a pT of 12 GeV=c. Shower profile
analysis can extend this pT range beyond 20 GeV=c. The
energy calibration was corroborated by the position of the

0 invariant mass peak, the energy deposit from mini-
mum ionizing charged particles traversing the EMCal
(PbSc), and the correlation between the energy deposit
in the EMCal and the measured momentum for electrons
and positrons identified by the ring-imaging Čerenkov
detector. These studies showed that the accuracy of the
energy measurement was within 1.5%. At a pT of
�11 GeV=c, this uncertainty translates into a systematic
error on the 
0 yield of �12%. The effective energy
resolution for the data set was deduced from the widths
of the 
0 mass peaks, which varied with pT from 7% to
10% (PbSc) and from 12% to 13% (PbGl), and a com-
parison of the measured energy and momentum for iden-
tified electrons and positrons.

The number of recorded high-pT 
0’s was enhanced
by a high-pT trigger (denoted as 2 2) in which thresh-
old discrimination was applied independently to sums of
the analog signals from nonoverlapping, 2 2 group-
ings (called tiles) of adjacent EMCal towers. During
this run, the thresholds corresponded to a deposited en-
ergy of 0.75 GeV. The efficiency of this trigger for 
0
241803-3
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FIG. 1 (color online). (a) The efficiency of the 2 2 high-pT
trigger for 
0 as a function of the pT of the 
0. The dashed and
solid lines show the results of a Monte Carlo simulation based
on the 2 2 trigger tile efficiencies and the limit derived from
the fraction of active trigger tiles, respectively. (b) The fraction
of the inclusive 
0 yield which satisfied the MB trigger con-
dition. The solid line shows a fit of these data to a constant.
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detection, "22

0 	pT
, was obtained from the MB data. As

shown in Fig. 1(a), this efficiency reached a plateau at a
pT of �3 GeV=c. This dependence was reproduced by
Monte Carlo calculations which included the tile thresh-
old curves, the EMCal detector response, and the ge-
ometry of the active trigger tiles. The plateau level,
0:78� 0:03 for both PbSc and PbGl, was consistent
with the geometrical acceptance of the active trigger tiles.

Since only a fraction of inelastic p� p collisions
produce particles which enter both BBCs, the MB trigger
condition biased the recorded data sample, so only a
fraction, f
0 , of the inclusive 
0 yield was detected.
This fraction was determined from data collected by an
additional, high-pT trigger which had not been operated
in coincidence with the MB trigger. This trigger was
formed by threshold discrimination of the sums of the
analog signals from overlapping 2 2 groupings of ad-
jacent 2 2 trigger tiles. As shown in Fig. 1(b), the
fraction of these high-pT events with 
0’s for which the
MB condition was also satisfied was 0:75� 0:02, inde-
pendent of pT .

In each event, the two photon invariant mass was
calculated for each pairing of clusters. Clusters were
paired if the energy asymmetry, jE1 � E2j=	E1 � E2
,
was less than 0.8 (PbSc) or 0.7 (PbGl). For the PbGl,
the pairings were further restricted to those clusters
which were identified as electromagnetic via the shower
profile and time of flight. The 
0 yield was extracted by
integrating the invariant mass spectrum over a region
around the 
0 mass. The background contribution in
each pT bin was estimated and then subtracted by fitting
241803-4
the invariant mass distribution outside the peak region
(PbSc) or using the mixed event technique (PbGl). For
the PbSc and the PbGl, the background to signal ratio
varied with increasing pT from 1 to 0.1 and 1 to 0.03,
respectively.

The raw yields were corrected for the pT smearing
arising from the EMCal energy resolution and the steeply
falling spectrum, and for the losses due to disabled
towers, incomplete azimuthal coverage, energy asym-
metry cut, and photon identification cut (PbGl). The cor-
rection for these effects, Creco, was calculated with
Monte Carlo simulations which contained the configura-
tion of the active EMCal towers. The energy and position
of the decay photons were smeared with the measured test
beam resolutions [22] augmented by a constant energy
smearing of 5% (12%) for the PbSc (PbGl) to match the
response of the EMCal.

The correction for the losses due to conversions of
decay photons, Cconv, was determined to be 4% (PbSc)
and 9% (PbGl) by using a GEANT3 [23] simulation of the
PHENIX detector. The same simulation, using p� p
events from the PYTHIA generator [24], showed that the
contribution of 
0 ’s from secondary interactions was
negligible and that the contribution from decays of other
hadrons (e.g., K0 and � mesons) was less than 6%. The 
0

spectrum was not corrected for these decays.
The integrated luminosity, L̂L, was determined from

the number of MB events using an absolute calibration of
the trigger cross section obtained via the van der Meer
scan technique [25]. In a scan, the transverse profile of the
beam overlap is measured by sweeping one beam across
the other in steps while monitoring the MB trigger rate.
This information, the bunch intensities of the two beams
(�1011=bunch), and the revolution frequency (78 kHz) are
then used to compute the instantaneous luminosity. The
trigger cross section is the ratio of the MB trigger rate
when the beams were overlapping maximally to the in-
stantaneous luminosity. Based on three scans, this cross
section was 21:8� 0:9 (2.8) mb at the 68.5% (95%) con-
fidence level with an absolute error of 0.7 mb. From the
linear sum of the absolute error and half of the 95%
confidence level, point-to-point systematic error, an error
of 9.6% was assigned for the luminosity normalization.

During the run, the maximum and average in-
stantaneous luminosities were 1:5 1030 and 0:5
1030 cm�2 s�1, respectively. Contributions from multiple
collisions per bunch crossing and beam-gas interactions
were negligible. The MB trigger sample of 16 106

events corresponded to 0:7 nb�1. As computed from the
fraction of recorded MB events which also met the 2 2
high-pT trigger condition (� 1=47), the 18 106 high-pT
triggered events corresponded to an effective luminosity
of 39 nb�1.

The invariant differential cross sections obtained
from the MB and high-pT samples were consistent
within the statistical errors over the pT region of overlap
(pT � 5:5 GeV=c). Moreover, the results determined
241803-4
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independently from the PbSc and the PbGl data samples
were consistent within the total error as computed as the
quadrature sum of the statistical and point-to-point sys-
tematic errors. The main sources of the latter were (i) the
absolute energy scale, (ii) the extraction of the yield,
(iii) the correction of the yield for reconstruction effi-
ciency, and (iv) the correction of the yield for the geo-
metric acceptance. The magnitude of these errors is
tabulated for a low- and a high-pT bin in Table I.

From the MB and the high-pT trigger samples for pT
below and above 4 GeV=c, respectively, the cross section
and the errors were obtained by averaging the PbSc and
PbGl results using the total error for the weighting.
Figures 2(a) and 2(b) show this combined result and its
fractional statistical and systematic uncertainties
(��=�). The data are well parametrized by a power-
law form A	1� pT=p0


�n with parameters of A �
393 mb GeV�2 c3, p0 � 1:212 GeV=c, and n � 9:97.

In Fig. 2, our results are compared with NLO pQCD
calculations [26–28]. In these calculations, the cross sec-
tion is factorized into parton distribution functions
(PDFs) for the protons, parton-to-pion fragmentation
functions, and short-distance partonic hard-scattering
cross sections which can be evaluated using perturba-
tive QCD. Because of this factorization, the calculations
depend on unphysical, factorization and renormaliza-
tion scales which are of the order of the hard scale pT .
This dependence is reduced as higher order terms are
included in the perturbation expansion and thus serves
as a gauge for the uncertainty of calculations truncated at
a given order.

The calculations in Fig. 2 were performed with equal
renormalization and factorization scales of pT=2, pT ,
and 2pT , the CTEQ6M [29] set of PDFs, and two sets
of fragmentation functions. In general, these calculations
are consistent with the data, even at low pT (<2 GeV=c)
where the theory might be expected to be less applicable.
The calculations vary slightly (�15%) with the choice of
PDFs, whereas they change markedly with the choice of
fragmentation functions. As shown in Figs. 2(c) and 2(d),
the calculation with the ‘‘Kniehl-Kramer-Pötter’’ (KKP)
set of fragmentation functions [12] agrees with our data
better than the calculation with the ‘‘Kretzer’’ set [13]
does. These two sets differ mainly in that the gluon-to-
TABLE I. Summary of the sources of systematic errors on
the 
0 yields and the total systematic error for pT of 1.2 and
10:9 GeV=c. The normalization error of 9.6% is not listed.

% Error (PbSc) % Error (PbGl)
pT (in GeV=c) 1.2 10.9 1.2 10.9

Energy scale 3 11 6 12
Yield extraction 7 4 5 5
Yield correction 3 6 6 11
Acceptance stability 4.5 4.5 3 2

Total 9 14 10 17

241803-5
pion fragmentation function, D

g , is greater in the KKP

set. This difference is exhibited primarily at low pT
because of the dominance of gluon-gluon and gluon-
quark interactions for pT below �10 GeV=c [26]. Our
data are the first from a hadron experiment from which an
unambiguous conclusion may be drawn about D


g .
In summary, the invariant differential cross section for

inclusive neutral-pion production in p� p collisions at���
s
p
� 200 GeV was measured at midrapidity (j�j< 0:35)

as a function of pT up to �14 GeV=c. These results were
compared with two NLO pQCD calculations which dif-
fered in the choice of fragmentation functions. Over the
full range of pT , the calculations were consistent with the
results within the uncertainty of the calculations as
judged from the scale dependence, although the results
favored a larger gluon-to-pion fragmentation function.
 (GeV/c)Tp
0 5 10 15

FIG. 2 (color online). (a) The invariant differential cross
section for inclusive 
0 production (points) and the results
from NLO pQCD calculations with equal renormalization
and factorization scales of pT using the ‘‘Kniehl-Kramer-
Pötter’’ (solid line) and ‘‘Kretzer’’ (dashed line) sets of frag-
mentation functions. (b) The relative statistical (points) and
point-to-point systematic (band) errors. (c),(d) The relative
difference between the data and the theory using KKP (c)
and Kretzer (d) fragmentation functions with scales of pT=2
(lower curve), pT , and 2pT (upper curve). In all figures, the
normalization error of 9.6% is not shown.
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H. Büsching,9 L. Carlén,13 S. Chattopadhyay,3 M. P. Decowski,18 H. Delagrange,10 P. Donni,4 M. R. Dutta Majumdar,3

K. El Chenawi,13 K. Enosawa,14 S. Fokin,5 V. Frolov,6 M. S. Ganti,3 S. Garpman,13 O. Gavrishchuk,6 F. J. M. Geurts,12

T. K. Ghosh,16 R. Glasow,9 B. Guskov,6 H. Å. Gustafsson,13 H. H. Gutbrod,11 I. Hrivnacova,15 M. Ippolitov,5

H. Kalechofsky,4 R. Kamermans,12 K. Karadjev,5 K. Karpio,17 B. W. Kolb,11 I. Kosarev,6 I. Koutcheryaev,5 A. Kugler,15
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Several hadronic observables have been studied in central 158A GeV Pb1Pb collisions using data mea-
sured by the WA98 experiment at CERN: singlep2 and K2 production, as well as two- and three-pion
interferometry. The Wiedemann-Heinz hydrodynamical model has been fitted to the pion spectrum, giving an
estimate of the temperature and transverse flow velocity. Bose-Einstein correlations between two identifiedp2

have been analyzed as a function ofkT , using two different parametrizations. The results indicate that the
source does not have a strictly boost invariant expansion or spend time in a long-lived intermediate phase. A
comparison between data and a hydrodynamical based simulation shows very good agreement for the radii
parameters as a function ofkT . The pion phase-space density at freeze-out has been measured, and agrees well
with the Tomás̆ik-Heinz model. A large pion chemical potential close to the condensation limit ofmp seems to
be excluded. The three-pion Bose-Einstein interferometry shows a substantial contribution of the genuine
three-pion correlation, but not quite as large as expected for a fully chaotic and symmetric source.
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I. INTRODUCTION

The study of single-particle distributions of particles pr
duced in heavy-ion collisions gives access to the degre
0556-2813/2003/67~1!/014906~13!/$20.00 67 0149
of

thermal and chemical equilibrium at freeze-out, and allo
the determination of the parameters of hydrodynamical
pansion models of the source. The spatiotemporal exten
of the interaction region created in such collisions is n
©2003 The American Physical Society06-1
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FIG. 1. The WA98 experimen-
tal setup.
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directly observable, but the study of Bose-Einstein interf
ometry between identical particles provides information
the geometry and on the dynamical evolution of the part
emission sources. In particular, the correlations between
duced pions give access to the size of the homogeneity
gion, to the duration of emission, and to various parame
characterizing the spatial extension of the fireball@1#. In ad-
dition, by combining information from the source size
momentum-space obtained by interferometry, and from
momentum-space density provided by the single-particle
tributions, an average phase-space density at freeze-ou
be calculated.

Compared to the two-particle correlation, the thre
particle correlation can provide additional information on t
chaoticity and asymmetry of the source emission@2–4#. In
particular, the three-pion interference produced by a fu
chaotic source is sensitive to the phase of the Fourier tr
form of the source emission function and, hence, to
asymmetry of the source.

In this paper, we present the analysis of single-part
production, and of two- and three-pion interferometry me
sured in the WA98 experiment for central 158A GeV
208Pb1208Pb collisions at the CERN SPS. In addition, es
mates of hydrodynamical expansion model parameters, t
perature and transverse flow velocity are extracted fr
these results.

II. EXPERIMENTAL SETUP AND DATA PROCESSING

The CERN SPS fixed target experiment WA98@5# com-
bined large acceptance photon detectors with a two
charged particle tracking spectrometer. The experimental
out is shown in Fig. 1. The 158A GeV Pb beam interacte
with a Pb target near the entrance of a large dipole mag
The online trigger centrality selection used a forward ca
rimeter located at 0° and a midrapidity calorimeter meas
ing the total transverse energy in the pseudorapidity inte
3.2<h<5.4. The results presented here have been obta
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from an analysis of the complete data set. These data w
taken with the most central triggers corresponding to ab
10% of the minimum bias cross section of 6300 mb@6,7#,
with an average of 330 participating nucleons per collisio
These quantities are estimated to have an overall system
error of less than 10%. The charged particle spectrom
made use of a 1.6-Tm dipole magnet with a 2.431.6-m2 air
gap which deflected the charged particles in the horizo
plane into two tracking arms located downstream, one
each side of the beam axis. The results shown here are m
surements ofp2 and K2 observed in the negative particl
tracking arm of the spectrometer. This tracking arm consis
of six multistep avalanche chambers with optical readout@8#.
Inside the chambers, triethylamine photoemissive vapor p
duced UV photons along the path of charged particles, th
photons being subsequently converted to visible light
wavelength shifter plates. On exit, the light was reflected
mirrors at 45° to CCD cameras equipped with two ima
intensifiers. The active area of the first chamber was
30.8 m2 and that of the other five 1.631.2 m2. Each CCD
camera pixel viewed a region of about 3.133.1 mm2 on the
chambers. Downstream of the chambers, at a distance of
m from the target, a 431.9-m2 time of flight wall allowed
for particle identification with a time resolution of better tha
120 ps. The resulting particle separation is shown in Fig
The p2 rapidity acceptance ranged fromy52.1 to 3.1 with
a rapidity average at 2.7, close to the midrapidity value
2.9. The momentum resolution of the spectrometer w
Dp/p50.005 atp51.5 GeV/c, resulting in an average pre
cision of better than or equal to 10 MeV/c at vanishingpT

for all the Q variables used in the correlation analysis a
defined in Secs. IV and VI:s(Qinv)57 MeV/c, s(QTO)
510 MeV/c, s(QTS)55 MeV/c, s(QL)53 MeV/c,
s(QT)58 MeV/c, s(Q0)55 MeV/c, and s(Q3)
57 MeV/c. Severe track quality cuts were applied, resulti
in a final sample of 7.93106 p2, providing 13.73106 pairs
6-2
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and 13.13106 triplets for the Bose-Einstein correlatio
analysis.

III. SINGLE-PARTICLE SPECTRA AND
HYDRODYNAMICAL MODEL

The study of inclusive distributions of single particle
produced in heavy-ion collisions can be interpreted in
context of models of the source using hydrodynamical
pansion. Within the context of such models, which assu
local thermal equilibration, parameters like the temperat
and collective velocity at freeze-out can be determined
the limit of a stationary fireball, the distribution takes th
simple form@9#

E
dN

dp3
[

dN

mTdmTdydf
}Ee2(E2m)/T, ~1!

where p is the Cartesian particle momentum,mT

[ApT
21m0

2 is the transverse mass,pT is the transverse mo
mentum, m0 is the rest mass,y is the rapidity, E
5mTcosh(y2yfireball), m is the chemical potential, andT is
the temperature.

In the limit where only a narrow rapidity interval close
yf ireball is measured, the spectrum becomes

E
dN

dp3
;mTe2mT /T,

and, in the case of a rapidity-integrated spectrum,

FIG. 2. Particle identification in the negative arm of the sp
trometer.
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dN

mTdmT
}mTK1S mT

T D→;AmTe2mT /T

whereK1 is a modified Bessel function. The last approxim
tion holds in the limitmT@T. Plotted againstmT2m0, all
particles from a thermalized emitter should show the sa
universal exponential behavior. However, different additio
features like transverse hydrodynamic expansion or parti
originating from the decay of resonances will distort t
shape of the spectrum. It was noted in Ref.@10# that for the
popular fit with a simple exponential inmT ~without themT
prefactor!,

E
dN

dp3
5Ce2mT /T, ~2!

an interpretation of the resulting slope parameter in terms
a temperature is not possible. However, since it is found to
the measured spectrum better than the previous express
it is useful for obtaining an estimate of the inverse slo
parameterT.

A. Data analysis

A detailed description of the analysis of the single parti
spectra presented here can be found in Ref.@11#. The correc-
tion for detector acceptance and efficiency applied to
measured spectrum is based on a precise simulation o
detector, tuned in order to reproduce the measured dete
response as accurately as possible using the VENUS@12#
event generator as input. Multiple scattering, decays, and
other reactions within the detector material are taken i
account. Efficiency maps depending on the hit position
each chamber, the particle momentum, and its identity
applied, together with position resolution and noise simu
tion. Simulated events are then reconstructed using the s
code as for real data, ensuring that any software-indu
systematics are also taken into account. The output is t
matched to the VENUS input. This correction procedure
sures that the final result is little sensitive to remaining co
tamination, such as pions in a kaon sample. A detailed st
of the systematic uncertainty has been performed and
found to be small, especially as regards the slope of
spectrum (;3%). Theabsolute normalization, on the othe
hand, is more sensitive to detector instabilities which co
not be perfectly simulated, and is found to have an estima
uncertainty of at most 20%.

Since the statistical uncertainty on the finalmT spectrum
is negligible compared to the systematics, it is possible
apply very severe quality cuts on the reconstructed tra
and on the events used.

In contrast to the Bose-Einstein analysis, only a subse
all data is kept using only run periods where the detec
operation remained particularly stable. The analysis is p
formed separately for identifiedp2 andK2. The final data
sample consists of 4.73105 p2 tracks and 1.83104 K2

-

6-3



w
p

n
fie
b

s
ig.

M. M. AGGARWAL et al. PHYSICAL REVIEW C 67, 014906 ~2003!
drawn from 3.83105 central events. Figures 3 and 4 sho
the detector acceptance for negative pions and kaons, res
tively, obtained from the simulation. Thep2/p1 ratio and
the K2/K1 ratio of the number of detected pions and kao
have also been measured using two opposite magnetic
polarities. The results will be presented in a separate pu
cation.

FIG. 3. Acceptance of tracking arm I in the (pT ,y) plane
for pions.

FIG. 4. Acceptance of tracking arm I in the (pT ,y) plane
for kaons.
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B. Results

Figure 5 shows the final~fully corrected! single-particle
spectrum forp2 plotted as a function of the two variable
mT andy. The form of the detector acceptance shown in F
3 is clearly noticeable, except for the lowpT-low y lobe,
which has been omitted here.

FIG. 5. Two-dimensional~fully corrected! single pion spectrum
as a function of the two variablesmT andy.

FIG. 6. One-dimensional~fully corrected! mT spectrum forp2.
The errors are statistical. The power-law fit of Eq.~3! is superim-
posed on the data points. The fit interval ismT2m0

5@0.05,1.2# GeV/c2.
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Figure 6 shows the projection on themT axis ~norm-
alized to a unit rapidity interval using the VENUS pro
file! of the two-dimensional spectrum of Fig. 5. A fit t
the exponential form of Eq. ~2! over the
interval mT2m05@0.1,1.2# GeV/c2 ~not shown in Fig. 6!
yields C55220680 (stat.)2200

11270(syst.), and T50.168
60.001 (stat.)20.005

10.001 (syst.) GeV, with ax2 per degree of
freedom of 1.6. This result is in agreement with the NA
result @13#.

At high pT , where perturbative QCD becomes applicab
the spectra are expected to attain a power-law behavio
observed in numerous high-energy pp measurements~see,
for example, Ref.@14#!. The heavy-ion data of this exper
ment seem to follow that trend even into the lowerpT range.
Therefore, a parametrization originally inspired by QCD@15#
and successfully applied already topp data@14# and heavy-
ion data@16# can be used to fit the spectrum,

E
d3s

dp3
5CS p0

pT1p0
D n

, ~3!

with C, p0, and n taken as free parameters. A link to th
more familiar exponential slope parameterT is obtained
from the derivative of this expression according to

Tpower-law52
f ~pT!

] f ~pT!

]pT

5
p0

n
1

pT

n
.

Thus,p0 /n characterizes the slope of the transverse mom
tum spectrum in the limitpT→0, while 1/n characterizes its
gradient alongpT , i.e., the strength of the concave curvatu
The extracted parameters areC54150670, p054.80
61.04 GeV/c and n529.065.9, which gives a slope pa
rameterT[p0 /n50.16660.005 GeV. Thex2 per degree of
freedom is 1.0. The same fit performed on thep0 spectrum,
measured by the WA98 experiment@7,6,17,18#, yields C
551206140, p055.0860.18 GeV/c, n529.360.8, and so
T50.17360.002 GeV. The acceptance for thep0 measure-
ment being different, it is interesting to note that fitting on
the pT5@0.3,1.4# GeV/c common interval of both spectr
yields T50.169 GeV forp2 and T50.166 GeV forp0,
showing that the result is stable with respect to the fit inter
and that the spectra agree quite well.

It has also been shown that fluctuation of the paramete
an exponential distribution leads to a final distribution of t
powerlike form @19#. This behavior can be interpreted
terms of a suitable application of the nonextensive statis
of Tsallis @20#. This interpretation is convenient to describ
particle production at fluctuatingT, as may occur near th
phase transition. These fluctuations would exist in sm
parts of the hadronic system with respect to the whole s
tem rather than between events. The average^T& around
which the temperature fluctuates is given byp0 /n
50.166 GeV, and the relative variance of 1/T is
01490
,
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n-

.

l
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s
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v5

K S 1

TD 2L 2 K 1

TL 2

K 1

TL 2 5
1

n
50.034,

both for p2 andp0.
This corresponds to a nonextensivity parameterq51

1v of 1.034. This result, interpreted in the spirit of Re
@19#, indicates a relative fluctuationDT/T of 18.461.9%
(18.460.3%) for thep2 (p0) measurement. However, thi
analysis neglects the contributions of resonance decays
flow velocity distributions. Both of these effects increase t
curvature of the pion spectrum. Thus the value ofDT/T
518.4% should be considered an upper limit on the te
perature fluctuations.

The averaged negative pion yield per un
rapidity in the acceptance window is 1/NevtdN/
dy512961 (stat.)25

123(syst.). Figure 7 shows the sam
plot as above for kaons. A fit to the exponential for
2 yields C510006120 (stat.)21

1260 (syst.), andT50.181
60.005 (stat.)20.009

10.001 (syst.) GeV. So the inverse slopeT for
kaons and pions are comparable. It should be noted tha
rapidity acceptance is quite different for the two particle sp
cies, thep2 acceptance being much closer to midrapidi
An estimate of the effect induced by this difference in acc
tance can be made using the term cosh(Dy) given below Eq.
~1!. The inverse slope forK2 would become of the order o
0.230 GeV. TheK2/p2 ratio at a common rapidity of 2.3 is
11.460.4 (stat.)22.7

10.6 (syst.)%, which is in agreement wit
the NA49 result@13#.

FIG. 7. p2 ~black circles! and K2 ~empty circles! single-
particle spectra. The error bars are statistical only. Note that for
same transverse mass,pT is different for pions and kaons. The inse
shows the~bin by bin! ratio of the twopT spectra.
6-5
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C. Hydrodynamical source expansion model

The single pion spectrum has been fitted in the inter
0.05,mT2m0,1.2 GeV/c2 with the Wiedemann-Heinz
~W.-H.! model @21–26#. It relies on the following idea: the
main characteristics of the particle phase-space distribu
at freeze-out can be quantified by its widths in the spatial
temporal directions, a collective dynamical component~pa-
rametrized by a flow field! which determines the strength o
the position-momentum correlations in the source, and a
ond, random dynamical component in momentum space~pa-
rametrized by a temperature!. The model emission function
contains seven parameters, but the shape of the sin
particle transverse mass spectrum is fully determined by
temperatureT and the transverse flow rapidity profil
hT(r )5h f(r /R) which is assumed to depend linearly on t
transverse coordinater, whereh f is the transverse flow ra
pidity strength, andR the Gaussian transverse spatial wid
The mean transverse flow velocity^bT& can be easily calcu
lated as the mean value of tanh@hT(r)# over the transverse
source profile. The results will be given as a function of^bT&
rather thanh f , since its physical interpretation is mor
straightforward.

The three parameters that are allowed to vary freely d
ing the fitting procedure areT, h f , and an overall normal-
ization factor. The result of the fit isT50.08460.003 GeV
and^bT&50.5060.02, thex2/d.o.f. being 1.1. The resulting
curve is not shown in Fig. 6 as it is hardly distinguishab
from the power-law fit. The temperature and flow paramet
are strongly correlated, so it is more interesting to consid
x2 contour plot of the fit to the measured single partic
spectrum as a function of those two parameters. Figur
shows the result assuming a Gaussian transverse spatia
file, and Fig. 9 assuming a box profile of the same rms wi
as the Gaussian one. Only direct pions are considered in
model. Furthermore, only statistical errors are taken into
count during the fit. The curves displayed represent differ
confidence levels for the (T,^bT&) values.

The dependence of thex2/d.o.f. on the shape of the
source is very small, the bestx2/d.o.f. being slightly larger
for the box profile~1.5!. While the best fit temperature ap
pears to be independent of the shape of the source, the
fit flow velocity is considerably smaller (^bT&50.29) for the
box profile. Inclusion of the resonance decay contribution
the model calculation would be expected to reduce the
tracted flow velocity parameters and increase the tempera
parameters. The precise effects do however depend on de
of the models used.

IV. TWO-PION CORRELATIONS

Bose-Einstein interferometry is most commonly used
study pairs of identical particles. The correlation functionC2
is defined, up to a proportionality factorN, as the ratio of a
two-particle spectrumP2 over the product of two single
particle spectraP1,

C2~pW 1 ,pW 2!5N P2~pW 1 ,pW 2!

P1~pW 1!•P1~pW 2!
,
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FIG. 8. x2 contour plot of the hydrodynamical model fit to th
measuredp2 single-particle spectrum of Fig. 6. A Gaussian profi
is assumed for the transverse spatial profile of the source.
curves displayed represent successively~starting with the innermost
one! contours at 50% C.L., 90% C.L., 99% C.L.~dashed line!, and
99.9% C.L., and the last curve indicates a highly excluded reg
The black square represents the best parameter values.

FIG. 9. Same plot as in Fig. 8, but assuming a box profile for
transverse spatial profile of the source.
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with

P1~pW !5E
dN

dp3

and

P2~pW 1 ,pW 2!5E1E2

dN

dp1
3dp2

3
,

whereEi andpW i are the energy and momentum of particlei,
respectively.

Experimentally, the product of one-particle distributio
in the denominator is commonly obtained by a mixed ev
technique whereas the two-particle distribution in the n
merator is constructed from all pair combinations of identi
particles found in each event.C2 is then normalized to unity
far away from the interference region.

A fully chaotic source can be seen as a superposition
uncorrelated elementary sources, and one- and two-par
distributions may be expressed through the Wigner func
of the sourceS(x,k12) @1#. The correlation function is then
written

C2~pW 1 ,pW 2!511l
u Ed4xS~x,k12!exp@ iq12x#u2

u Ed4xS~x,k12!u2

with q125p12p2 the four–momentum difference of the tw
particles, k125(p11p2)/2, and x5(x11x2)/2 the mean
space-time coordinate of the pair emission point. The ch
ticity parameterl is inserted to take into account the pos
bility that the source may not be fully chaotic and also th
any wrongly reconstructed tracks, or tracks originating fro
decays of long-lived resonances, will dilute the Bos
Einstein correlations in the data. A one-dimensional inter
ometry analysis is commonly made as a function ofQinv

[A2q12
2 , whereas a multidimensional analysis uses a se

Q variables which are defined as various projections ofq12.

A. Data analysis and results

Two independent analyses were performed with the co
plete data set recorded in the negative tracking arm@11,27#
totalling 13.73106 pairs of identifiedp2. These data were
corrected for resolution and Coulomb effects in an iterat
way @28#. The Gamow correction was not used as it overc
rects the data in theQinv range of 0.1–0.3 GeV/c. Because
the finite resolution in the measurement of theQ variables
leads to an underestimate of the radii andl parameters, a
correction has to be implemented in the fitting procedu
This is done by a convolution method, replacing theC2(QW )
formula expressing the two-particle correlation function us
to fit the data by
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C2
rc~QW !5E E E r ~QW ,QW 8!C2~QW 8!dQW 8,

wherer (QW ,QW 8) is the resolution function which is chosen
be Gaussian:

r ~QW ,QW 8!51/~2p!3/21/uVu1/2

3exp@21/2~QW 2QW 8!TV21~QW 2QW 8!#.

The diagonal elements of the covariance matrixV are set
equal to the square of the variousQ resolutions, which are
estimated by a full simulation of the experimental setup a
function of thekT5upW T11pW T2u/2 of the pairs. The nondiago
nal elements ofV are neglected, as the resolution correcti
has a very small effect compared to the Coulomb correct
Figure 10 showsC2, the measuredp2p2 correlation func-
tion, plotted as a function ofQinv before and after the reso
lution and Coulomb corrections. In the plot, the correcti
for resolution is obtained by multiplying each data point
C2

rc(Qinv)/C2(Qinv). C2 is clearly exponential@29#. The
solid curve is a fit of the form 11leexp@22QinvRinv] which
gives Rinv57.3360.08 fm andle50.78860.009 for ^kT&
50.116 GeV/c. This exponential behavior appears not
hold in the three-dimensional analysis, where projec
slices are better represented by Gaussians.

The three-dimensional analysis of Bose-Einstein corre
tions has been done using two different parametrization
the longitudinally comoving system~LCMS!: the standard
Pratt-Bertsch fit~PB! in the three-dimensional space of m
mentum differencesQTS ~perpendicular to the beam axis an

FIG. 10. The measured two-pion correlation functionC2 ~full
symbols!, corrected for resolution and Coulomb effects, as a fu
tion of Qinv . The full line is a fit to an exponential form, wherea
the dashed curve is a fit to a Gaussian form. The empty sym
show the data before corrections.
6-7
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to the transverse momentum of the pair!, QTO ~perpendicular
to the beam axis and parallel to the transverse momentu
the pair!, andQL ~parallel to the beam axis! @30#, including a
cross termRout-long

2 as predicted@31#,

C2511lexp@2QTS
2 RTS

2 2QTO
2 RTO

2 2QL
2RL

2

22QTOQLRout-long
2 #,

and the Yano-Koonin-Podgoretski� fit ~YKP! @21# in the Q0
~energy difference of the pair!, QT ,QL space,

C2511lexp@2QT
2RT

21~Q0
22QL

2!R4
22~Q•U !2~R0

21R4
2!#,

where U5g(1,0,0,vL), g51/A12vL
2 with vL in units

of c51.
In the YKP parametrization the different radii are inva

ant under a longitudinal Lorentz boost, and the speed par
eter vL connects the local rest frame to the measurem
frame ~the LCMS in our case!. The results as a function o
thekT of the pairs are shown in Figs. 11 and 12 and summ
rized in Table I. Thel parameters of the YKP fit~not shown
in Table I! are found compatible with thel parameters of the
PB fit.

The systematic errors, not included in Figs. 11 and
and Table I, are estimated by varying the different analy
cuts, including the cuts used to identify the pion with t
time of flight system. The systematic error on the Coulo
correction due to the error on the determination of the rad
parameters is also taken into account. All these variations

FIG. 11. ThekT dependence of the Pratt-Bertsch paramete
The points are plotted at the averagekT of the bin, and the horizon-
tal bars indicate the bin width. The open symbols in the figure
bottom right show thel parameter after correction for backgroun
from misidentified pions, as explained in Sec. V.
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added in quadrature. The total relative systematic errors
the radii DR/R amount to 0.8% forRinv , 1.4% for RTS,
3.5% forRTO , 9.1% forRL , 0.8% forRT , and 9.7% forR4.
Systematic errors onRout-long

2 and vL are asymmetric and
reach, respectively,21.7

12.2 fm2 and 20.08
10.13.

The RTS and RL parameters from the PB fit are in goo
agreement, respectively, withRT and R4 from the YKP fit.
The cross termRout-long

2 from the PB fit andvL from the
YKP fit deviate from zero.

In a source undergoing a boost invariant expansion
local rest frame coincides with the LCMS. Both the cro
term andvL expressed in the LCMS are then expected
vanish@21#. As this is not quite the case, it suggests that
source seen within the acceptance does not have a str
boost invariant expansion. The strong decrease of the lo
tudinal radiusRL or R4 with kT compared to the transvers
radii RT , RTS, and RTO shows a longitudinal expansio
which is larger than the transverse one. Finally, theR0 pa-
rameter~not shown in the figures!, which corresponds to the
duration of emission of particles from the source, is comp
ible with zero for allkT bins, excluding a long-lived inter-
mediate phase. These results agree with the previously
lished WA98 results obtained using roughly half of th
present data sample@29#. The WA98 analysis is compatible
with the NA49 results obtained in a slightly different rapidi
range (̂ y&53.2) with unidentified negative particles@32#.
The direct comparison with the NA44 results is not possi
because NA44 and WA98 do not have the same rapi
range. The smallerRTO measured by NA44@33# can be ex-
plained by the larger rapidity range of its acceptance~3.1
,y,4.1!.

.

t

FIG. 12. Comparison between the PB and YKP fits in t
LCMS. The cross termRout-long

2 from the PB fit andvL from the
YKP fit both show a deviation from zero at largekT when estimated
in the LCMS. TheRTS and RL parameters from the PB fit are i
good agreement with, respectively,RT andR4 from the YKP fit.
6-8
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TABLE I. Three-dimensional analysis as a function ofkT for the PB and YKP fits.l after correction for
backgrounds from misidentified pions is also shown.

^kT& 0.02 GeV/c 0.07 GeV/c 0.125 GeV/c 0.175 GeV/c 0.285 GeV/c

RTS 6.4860.18 fm 6.6760.15 fm 5.5560.24 fm 5.1360.32 fm 4.8160.29 fm
RTO 6.9560.20 fm 6.6260.16 fm 6.7060.29 fm 6.2960.43 fm 6.0760.50 fm
RL 8.6960.26 fm 7.5460.19 fm 5.9560.27 fm 5.4560.37 fm 5.1560.34 fm
Rout-long

2 1.5162.11 fm2 0.5561.45 fm2 20.5261.96 fm2 23.0162.31 fm2 24.5161.94 fm2

l 0.33460.012 0.36260.010 0.33760.018 0.32460.026 0.39160.036
lcor 0.64660.023 0.63460.018 0.55760.030 0.51160.041 0.59660.055
RT 6.6660.14 fm 6.5460.13 fm 5.9960.19 fm 5.7860.29 fm 5.1760.26 fm
R4 8.6860.26 fm 7.5260.19 fm 5.9760.28 fm 5.4960.39 fm 4.9460.35 fm
vL 0.0260.08 fm 20.0460.06 fm 0.0860.08 fm 0.1460.10 fm 0.2060.09 fm
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B. Comparison with a hydrodynamical model based simulation

The W.-H. model can be used to generate correla
functions which can be compared to the data. For that p
pose, all necessary integrations are performed numeric
@25# to get the value ofC2 in the PB parameterization fo
given values ofQTS, QTO , QL , kT , and the rapidityY
5(y11y2)/2 of a pair. To simulate properly the acceptan
of the negative tracking arm, the mean values ofkT and
Y for each (QTS,QTO ,QL) bin are calculated using rea
data, and then for each bin the mean valu
(^QTS&,^QTO&,^QL&,^kT&,^Y&) are used as input for the hy
drodynamical calculation. This procedure is repeated for
five kT intervals used in the data analysis. The correlat
functions are generated neglecting contribution fro
resonances, usingT585 MeV, h f50.5 ~values extracted
from the single-particle spectra analysis!, R58 fm, t0

FIG. 13. Comparison between simulation and data as a func
of kT . The open symbols are the result of the fit of the PB form
to the correlation functions produced by the hydrodynamical mo
whereas the full symbols are the result of the fit to the data.
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511 fm/c, Dt52 fm/c, and Dh51.3 ~see Ref.@25# for
definitions of the parameters!. Figure 13 shows the Bose
Einstein radii extracted from fitting the simulated correlati
functions with the PB formula. The error bars used to p
form these fits are taken to be the same as the ones calcu
for the real data in each (QTS,QTO ,QL) bin. The measured
results are shown on the same plot, and the agreeme
found to be good. The shift in the the cross termRout-long

2

between data and simulation is compatible with the syste
atic uncertainty.

V. AVERAGE PION PHASE-SPACE DENSITY AT FREEZE-
OUT

As themT spectrum gives the momentum-space density
freeze-out and as the Bose-Einstein correlation radii prov
information on the covariant volume for particles of mome
tum pW , it is possible, by combining these results, to extra
the average phase-space density^ f &(pT ,y) at freeze-out
@34,35#,

^ f &5
Al

S Ep

p3/2D RTSARTO
2 RL

22Rout-long
4

dn

dypTdpTdf

with Ep5Amp
2 1p25mTcoshy. The radii andl are func-

tions of pT andy. The factorl, which comes from the two-
pion correlation analysis, corrects for contributions of pio
originating from long-lived resonances decaying close to
primary vertex. A difficulty of this method is to include onl
the contribution of the real pions in the determination ofl,
excluding backgrounds from misidentified particles. This
achieved by applying tol, separately for eachkT bin, a
correction factor obtained from a full simulation of the e
perimental setup, taking into account geometrical acc
tance, backgrounds and efficiency of the chamber-cam
time of flight system. The effects can be seen in Fig.
bottom right, wherel with and without correction is
displayed.

n

l,
6-9
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Figure 14 and Table II show the results on the aver
phase-space density forp2 as a function ofpT . The error
bars reflect the statistical errors only. The systematic un
tainties are dominated by the uncertainty of the correction
the l parameter, which is estimated to be 20%, and by
systematic error onRL , giving a total of 13.7% systemati
error on ^ f &. Within errors, all nuclear collision measure
ments at the SPS are found to be indistinguishable@36#, and
our result at mid-rapidity agrees well with these previo
measurements. The dashed lines indicate Bose-Einstein
sity distributions^ f &5@exp(Ep /T)21#21 of static sources of
pions (Ep'mT) for three choices of the freeze-out tempe
ture T: 80, 100, and 120 MeV, from the lower curve to th
higher curve. The results are in rough agreement with
100-MeV distribution at lowpT , but show a clear deviation
from a Bose-Einstein distribution at highpT . As pointed out
in Ref. @37#, this deviation is mainly due to the strong lon
gitudinal expansion of the fireball which reduces the s
tially averaged phase-space density and, to a lesser ex
due to the radial collective flow, which adds extra transve
momentum to the particles compared to particles emitted
a static source. Consequently, even in the absence of tr
verse flow,̂ f & will be reduced compared to a Bose-Einste
density distribution. This effect may necessitate a posit
pion chemical potential in order to match the experimen
observation. Such a positive potential can be related to
presence of pions from short-lived resonance decays.

FIG. 14. Average pion phase-space density as a function opT

compared to different models~see the text!.
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Tomás̆ik-Heinz ~T.-H.! model @37# used to fit the data as
sumes a thermalized fireball with a longitudinally boo
invariant expansion and a transverse flow rapidity pro
which depends linearly on the transverse coordinate. T
model includes a pion chemical potential and has three
parameters, the freeze-out temperatureT, the strength of the
transverse flow rapidity profileh t , and m0, the chemical
potential value in the center of the fireball. In Fig. 14, the f
line is a fit of the T.-H. model with a box transverse dens
profile, whereas the point-dashed line is a fit of the sa
model with a Gaussian transverse profile. Both fits ag
well with the data with ax2/d.o.f. of 0.78 and 0.93 for,
respectively, the box and Gaussian profiles, givingT
587227

152 MeV, h t50.4920.22
10.07, andm05572125

129 MeV for the
box profile. Thish t result corresponds to a mean transve
flow velocity ^bT&50.4220.18

10.05. Due to the lack of experi-
mental points at largepT , the T.-H. model with the Gaussia
profile provides very loose estimates of these paramet
which are nevertheless compatible with those from the b
profile. Figure 15 shows thex2 contour plot for the T.-H.
model with the box profile forT andh t . The curves repre-
sent ~starting from the center! contours at 39%, 70% and
99% confidence level. The best fit is obtained for a pi
chemical potentialm0557 MeV ~black square! but a solu-

FIG. 15. x2 contour plot for the T.-H. model with a box profile
Starting from the center, the curves represent contours at 39%, 7
and 99% confidence levels forT and h t . The black square is the
best fit (m0557 MeV). The full circle is the result withm0 ex-
cluded from the fit and set to zero.
TABLE II. Averagep2 phase-space density^ f & at freeze-out as a function ofpT .

^pT& 0.02 GeV/c 0.07 GeV/c 0.125 GeV/c 0.175 GeV/c 0.285 GeV/c

^ f & 0.31960.018 0.27260.012 0.23760.019 0.18260.022 0.08860.012
6-10
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tion with m050 MeV is also possible~full circle!. On the
other hand, a large pion chemical potential at freeze-
close to the Bose condensation limit ofm05mp , as could be
speculated given the rather low mass of the pion, seems t
excluded in view of the error bar onm0.

The results of the fit of the W.-H. model on the singlep2

spectrum can be compared to the fit of the T.-H. model
the phase-space distribution. The agreement is good foT,
and satisfactory for̂bT& when taking into account the sys
tematic error. It should be noted that the constraint provid
by the fit of the T.-H. model is weak compared to the o
given by the W.-H. model because of the relatively sm
amount of experimental points in the phase-space distr
tion. Moreover the T.-H. model uses a pion chemical pot
tial whereas the W.-H. model does not. Finally, as^ f & is the
pion occupation per six-dimensional position^ momentum
cell, the obtained values do not provide striking evidence
the presence of an excess of pions or for the presenc
large disoriented chiral condensates. This chiral conden
phenomena has been investigated by other means w
WA98 @38,39#.

FIG. 16. The three-pion correlation functionC3 as a function of
Q3. The full line is a fit to a double exponential form~see the text!.
The dotted and dashed lines are fits, respectively, to a single e
nential and a Gaussian form.
01490
t,
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n

d
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-

r
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VI. THREE-PION CORRELATIONS

In the hypothesis of a fully chaotic source of identic
particles, the two-pion correlation function can be writt
C2511uF12u2 whereuF12u2 is the Fourier transform square
of the space-time source function. The three-pion correla
function is thenC3511uF12u21uF23u21uF31u212•Re$F12

•F23•F31%. The termsuFi j u2, which express the contribution
of the three combinations of the two-pion correlations co
tained in the triplet~123!, provide the largest contribution to
C3. The last term only represents the genuine three-b
correlation. It can be written 2•uF12u•uF23u•uF31u•W, where
Fi j is defined as uFi j uexp@ifij# and W[cos(f121f23

1f31). The simultaneous measurement ofC2 and C3 pro-
vides information onW, the cosine of the sum of the thre
phases of the Fourier transforms. In contrast, the meas
ment ofC2 alone gives access only to the radii of the sou
and not to the phases. If the emission source is fully chao
W measures the asymmetry of the source. In the presenc
not fully chaotic sources, which is likely to be the case,W,
the strength of the true three-body correlation, is basica
sensitive to the coherence. So, in the framework of the p
tially coherent model@40#, W gives information on the de

o-

FIG. 17. The factorW as a function ofQ3. The error bars
include statistical and systematic errors. The statistical errors a
are contained within the size of the symbols.
TABLE III. Weighted mean of the strength of the genuine three-pion correlations^W& as a
function of Q3.

Q3 range 0.01–0.02 GeV/c 0.02–0.03 GeV/c 0.03–0.04 GeV/c 0.04–0.05 GeV/c 0.05–0.06 GeV/c

10.201 10.156 10.145 10.177 10.258
^W& 0.830 0.780 0.736 0.654 0.557

20.175 20.143 20.138 20.193 20.293
6-11
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gree of chaoticity of the emission source in a manner wh
is insensitive to backgrounds such as the contributions f
resonances. The complete data set recorded with the neg
tracking arm yielded a total of 13.13106 triplets of p2.

After correction for resolution and Coulomb effects,1 a
strongC3 signal is observed~Fig. 16! as a function ofQ3

[AQ12
2 1Q23

2 1Q31
2 with Qi j [A2(pi2pj )

2, which can be
fitted by a double exponential function
e
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C3511l1exp@22Q3R1#1l2exp@22Q3R2#,

with fitted parametersR155.0860.26 fm, l153.1260.27,
R251.6660.08 fm, l250.34160.046, and x2/d.o.f.
51.10. Such a non-Gaussian behavior was in fact predic
by a final-state rescattering model@41#. After the measure-
ment of C2 and C3, the data are analyzed again, and t
experimental value ofW is calculated using
W5
$C3~Q3!21%2$C2~Q12!21%2$C2~Q23!21%2$C2~Q31!21%

2•A$C2~Q12!21%$C2~Q23!21%$C2~Q31!21%
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individually for each triplet found, characterized byQ3 and
by the valuesQ12, Q23, andQ31 corresponding to the thre
pair combinations contained in the triplet.

As described earlier, the estimate of systematic error
done by varying the different analysis cuts, both in the tw
and three-pion correlation analysis. The effects onW of the
statistical errors in the measurement ofC2 andC3 are treated
as systematic errors by changingC2 (C3) by 6sC2

(6sC3
). This last source of error dominates the other on

All these variations are then added in quadrature.
Figure 17 and Table III showW as a function ofQ3 for

Q3<60 MeV/c, beyond which theW significance is too low.
The error bars include statistical and systematic errors.
statistical errors~not shown separately in Fig. 17! are by
comparison negligible. In view of the errors, no significa
Q3 dependence is observed. The genuine three-pion cor
tion is found to be substantial with a weighted mean over
five bins ^W&50.73560.004(stat.)60.146(syst.).2

This result is in agreement with the previously publish
WA98 result obtained using about half of the present d
sample@42#, where a more detailed description of the thre
pion analysis method can also be found. More recently,
NA44 experiment@43# obtained with lower statistics a facto
^W& which agrees with our results.

VII. CONCLUSIONS

We have studiedmT distributions for identifiedp2 and
K2 produced in central Pb1Pb collisions at 158A GeV. The
W.-H. hydrodynamical model has been fitted to the p

1The Coulomb correction applied to a particular triplet is the pro
uct of the Coulomb corrections used for the three pair combinat
contained in that triplet.

2The weighted systematic error is obtained by calculating
weighted average over the fiveQ3 bins separately for each kind o
systematic error. These errors are then added in quadrature. O
other hand, adding quadratically the systematic errors of the fiveQ3

bins, as done for weighted statistical errors, would give60.078
instead of60.146 for the systematic uncertainty.
is
-

s.

e

t
la-
e

a
-
e

spectrum. The resulting fitted parameters favor a comb
tion of a relatively low temperatureT;85 MeV and an av-
erage transverse flow velocity^bT& ;0.50. The shape of the
p2 mT distribution is in good agreement with thep0 mT

distribution measured in the same experiment.
Bose-Einstein interferometry ofp2 pairs gives fitted radii

of typically 7 fm. This has to be compared to the equivale
rms radius of the initial Pb ion of 3.2 fm, indicating an e
panded emission volume at freeze-out.

The analysis of two-pion correlations has been perform
as a function ofkT using two different parametrizations i
the LCMS. The results are consistent between the stan
three-dimensional Pratt-Bertsch fit and the Yano-Koon
Podgoretski� fit.

A clear dependence of all radius parameters onkT is ob-
served, with a stronger dependence for the longitudinal ra
indicating a larger longitudinal than transverse expansi
Both the cross termRout-long

2 from the PB fit andvL from the
YKP fit deviate from zero, which suggests that the sou
seen within the acceptance does not undergo a strictly b
invariant expansion. Moreover, the short duration of em
sion disfavors any long-lived intermediate phase.

A comparison of the data with a hydrodynamical simu
tion based on the Wiedemann-Heinz model, and taking i
account acceptance and resolution effects has been mad
the radii parameters as a function ofkT . The agreement is
found to be very good.

The average pion phase-space density at freeze-out
been calculated from measured quantities as a function
pT . The results indicate a clear deviation from a Bos
Einstein distribution at highpT , but are very well fitted by
the Tomás̆ik-Heinz model. The pion chemical potentia
which is included in the model, is found to be compatib
with zero, while a large pion chemical potential close to t
condensation limit ofmp , seems to be excluded.

Finally, we have studied thep2p2p2 interference and
found a substantial contribution of genuine three-pion cor
lations in central collisions. ForQ3<60 MeV/c a weighted
mean of the strength of the genuine three-pion correlati
^W&50.73560.004(stat.)60.146(syst.) was extracted. Th

-
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is somewhat smaller than what is expected for a fully cha
and symmetric source.
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High PT TO Production and Angular Correlations in 158 AGeV p+A and 
Pb+Pb Collisions 
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Recent results of the WA98 experiment with p and Pb induced reactions at 158 AGeV 
are presented. Azimuthal y-y correlations at high pT were studied in search for a signal 
of jet-like structures. A clear indication for back-to-back correlations can be seen in p+A 
with a strong dependence on the pi of the photons and the size of the system. In Pb+Pb 
collisions in plane elliptic flow has been observed. Results on transverse mass spectra of 
neutral pions measured at central rapidity are presented for impact parameter selected 
Pb+Pb collisions. In going from peripheral to medium central collisions there is a nuclear 
enhancement increasing with transverse mass similar to the Cronin effect, while for very 
central collisions this enhancement appears to be weaker than expected. 

1. Introduction 

The CERN experiment WA98 [1,2] consisted of large acceptance photon and hadron 
spectrometers together with several other large acceptance devices which allow to measure 
various global variables on an event-by-event basis. The results presented here were 
obtained from an analysis of the data taken with p and Pb beams in 1995 and 1996 
at 158 AGeV. The Pb-induced reactions have been subdivided into samples of different 
centrality using the transverse energy ET measured in the MIRAC calorimeter. Photons 
are measured with the WA98 lead-glass photon detector, LEDA, which consisted of 10,080 
individual modules with photomultiplier readout. The detector was located at a distance 
of 21.5 m from the target and covered the pseudorapidity interval 2.2 < 7 < 2.9. Details 
about the photon measurement can be found in [2]. 

2. Azimuthal y-y-Correlations 

We attempt to use azimuthal correlations of photons, which mainly originate from dc- 
cays of neutral hadrons, no or 7, to gain information on the relative fraction of produced 
particles which still carry memory of the primary production process. Particles produced 
in a primary two-body collision of incoming nucleons must be correlated in transverse 
moment,um due to local momentum conservation. Dominant,ly, especially if t,heir indi- 
vidual transverse momenta are large, the particles will be an&correlated in azimuthal 
angle. This is of course reminiscent of jet structure in the particle emission in high-energy 
physics. In fact, there is expected to be a smooth transition of this purely kinematical 
effect to mini-jet or jet production. At high enough transverse momerua, such au analysis 

0375-94741031$ see front matter 0 2003 Elsevier Science B.V. All rights reserved 
doi:IO.IOIh/S0375-9474(02)01475-6 



73Oc S. Bathe/Nuclear Physics A715 (2003) 729c-732~ 

‘2 - e! L 3 : 1.8 < M < 2.4 [GeV] 
0.04 - : 0 p+c 

_ H p+Pb 

_ a) 10 : b) preliminary 

0 tll’l l l ’ l l l ’ l l l I I I I I I I I I I I I I I I I I I I I I I I 
0 90 180 270 0.5 1 1.5 2 2.5 

A@ Lo1 MiGVl 
Figure 1. a) Exemplary C(A4) for p+C reactions. b) Ratio R of correlated to uncorrelated 
pairs at A4 = 180” as function of the pseudo-mass M for p+C and p+Pb. 

should allow to study minijet or jet production and eventually allow to investigate effects 
such as jet quenching. If the particles undergo secondary and further rescatterings, as in 
an equilibrated system, the memory of the correlation discussed above will be lost. Of 
course, anti-correlation of particle pairs will also be generated by collective effects like 
hydrodynamical elliptic flow. One therefore has to check how much the measured effects 
might be altered by flow phenomena. The y-pairs are characterized by the difference of 
their azimuthal angle A4 and the so-called pseudo-mass A4 = ~~~ + pT2. The correlation 
function C(A4) is introduced: 

The combinatorial background of uncorrelated pairs is obtained by event mixing taking 
into account different centrality and multiplicity classes. A clear correlation around A4 = 
180” can be seen for p+C (Fig la) and p+Pb reactions. It is assumed that the correlation 
originates from the direct production of TO’S in single binary collisions and that its strength 
therefore contains information about the ratio of directly produced to rescattered particles. 
The correlation function for the p+A data can be described by a Gaussian distribution, 
with the ratio R of correlated to uncorrelated pairs at A$ = 180” increasing exponentially 
with the pseudo-mass M as shown in Figure lb. Peripheral Pb+Pb data show a similar 
behaviour. Semi-peripheral and semi-central Pb+Pb data show a correlation function 
that is dominated by elliptic flow. The flow effects are evaluated by means of a Fourier 
expansion [3,4]. 

1 dN -- 
iv d(M) 

= 1 + 2ufcosA~ + 2v;cos2A$~, 

The Fourier coefficient u1 quantifies the directed flow, whereas u:, quantifies the elliptic 
flow. The Fourier coefficients v,(n = 1,2) can be extracted from the correlation function 
without determination of the reaction plane, and hence no event plane resolution correc- 
tion has to be applied. Figure 2a shows u2 for different cut-offs on the pseudo-mass as 
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Figure 2. a) ‘~2 in Pb+Pb as function of the number of participants with and without 
consideration of back-to-back effects. b) Strength of back-to-back correlations in p+A 
and Pb+Pb reactions. 

a function of different centralities in Pb+Pb with and without consideration of back-to- 
back effects. Especially in the more peripheral samples, elliptic flow does not describe the 
correlation completely. To compare the strength of an additional Gaussian-like correla- 
tion for different systems the ratio R of correlated to uncorrelated pairs at A$ = 180” is 
shown in Figure 2b as a function of the number of binary collisions. A parametrisation of 
the p+A data points with R(Ncoa) = l/( N a cOll - 1) is extrapolated to the Pb+Pb data, 
which represents scaling of the number of correlated pairs with Ncoll. No deviation from 
this scaling is observed. 

3. Centrality Dependence of To-Production 

Already from the experimentally determined shape of transverse mass spectra of hadrons 
it is evident that heavy ion reactions are not merely a superposition of nucleon-nucleon 
collisions [5]. In p+A collisions the flattening of the transverse mass spectra compared 
to p+p (Cronin effect [S]) h as b een attributed to initial state multiple scattering of par- 
tons [7]. In the analysis of central reactions of Pb+Pb at 158 AGeV, however, it is seen 
that both predictions of perturbative QCD [8] and hydrodynamical parameterizations [9] 
can describe the measured neutral pion spectra reasonably well. The understanding of 
the relative contributions of the various soft and hard processes in particle production is 
especially important in view of the recent interest in the energy loss of partons in dense 
matter [lO,ll], generally referred to as jet quenching, as a possible probe for the quark 
gluon plasma. Since one of the suggested experimental hints of jet quenching is the sup- 
pression of particle production at high transverse momenta, it is important to understand 
other possible nuclear modifications of particle production in detail. 

More information in this respect may be gathered from the variation of the particle 
spectra for different reaction systems or different centralities [la]. Here we study the 
variations in absolute multiplicities. Especially at high transverse momentum one naively 
expects an increase of the multiplicity proportional to the number of collisions due to the 
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importance of hard scattering. In fact,, it was already observed in p+A collisions at beam 
energies of 200 - 400 GeV [6] that the increase in cross section at high transverse momenta 
is even stronger than the increase in the target mass. The ratios of the measured pion 
multiplicity distributions for two different samples (labeled X and Y) normalized to the 
number of collisions 

is introduced. 
The ratio of peripheral Pb+Pb collisions to p+p increases strongly with increasing 

transverse mass ~ this is in line with the Cronin effect discussed above. -4 similar trend 
is observed when going from peripheral to medium-central data. In addition, the pion 
production is seen to increase roughly proportional to the number of collisions even at 
low transverse mass. Going from medium central to central the trend is reversed: the 
ratio decreases with increasing transverse mass and the pion multiplicities increase more 
weakly than the number of collisions. The ratio of very central to central collisions shows 
an indication of a similar effect although not very significant. 

Neither results of HIJING[13] calculations nor a more refined pQCD calculation [14] 
can reproduce the experimental data. Here the ratios are all > 1 and thus do not explain 
the centrality dependence observed. 
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Abstract

PHENIX has measured the centrality dependence of charged hadronpT spectra from Au+Au collisions at
√

sNN = 130 GeV.
The truncated meanpT decreases with centrality forpT > 2 GeV/c, indicating an apparent reduction of the contribution fr
hard scattering to highpT hadron production. For central collisions the yield at highpT is shown to be suppressed compared
binary nucleon–nucleon collision scaling of p+ p data. This suppression is monotonically increasing with centrality, but
of the change occurs below 30% centrality, i.e., for collisions with less than∼ 140 participating nucleons. The observedpT and
centrality dependence is consistent with the particle production predicted by models including hard scattering and su
energy loss of the scattered partons in the dense matter created in the collisions.
 2003 Published by Elsevier Science B.V.
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1. Introduction

Particle production at large transverse momen
(pT ) provides a new tool to study hot and den
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nuclear matter created in high energy nuclear c
lisions. In nucleon–nucleon collisions, hadrons w
pT � 2 GeV/c are believed to originate mostly from
the jet fragmentation of constituent partons, qua
and gluons, that were scattered with large momen
transferQ2 [1]. In nuclear collision these hard scatte
ing processes between constituent partons occur e
compared to the lifetime of the strongly interacti
matter. Thus the hard scattered partons may trav
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the highest energy density matter produced. Theo
cal studies of the propagation of partons in high d
sity matter suggest that they lose a significant frac
of their energy through gluon bremsstrahlung [2] a
that the energy lost reflects the density of color char
in the matter through which they pass [3]. The ene
loss reduces the momenta of the partons, which res
in a corresponding reduction of the momenta of
fragmentation products [4], observable as a redu
yield of highpT hadrons.

The first measurements of hadron spectra at
Brookhaven National Laboratory Relativistic Hea
Ion Collider (RHIC) facility indicate a suppressio
of high-pT hadron production in central Au+ Au
collisions relative to a binary collision scaling
p + p andp̄ + p data [5,6]. No suppression is foun
for peripheral Au+ Au collisions. So far no uniqu
explanation of this apparent absence of the expe
jet contribution to thepT spectrum above 2 GeV/c
has been identified.

Models of parton energy loss can reproduce
observed suppression in central Au+ Au collisions
[7–9]. Other final state effects such as rescatterin
hadrons originally produced via the jet fragmentat
have been proposed to explain the suppression [10
should be noted that models invoking thermal had
production combined with collective transverse e
pansion of the reaction volume successfully desc
the transverse momentum distributions of identifi
hadrons up to 3 GeV/c [11,12]. However, the mecha
nism of equilibration, which requires a reduction of t
highpT particle yield, is not specified in these mode

Alternatively, the initial state may be modified su
that the number of hard scatterings is reduced. I
well known that nuclear modifications of the part
distributions exist [13]. These modifications cann
explain the suppression, since in the kinematic ra
of the measurements anti-shadowing enhances the
ton distributions in nuclei [14–16]. However, mode
using a classical QCD picture of a highly relativ
tic nucleus [17,18] suggest that gluon distributions
saturated for momenta below a scaleQs and thus re-
duced compared to expectations based on perturb
QCD [19]. As a consequence, a considerable supp
sion of hadron production might be expected even w
aboveQs [20].

In this Letter we present the centrality depende
of the suppression of the high-pT hadron yield to
-

provide new experimental constraints on theoret
descriptions. These data are complementary to
previous study of the absolute yields [5] and ha
different systematic errors.

2. Experimental setup and data analysis

The results are obtained from 1.4 × 106 minimum
bias Au+ Au collisions at

√
sNN = 130 GeV recorded

by the PHENIX experiment during the Run-1 ope
tion of RHIC (August–September 2000). Details
the PHENIX detector and its configuration in Run
operation can be found in [5,21].

In PHENIX semi-inclusive charged hadron spec
are measured over the range 0.5 < pT < 5.0 GeV/c

in the east central arm spectrometer using data f
a drift chamber (DC) and two segmented cathode
chambers (PC1 and PC3), located outside of an a
magnetic field at a radial distance of 2.2, 2.5 and 5
from the beam axis. The detectors cover an azimu
acceptance of 90◦ and a pseudo-rapidity range
|η| < 0.35. In this analysis an additional fiduci
cut |η| < 0.18 is applied to guarantee homogene
track acceptance for collisions within|zvtx| < 30 cm
of the nominal interaction point. About∼ 25% of
the azimuthal acceptance is covered by a time
flight system which allows proton identification o
to 3.5 GeV/c, where the measurement is limited
statistics [22].

A pair of beam–beam counters provides the ver
position along the beam direction(z). Each charged
track is reconstructed from the DC measurement
its projection into the bend plane of the magnetic fi
and two space points provided by PC1 and PC3.
unphysical background, resulting from false asso
tions of drift chamber projections with pad chamb
points, is estimated and subtracted by forming ar
cial events with the locations of pad chamber poi
inverted around the symmetry axis of the spectrome
Physical background from decays in flight and pho
conversions close to the DC, which only partially tr
verse the field and thus mimic high momentum trac
are removed by requiring the track to point back
the event vertex within|zvtx| < 2.5 cm. The remaining
background level is negligible below 4 GeV/c and less
than 40% at 5 GeV/c; this upper estimate is include
in the systematic errors.



86 PHENIX Collaboration / Physics Letters B 561 (2003) 82–92

ctions
ted
ess than
Fig. 1. Functions used to correct the charged particlepT spectra. Upper left panel shows the centrality dependent correctionc(Npart) and the
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in the lower panel. The ratio of the full correction for central collisions (top 5%) to the correction for single particle events varies by l
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Corrections of the data are determined by trac
individual particles through a full GEANT simulation
simulating the detector response, then merging this
sponse with that of all particles from a real event a
passing the composite event through the PHENIX
construction software. The average track reconst
tion efficiency in the active detector area is larger th
98% in peripheral collisions and decreases to 68± 6%
for central collisions. The corresponding correction
shown on the upper left-hand side of Fig. 1. The f
correction also depends onpT . It is plotted for periph-
eral collision on the upper right-hand side of the fi
ure. Between 0.8 and 2.5 GeV/c the correction facto
varies slowly withpT . Its value of∼ 25 corrects for
geometrical acceptance (�φ = π/4;�η = 0.36), dead
areas of the detectors (45% DC, 5% PCs), and lo
due to 2σ track matching cuts. At lowerpT the cor-
rection increases reflecting the gradual loss of acc
tance. At higherpT the observed particle yield is artifi
cially increased because of the finite momentum re
lution (δp/p � 0.6%⊕3.6%p (GeV/c)) and therefore
the correction function decreases. Since this correc
depends on the spectral shape of the truepT distribu-
tion it was determined iteratively. At 5 GeV/c the cor-
rection is reduced by a factor of∼ 2. The systematic
uncertainties are indicate by the dashed lines; they
also tabulated in Table 1. As shown in the lower par
Fig. 1 correction factorizes into functions of central
(i.e., detector occupancy) andpT within 2% system-
atic uncertainty in the range from 2 to 5 GeV/c.

Events are selected according to centrality follo
ing the procedure described in [5]. Six exclusive c
trality bins are established using the energy m
sured in two zero-degree calorimeters and the n
ber of charged-particles detected in the two bea
beam counters. A Monte Carlo simulation using m
sured nucleon density distributions calculated in
Glauber eikonal approximation was used to estim
the average number of binary nucleon–nucleon co
sions(Ncoll) and the corresponding average numbe
participating nucleons(Npart) for each bin. The result
are quoted in Table 2.

3. Results

Fig. 2 presents charged hadronpT spectra for the
six centrality bins. For peripheral collisions the spec
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Table 1
Upper bounds of the systematic error on thepT dependent single particle correction function

pT (GeV/c) δtrack (%) δdecay(%) δreso(%) δbgr (%) Total

1 ±13.5 +10 ±0 0 −13.5+16.4
2 ±13.5 +5 ±1 0 −13.7+14.4
3 ±13.5 +2.5 ±4 −1.6 −14.2+14.2
4 ±13.5 +1.25 ±9 −11.5 −20+ 16
5 ±13.5 +0.6 ±15 −40 −45+ 16

Here δtrack includes the uncertainties of the acceptance, dead areas, track matching cuts and the track reconstruction efficiency. Theδdecay
term accounts for the uncertainty of the decay correction. The effect of the momentum resolution contributes withδresoto the systematic error.
Uncertainties due to potentially unsubtracted background are quantified byδbgr. The total systematic error given in the last column is calculated
as quadrature sum of the individual contributions. It is calculated separately for positive and negative errors.

Table 2
Number of participants and binary collisions and their systematic errors for the individual centrality selections used in this analysis

Bin Relative fraction (%) Npart Ncoll Ncentral
coll /Ncoll 2Ncoll/Npart

1 80–92 5.5±2.6 4.1±1.7 246± 98 1.5± 0.5
2 60–80 19.5±3.5 20± 6 50.4± 13 2.1± 0.5
3 30–60 79± 4.6 131± 23 7.68± 1.1 3.4± 0.6
4 15–30 180± 6.6 406± 46 2.49±0.13 4.5± 0.5
5 5–15 271± 9 712± 72 1.41±0.03 5.2± 0.6
6 0–5 348± 10 1009± 101 1 5.8± 0.6

Also given is the ratio of the number of binary collisions for the most central sample relative to the one for each sample. The last column
quantifies the ratio of binary collisions to participant pairs.

Fig. 2. The left panel showspT spectra of charged hadrons from six Au+Au centrality selections. Error bars indicate statistical errors only. The
pT dependent systematic errors are independent of centrality and not shown, they are given in Table 1. The centrality dependent errors are less
than 10% and small compared to the symbol size. The right panel shows the ratio of each of the centrality selectedpT spectra to the minimum
bias spectrum. Ratios for peripheral selections are scaled for clarity. Dotted lines indicate the average ratios for each centrality selection.
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Fig. 3. The ratio p/h represents the proton plus anti-proton yie
relative to the total charged hadron multiplicity. The top pa
shows thepT dependence of p/h for minimum bias events. In
the bottom panel we show the centrality dependence of p/h for
pT > 1.8 GeV/c. Only statistical errors are shown.

are more concave than those for central collisio
This shape difference is seen more clearly by tak
the ratio of the spectrum for each centrality bin
the minimum-bias spectrum, as shown on the rig
hand side of Fig. 2. In these ratios most system
errors cancel or affect the overall scale only. T
ratios for the central bins are almost independen
pT since central collisions dominate the minimu
bias yields. The peripheral bins show a decreas
ratio between 0.5 and 1.5 GeV/c thus in periphera
collisions the yield in this region decreases m
rapidly with increasingpT than in central collisions
ForpT above 1.5 GeV/c this trend is inverted.

Before analyzing the centrality dependence in m
detail we demonstrate that the observed suppres
of the yield at highpT does not result from a reduce
yield of protons and anti-protons [22]. To evaluate
effect of the (anti-)protons, we plot in the top panel
Fig. 3 thepT dependence of p/h, the ratio of proton
plus anti-proton yields to the total charged had
Fig. 4. Centrality dependence of〈ptrunc
T

〉, the averagepT of charged

particles withpT above a thresholdpmin
T minus the thresholdpmin

T .

Shown are values for twopmin
T

cuts, one atpT > 0.5 GeV/c

representing all data presented in Fig. 2 and the other on
pT > 2 GeV/c. Only statistical errors are shown; see the t
following Eq. (1) for a discussion of the systematic errors.

yield for minimum bias collisions, which increas
steadily. Above 1.5 GeV/c the ratio seem to satura
reaching a value of∼ 0.5 around 3 GeV/c. In the
bottom panel of Fig. 3 we show p/h for pT above
1.8 GeV/c as a function of centrality. Since the
is clearly no significant decrease of the p/h ratio
with either centrality orpT , the observed hadro
suppression is not due to a larger suppression
the (anti-)proton component than that of the meso
On the contrary, within the range of the presen
measurement the apparent slight increase in p/h with
Npart could indicate a larger suppression of the me
component relative to all charged hadrons.

To evaluate the change of the hadron spectra m
quantitatively we calculate the truncated averagepT :

(1)
〈
ptrunc

T

〉 ≡
∫ ∞
pmin

T
pT dN/dpT∫ ∞

pmin
T

dN/dpT

− pmin
T

for pmin
T = 0.5 GeV/c and forpmin

T = 2.0 GeV/c for
each centrality selection.3 In Fig. 4 〈ptrunc

T 〉 is plot-
ted as a function ofNpart. The value of〈ptrunc

T 〉 is

3 The value of〈ptrunc
T 〉 is closely related to the local inverse slo

which is slightly smaller. The conversion to local slope depends
the spectral shape and also onpmin

T
. For an exponential spectrum
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for the
int are
data points.
Fig. 5. Nuclear modification factor(RAA) for the 60–80%, 30–60%, 15–30%, and 5–15% centrality selections compared to the one
most central sample (0–5%). Due to insufficient statisticsRAA is not shown for the 80–92% sample. The solid error bars on each data po
statistical. The systematic error between the more peripheral and the central sample are given as brackets for the more peripheral
The error bar on the left-hand side of each panel indicates the overall systematic error on theRAA scale.
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insensitive to the normalization of the spectra. S
tematic uncertainties of∼ 20(50) MeV/c for pmin

T =
0.5(2.0) GeV/c result from an 1–2% uncertainty o
the momentum scale and thepT dependent uncertain
ties on the correction function. Since the centrality a
pT dependence of the correction factorize the e
on 〈ptrunc

T 〉 is independent of centrality to better th
2 MeV/c.

The 〈ptrunc
T 〉 for pmin

T = 0.5 GeV/c increases with
Npart similar to the averagepT of identified charged
hadrons [22]. For higherpmin

T = 2.0 GeV/c the
〈ptrunc

T 〉 drops by∼ 60 MeV/c with Npart, distinctly
different from the expected increased role of h
particle production in the more central collision
Absent any collective effects, the hard scatter
contribution should increase relative to soft product
by the factorNcoll/Npart which grows from 1.5 to∼ 6
from peripheral to central collisions. Since the relat
contribution of the hard component to the spectr
increases withpT , this should lead to a rise of〈ptrunc

T 〉

with an inverse slope of 350 MeV/c the conversion is approximatel
−80(−60) MeV/c for pmin

T
= 0.5(2.0) GeV/c.
for sufficiently largepmin
T . The drop of〈pT 〉 therefore

indicates the suppression of the highpT relative to the
low pT hadron yield independent of systematic err
associated with the absolute normalization of
spectra or any nucleon–nucleon reference distribut

Changes of the hadron spectra at highpT are of-
ten presented in terms of the nuclear modification f
tor RAA. This measure relies on the absolute norm
ization and a reference and therefore has intrinsic
larger systematic uncertainties, but it allows to qu
tify the suppression. We have calculatedRAA for each
centrality bin as:

RAA(pT ,η) =
(

1

Nevt

d2NA+A

dpT dη

)

(2)×
( 〈Ncoll〉

σN+N
inel

d2σN+N

dpT dη

)−1

.

For the N+ N charged hadron cross section w
use a power-law parameterization 1/π d2σ/dp2

T =
A/(1 + pT /p0)

n, with A = 330 mb/(GeV/c)2, p0 =
1.72 GeV/c, andn = 12.4. The parameters were o
tained by interpolating p+ p andp̄+ p data to

√
s =

130 GeV as described in [5]. In Fig. 5 theRAA(pT )
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values for all centrality bins excluding the most p
ripheral one are compared to the central (0–5%)
The systematic uncertainties in the normalization
the data, inNcoll, and in the N+ N reference (20%
result in overall systematic errors of about 41%, 34
31%, 31% and 30% for centrality bins 2–6, resp
tively. The errors are quoted for the range from 1
3.5 GeV/c; they increase somewhat towards high
pT . ComparingRAA for a given centrality bin to the
most central bin, the systematic errors reduce to∼ 6%
for bin 5 (5–15%) and nearly 27% for bin 2(60–80%
They are dominated the uncertainty inNcoll listed in
Table 2.

For the 60–80% centrality bin,RAA increases with
pT and reaches unity at highpT . In comparison to
the 60–80% bin, theRAA values for the most centra
bin remain significantly below unity at a value
0.55 for pT > 2 GeV/c. At high pT approximately
constantRAA values are detected in all centrali
bins. The highpT values decrease monotonically wi
centrality, clearly indicating that the magnitude
the suppression of highpT hadrons increases wit
centrality. This is shown clearly in the upper part
Fig. 6, which presentsRAA obtained for the three
pT bins 1.6 to 2.6 GeV/c, 2.6 to 3.6 GeV/c, and
above 3.6 GeV/c as a function of centrality. Fo
central collisions we observe a suppression of abo
factor of 2± 0.6 compared to binary collision scalin
Relative to peripheral collisions the suppression fac
in central collisions increases withpT from 1.25±
0.2 to 1.5 ± 0.2 to 1.8 ± 0.3 for the threepT bins,
respectively.

We note that for peripheral collisions the data
not indicate a significant increase ofRAA above unity,
unlike data at lower energies [23]. However, su
an increase, attributed to initial state scattering,
Cronin effect [24], may well be consistent with the p
ripheral data due to the large systematic uncerta
of the RAA scale. While the relative difference b
tween the peripheral and central spectra increases
pT , the roughly constant nuclear modification facto
largepT suggests an approximatelypT independen
suppression of hard scattering contributions over
range 2< pT < 4.5 GeV/c.

The physics that controls the production of hig
pT particles or the suppression of the hard scatte
yields in the measuredpT range may not depen
directly onNcoll. Thus, we have calculated a differe
Fig. 6. The top panel gives the nuclear modification factorRAA

for three exclusivepT regions as a function of the centrality
the collision. The lower panel shows essentially the same qua
but normalized to the number of participant pairs rather than
the number of binary collisions. The dotted line indicates
expectation for scaling with the number of binary collisions (to
or with the number of participants (bottom). Only statistical err
are shown. The systematic error on the scale and the cent
dependence are identical to the errors shown in Fig. 5. T
errors are correlated, i.e., take their maximum or minimum va
simultaneously for all centrality andpT selections. In addition
there are alsopT dependent systematic errors, which are given
Table 1. The systematic errors do not alter the trends in the dat

ratio, R
part
AA , defined similarly toRAA but with Ncoll

replaced by the number of participant pairs,Npart/2.
If particle production increases proportional to t
number of participants,Rpart

AA = 1.
The obtainedR

part
AA values are shown in Fig.

(bottom) for the threepT bins used above. The valu
of R

part
AA are larger thanRAA by a factor equal to

2Ncoll/Npart the average number of nucleon–nucle
collisions suffered by each participant. For allpT

bins the yield per participant is consistent with un
for peripheral collisions as expected since periph
collisions should closely resemble N+ N collisions.
For central collisionsRpart

AA increases to approximate
three. Most of this change occurs in the range ofNpart
from 40 to 140. For largerNpart the yield in the highes
pT bin is approximately constant while in both low
pT bins it increases by 20 to 30%.
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4. Concluding discussion

In this Letter we have presented the centrality
pendence of charged hadronpT spectra focusing on
the behavior of the spectra at highpT . A striking
change of the spectral shape is observed when com
ing spectra from different centrality selections. For p
ripheral collisions the spectrum exhibits a pronoun
concave shape which is modified towards a more
ponential spectrum as the centrality increases. The
served lack of variation with centrality in the proto
to charged ratio at large transverse momenta indic
that the modification is not due to a change in the
ative yields of protons.

We observe a decrease of〈ptrunc
T 〉 for pT >

2 GeV/c with increasing centrality, which is distinctl
different from the increase of〈pT 〉 and demonstrate
the suppression of the highpT hadron yield indepen
dent of systematic errors associated with the abso
normalization of the spectra. The data are not c
sistent with binary collision scaling of hard scatte
ing processes, which would results in an increase
〈ptrunc

T 〉. If the pT spectra above 2 GeV/c are strongly
affected by collective motion of matter before freez
out, we would also expect an increase〈ptrunc

T 〉 since
the corresponding flow velocities should increase
more central collisions [25]. Similarly, if gluon satu
ration is important for particle production in thepT

range above 2 GeV/c, 〈ptrunc
T 〉 should increase with

increasingNpart due to the predicted logarithmic in
crease ofQs [26]. In contrast, the data are consiste
with models assuming energy loss of hard scatte
partons, which results in an increasing reduction
the hard scattering contribution to the hadron spect
with increasing centrality of the collisions [7–9]. It re
mains to be seen whether this explanation is uniqu

Comparing the measured differential yields in fi
centrality bins to anNcoll scaling of the N+ N
reference yields we see a suppression of the yi
in central collisions at highpT , consistent with the
results in [5,6]. In the 0–30% centrality range (bi
1–3) the suppression is approximately independ
of pT for 2 < pT < 5 GeV/c at a value ofRAA ∼
0.6 and simultaneously nearly independent wit
20% of centrality. The suppression sets in gradu
with the largest change occurring over the 30–6
centrality range. This centrality bin covers a bro
range of collision geometries. Whether the cha
-

is continuous or exhibits a threshold behavior,
predicted in [27], cannot be judged from the pres
data. The observed suppression is consistent
parton energy loss scenarios. In these models,
value ofRAA and itspT dependence are very sensiti
to the actual energy loss prescription. Due to the la
systematic errors on theRAA scale, the contribution
from the protons and the limitedpT reach of the
data presented here, we cannot distinguish betwee
different energy loss prescriptions on the basis ofRAA.

In summary, a detailed analysis of the centrality
pendence of charged particle data from Au–Au c
lisions at

√
sNN = 130 GeV measured by PHENI

reveals interesting features of the observed highpT

hadron suppression. The decrease of the averagpT

with increasing centrality seems to favor models
particle production that consider energy loss effe
rather than saturation- or hydrodynamics-based
proaches for thispT range. The suppression sets
gradually with the largest changes occurring for
ripheral collisions with less than about 140 particip
ing nucleons. From there on it does not change s
stantially towards more central collisions.

Note added in proof

After submission of our manuscript, data fro
Au–Au collisions at

√
sNN = 200 GeV were presente

by the PHOBOS Collaboration [28,29], with an em
phasis on the lack of variation in the scaled yields w
Npart for Npart> 65. Keeping in mind that results from
different energies are not directly comparable, we n
that the broader range inNpart presented here show
that this effect does not apply over the entire range
centralities, and that when normalized with the app
priate p–p yields, is simply an aspect of the smo
variation ofRpart

AA visible in Fig. 6.
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Results on the study of localized fluctuations in the multiplicity of charged particles and photons produced
in 158A GeV/c Pb1Pb collisions are presented for varying centralities. The charged versus neutral particle
multiplicity correlations in common phase space regions of varying azimuthal sizes are analyzed by two
different methods. Various types of mixed events are constructed to probe fluctuations arising from different
sources. The measured results are compared to those from simulations and from mixed events. The comparison
indicates the presence of nonstatistical fluctuations in both the charged particle and photon multiplicities in
limited azimuthal regions. However, no correlated charged-neutral fluctuations, a possible signature of forma-
tion of disoriented chiral condensates, are observed. An upper limit on the production of disoriented chiral
condensates is set.
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I. INTRODUCTION

The large number of particles produced in relativis
heavy-ion collisions at the Super Proton Synchrotron~SPS!
and the Relativistic Heavy-Ion Collider provide an oppor
nity to analyze and study, on an event-by-event basis, fl
tuations in physical observables, such as particle multipl
ties, transverse momenta, and their correlations. Th
studies provide information on the dynamics of multipartic
production and may help us to reveal the phase transi
from hadronic matter to quark-gluon plasma@1,2#. The for-
mation of hot and dense matter in high energy heavy-
collisions also has the possibility to create matter in a ch
symmetry restored phase in the laboratory. After the ini
stage of the collision, the system cools and expands, ret
ing to the normal QCD vacuum in which the chiral symm
try is spontaneously broken. During this process, a m
stable state may be formed in which the chiral condensa
disoriented from the true vacuum direction. This transi
state would subsequently decay by emitting pions cohere
within finite subvolumes or domains of the collision regio
The possibility of formation of disoriented chiral condensa
~DCC! has been discussed extensively in recent ye
@3–11#. The detection and study of the DCC state wou
provide valuable information about the chiral phase tran
tion and the vacuum structure of strong interactions.

Theoretical studies@5–7# suggest that isospin fluctuation
caused by the formation of a DCC would produce clusters
coherent pions in localized phase space domains. The fo
tion of DCC domains would be associated with large eve
by-event fluctuations in the ratio of neutral to charged pio
The probability distribution of the neutral pion fractionf in
such a DCC domain has been shown@3# to follow the rela-
tion

P~ f !5
1

2Af
, where f 5Np0 /Np , ~1!

which is quite different from that of the normal pion produ
tion mechanism. For the normal pion production, where
production ofp0, p1, and p2 are equally probable, thef
distribution is binomial, peaking at 1/3.

In the experimental search for localized domains of DC
a practical approach is to search for events with large
localized fluctuations~localized in pseudorapidityh and azi-
muthal anglef) in the ratio of the number of photons t
charged particles, which would directly reflect fluctuations
the neutral to charged pion ratio. Typical event structu
would be similar to the Centauro and anti-Centauro eve
reported by the JACEE Collaboration@12#. Results from
other cosmic ray experiments have not ruled out the po
bility of the DCC formation mechanism@13#. The accelerator
based studies carried out inp-p̄ @14# and heavy-ion@15,16#
reactions have investigated particle production over exten
regions of phase space. These analyses were not sensit
the presence of small domains of DCC localized in ph
space. The first search for evidence of localized domain
DCC has been carried out at the SPS by the WA98 exp
04490
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ment in a detailed study of central Pb1Pb events@17#. The
analysis showed the presence of localized nonstatistical fl
tuations in the multiplicity of both photons and charged p
ticles. However, the charged-neutral fluctuations were fou
not to be correlated event by event, as would be expected
a DCC production mechanism. An upper limit on the fr
quency of DCC formation in central Pb1Pb collisions was
set. Recently, there have been theoretical suggestions to
for DCC formation in events for intermediate centraliti
@18#. In this paper we present first results on the centra
dependence of localized charged-neutral multiplicity fluctu
tions. It is based on an analysis of event-by-event fluctua
in the relative number of charged particles and photons
tected within the common acceptance of the photon
charged particle multiplicity detectors of the WA98 expe
ment @19#.

The paper is organized in the following manner: In t
following section we describe the detectors used for
present analysis; the centrality selection criteria, the data
duction, and simulation. Section III deals with the analy
techniques where two analysis methods are presented,
based on the correlation of photons and charged partic
and the other based on a discrete wavelet transforma
analysis. In Sec. IV, we present in detail the construction
mixed events used for this study. Section V discusses
ability of the mixed events to probe specific fluctuations. T
final results and discussion are given in Sec. VI. A summ
is presented in Sec. VII.

II. EXPERIMENTAL SETUP AND DATA REDUCTION

In the WA98 experiment at CERN@19#, the main empha-
sis has been on high precision, simultaneous detection
both hadrons and photons. The experimental setup cons
of large acceptance hadron and photon spectrometers, d
tors for charged particle and photon multiplicity measu
ments, and calorimeters for transverse and forward ene
measurements. The present study makes use of the data
the photon multiplicity detector~PMD!, the silicon pad mul-
tiplicity detector ~SPMD!, and the midrapidity calorimete
~MIRAC!.

A. Centrality selection

The centrality of the interaction was determined from t
total transverse energy (ET) measured by the MIRAC@20#.
The MIRAC measures both the transverse electromagn
(ET

em) and hadronic (ET
had) energies in the interval 3.5<h

<5.5 with a resolution of 17.9%/AE and 46.1%/AE, re-
spectively, whereE is expressed in GeV. The centrality, o
impact parameter of the collision, has a strong correlat
with the amount ofET produced. Events with largeET pro-
duction correspond to the most central, small impact para
eter, collisions@21#.

The centralities are expressed as fractions of the minim
bias cross section as a function of the measured totalET . For
the present analysis we have used data selections in
centrality bins, the top 5%~henceforth referred to a
centrality-1!, 5–10 %~centrality-2!, 15–30 %~centrality-3!,
1-2
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and 45–55 %~centrality-4! of the minimum bias cross sec
tion. The minimum bias distribution of the totalET is shown
in Fig. 1. The centrality bins used in this analysis are mar
in the figure.

B. Photon multiplicity detector

The photon multiplicity is measured using the preshow
PMD located at a distance of 21.5 m from the target. T
PMD consists of three radiation length (X0) thick lead con-
verter plates in front of an array of square scintillator pads
four sizes, varying from 15315 mm2 to 25325 mm2,
placed in 28 box modules. Each box module consists o
matrix of 38350 scintillator pads read out using an ima
intensifier plus charged coupled device~CCD! camera sys-
tem. The scintillation light is transmitted to the readout d
vice via a short wavelength shifting fiber spliced to a lo
extramural absorber coated clear fiber. The total light am
fication of the readout system is;40 000. Digitization of the
CCD pixel charge is done by a set of custom built fast-b
modules employing an 8-bit, 20-MHz flash analog-to-digi
converter~ADC! system. Details of the design and chara
teristics of the PMD may be found in Refs.@22,23#. The
results presented here make use of the data from the ce
22 box modules covering the pseudorapidity range of
<h<4.2. The clusters of hit pads, having total ADC conte
above a hadron rejection threshold are identified as pho
like, the multiplicity being denoted byNg-like . If the number
of incident photons is denoted byNg

inc and the number of
photons detected above the hadron rejection threshold
Ng

th , then the photon counting efficiencyeg and purity of
photon sample (f p) are defined aseg5Ng

th/Ng
inc and f p

5Ng
th/Ng-like , respectively. These are estimated from det

1
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FIG. 1. The totalET distribution ~solid dots! measured in 3.5
<h<5.5 for Pb1Pb collision at 158A GeV/c. The totalET distri-
bution as obtained fromVENUS is also shown as dashed histogra
TheET values corresponding to the different centrality bins used
the analysis are shown.~a! Centrality-1 (0 –5 %),~b! centrality-2
(5 –10 %), ~c! centrality-3 (15–30 %), and~d! centrality-4
(45–55 %) of the minimum bias cross section as determined
selection on the measured transverse energy distribution.
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tor simulations@22,23#. The photon counting efficiencies fo
the central to peripheral cases varies from 68% to 73%.
purity of the photon sample in the two cases varies fr
65% to 54%@22,23#. The acceptance in terms of transver
momentumpT extends down to about 30 MeV/c, however,
the PMD energy resolution is not sufficient for particle-b
particlepT measurement.

C. Silicon pad multiplicity detector

The charged particle multiplicityNch is measured using
the circular SPMD located 32.8 cm from the target and h
ing full azimuthal coverage in the region 2.35,h,3.75,
corresponding to the central rapidity region at SPS ener
~wherehCMS52.92). The detector consists of four overla
ping quadrants, each fabricated from a single 300-mm-thick
silicon wafer. The active area of each quadrant is divid
into 1012 pads forming 46 azimuthal wedges and 22 ra
bins, with the pad size increasing with increasing radius
provide equal sized pseudorapidity bins. The efficiency
detection of a charged particle in the active area has b
determined in test beam measurements to be better
99%. Conversely, the detector is transparent to high ene
photons, since only about 0.2% are expected to interac
the silicon. During the data recording, 95% of the pa
worked properly and are used in this analysis. Details of
characteristics of the SPMD can be found in Refs.@15,24#.
The SPMD does not providepT measurement, but provide
the multiplicity measurement integrated over transverse m
mentumpT with a threshold which extends down to abo
20 MeV/c.

D. Data reduction

The data presented here were taken in 1996 at the CE
SPS with the 158AGeV Pb ion beam on a Pb target of thic
ness 213mm. The WA98 Goliath magnet was switched o
during these runs. Events with beam pileup, downstream
teractions, and pileup in the CCD camera system were
jected in the off-line analysis@15,23#. The data have been
analyzed for the region of commonh (2.9,h,3.75) andf
coverage of the SPMD charged particle and PMD pho
multiplicity detectors. TheNg-like and theNch distributions
for the four centrality bins are shown in Figs. 2 and 3. T
number of events analyzed, the mean number of photons
charged particles, along with the root mean square deviat
are shown in the figures. The PMD and SPMD detect
provide momentum integrated multiplicity measureme
with very low thresholds. Since pions from DCC domai
are expected to have smallpT values, below the pion mass
the momentum integration will dilute the DCC signal. On t
other hand, the large coverage of the PMD and SPMD
important to overcome the limitations of small number flu
tuations.

The various sources of systematic errors associated
the Ng-like and Nch distributions have been investigated a
described in detail previously@23,25#. These include the fol-
lowing.

n

y

1-3



M. M. AGGARWAL et al. PHYSICAL REVIEW C 67, 044901 ~2003!
FIG. 2. TheNg-like multiplicity
distributions for the four centrality
selections for Pb1Pb collision at
158A GeV/c. ~a! Centrality-1
(0 –5 %), ~b! centrality-2
(5 –10 %), ~c! centrality-3
(15–30 %), and~d! centrality-4
(45–55 %).
as
je

t
als

tal
~a! The uncertainty in the energy calibration and the
sociated uncertainty in the energy threshold for hadron re
tion in the PMD leads to an error in the efficiency forNg-like
clusters. The nominal hadron rejection threshold was se
three times the minimum ionizing particle~MIP! peak. The
value of the threshold was reduced by 10%@23# in order to
04490
-
c-

at

estimate the systematic error. The associated error inNg-like
is 2.5%.

~b! The error due to the effect of clustering of pad sign
in the PMD is a major source of error inNg-like . This error is
determined fromGEANT @26# simulation by comparing the
number of known photon tracks on the PMD with the to
FIG. 3. The Nch multiplicity
distributions for the four centrality
selections for Pb1Pb collision at
158A GeV/c. ~a! Centrality-1
(0 –5 %), ~b! centrality-2
(5 –10 %), ~c! centrality-3
(15–30 %), and~d! centrality-4
(45–55 %).
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number of reconstructed photonlike clusters. It is found t
the number of clusters exceeds the number of tracks by
in the case of peripheral events and by 7% for high mu
plicity central events.

~c! The error due to the variation in pad-to-pad gains
the scintillators in PMD was found to be less than 1%.

~d! The uncertainty in theNch determination with the
SPMD has been estimated to be about 4%@15#.

~e! The error due to the finite resolution in the measu
ment of the total transverse energyET in MIRAC @23# trans-
lates into an uncertainty in the centrality selection. The eff
of this systematic error has been determined by perform
the analysis with varying centrality cut within the MIRAC
resolution.

The contribution of each of these various systematic
rors to the final results is discussed in the following sectio

E. Simulated events

Simulated events were generated using theVENUS 4.12
event generator@27# with the default parameter values. Th
output was processed through a detector simulation pac
in the GEANT 3.21 @26# framework. This simulation include
the full WA98 experimental setup and includes experimen
effects such as photon conversions, downstream interact
hadron backgrounds in the PMD, etc., which might dilute
enhance the observed fluctuations. The effect of Landau fl
tuations in the energy loss of charged particles in silicon w
included in the SPMD simulation@15#. For the PMD simu-
lation, the GEANT results in terms of energy deposition
pads were converted to the pad ADC values using the M
ADC calibration relation. After this the ADC distribution i
convoluted with a Gaussian function of proper width tak
from the readout resolution curve. If the energy deposition
less than three MIP, a Landau distribution is used for con
lution. The details of the PMD simulations taking into a
count the detector and readout effects can be found in
@22#. The centrality selection with the simulated data h
been made in a manner identical to the data, determined f
the simulated total transverse energy in MIRAC. The mi
mum bias totalET distribution predicted byVENUS is shown
by the dashed histogram in Fig. 1. The agreement with
data is seen to be quite reasonable. A total of 60 KVENUS

events with simulated detector response were generate
the present study. These simulated events~henceforth re-
ferred to simply asVENUS events unless otherwise specifie!
were then processed with the same analysis codes as use
the analysis of the experimental data.

III. ANALYSIS TECHNIQUES

Two different analysis methods have been used in
present study. In the first analysis method, the magnitud
the Ng-like versusNch multiplicity fluctuations is obtained in
decreasing phase space regions. The second method
ployed the discrete wavelet transformation technique to
vestigate the relative magnitude of theNg-like versusNch
fluctuations in adjacent phase space regions. The results
these methods of analysis applied to data,VENUS, and vari-
04490
t
%
-

f

-

t
g

r-
s.

ge

l
ns,
r
c-
s

-

is
-

f.
s
m
-

e

for

for

e
of

m-
-

m

ous sets of mixed events~to be discussed later! are compared
to draw proper conclusions.

A. Ng versusNch correlations

In order to search for localized fluctuations in the phot
and charged particle multiplicities, which may have no
statistical origin, the correlation betweenNg-like and Nch is
investigated at various scales inf.

The event-by-event correlation betweenNg-like and Nch
has been studied in variousf intervals by dividing the en-
tire f space into 2, 4, 8, and 16 bins. The method of analy
is similar to that described in Refs.@15,17#. Figure 4 shows a
scatter plot of the correlation betweenNg-like andNch for the
top centrality bin. The correlation plots for eachf interval
size, including the case of the full interval with no segme
tation, are shown. The distributions for the other three c
trality bins are qualitatively similar. A common correlatio
axisZ has been obtained for the full distribution by fitting th
Ng-like and Nch correlation with a second-order polynomia
The correlation axis with fit parameters is shown in the fi
ure. The distance of separation (DZ) between a data poin
and the correlation axis has been calculated with the conv
tion that DZ is positive for points below theZ axis. The
distribution of DZ represents the relative fluctuations
Ng-like andNch from the correlation axis for any chosenf bin
size. In order to compare the fluctuations for differentf bins
on a similar footing, a scaled variableSZ5DZ /s(DZ) is
used, wheres(DZ) represents the rms deviation of theDZ
distribution forVENUS events analyzed in the same mann
The DZ distributions of data, mixed events, and the sim
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a = -0.2198
b = 0.8810
c = 0.000031
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N
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1 bin
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FIG. 4. The event-by-event correlation betweenNch andNg-like

for centrality bin 1. Overlaid on the plot is the common correlati
axis (Z axis! obtained for the full distribution by fitting theNg-like

andNch correlations with a second-order polynomial. The values
the upper left are the coefficients of the polynomial of the fo
Nch5a1bNg-like1cNg-like

2 . For the other three centrality classe
the plots are qualitatively similar.
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lated events for a given centrality andf bin size are all
scaled by the sames(DZ) corresponding to theVENUS events
for the respective centrality and azimuthal bin size. The pr
ence of events with localized fluctuations inNg-like andNch,
at a givenf bin, is expected to result in a broader distrib
tion of SZ compared to those for normal events. Compar
the rms deviations of theSZ distributions of data, mixed
events~to be discussed later!, andVENUS events may allow
us to infer the presence of nonstatistical localized fluct
tions.

B. Multiresolution DWT analysis

A multiresolution analysis using discrete wavelet tran
form ~DWT! @28# has been shown to be quite powerful in t
search for localized domains of DCC@29–31#. The signifi-
cance of the DWT technique lies in its power to analyze
spectrum at different resolutions, with the ability to identi
fluctuations present at any scale. This method has been
lized very successfully in many fields including image pr
cessing, data compression, turbulence, human vision, ra
and earthquake prediction@28#. It should be noted that the
DWT analysis provides information different from the m
ment analysis of the preceding section. It analyzes the ev
by-event distribution inf space to characterize the bin-t
bin fluctuations relative to the average behavior.

For the present DWT analysis, the full azimuthal region
divided into smaller bins inf, the number of bins at a give
scalej being 2j . The input to the analysis is a spectrum of t
sample function at the smallest bin inf corresponding to the
highest resolution scalej max. In the present case the samp
function is chosen to be the photon fraction, given by

f 8~f!5Ng-like~f!/@Ng-like~f!1Nch~f!#. ~2!

A multiresolution analysis has been carried out using
D-4 wavelet basis on the above sample function star
with j max55. It may be mentioned that there are seve
families of wavelet bases distinguished by the number
coefficients and the level of iteration; we have used the
quently employedD-4 wavelet basis@32#. The output of the
DWT consists of a set of wavelet or father function coe
cients~FFCs! at each scale, fromj 51, . . . ,(j max21). The
coefficients obtained at a given scalej are derived from the
distribution of the sample function at one higher scalej
11. The FFCs quantify the bin-to-bin fluctuations in th
sample function at that higher scale relative to the aver
behavior. The presence of localized nonstatistical fluct
tions will increase the rms deviation of the distribution
FFCs and may result in non-Gaussian tails@29,31#. The
DWT technique as used in this analysis has been dem
strated in our earlier publication@17#. Once again, comparing
the rms deviations of the FFC distributions of data, mix
events, andVENUS events may allow us to infer the presen
of localized fluctuations. The utility of the mixed events a
the response of the analysis technique are demonstrate
Sec. V.
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IV. CONSTRUCTION OF MIXED EVENTS

It is possible to search for nonstatistical fluctuations in
experimental data in a model independent way by comp
son of the data with mixed events generated from the d
itself. Furthermore, it is necessary to isolate the various c
tributions to the fluctuations and to understand all detec
related effects in the data. This has been done by genera
different types of mixed events which preserve the glo
multiplicity correlation betweenNg-like andNch. Fluctuations
in the ratio ofNg to Nch can arise due to fluctuations inNg
only, fluctuations inNch only, or fluctuation in bothNg and
Nch. Furthermore, the fluctuations inNg and Nch may be
correlated event by event, as nominally expected in the c
of DCC formation. Each of these possibilities is investigat
through the construction of four different kinds of mixe
events. The method of construction of these mixed eve
and the type of fluctuations they probe are described ne

A. Maximally mixed events

The first set of mixed events, referred to asM1 events,
are constructed to remove all correlations to the greatest
tent possible to provide a base line for comparison to the
event data. They were generated by mixing hits in both
photon and charged particle detectors separately, but still
isfying the globalNg-like-Nch correlation of the real event in
the full acceptance. This means that on an event-by-ev
basis, the total photon multiplicity and charged particle m
tiplicity of the mixed event were identical to those of the re
event to which it corresponds. Thus, the scatter plot of
mixed events is identical to the real events for the single-
case shown in Fig. 4. The idea is to constrain the mix
events to be identical to real events globally, and then co
pare them to the real data in localized regions of phase sp
to search for indications of nonstatistical localized fluctu
tions in the data.

The M1 type of mixed events was constructed from t
pool of all photonlike and charged particle hits, in which t
hit position (h andf) and event information~event number
and total multiplicity! were kept for both the photonlike an
charged particle hits. For a given real event measured to h
multiplicities Ng-like andNch in the full acceptance region,
mixed event was constructed by randomly selectingNg-like
photonlike hits from the pool of photonlike hits andNch
charged particle hits from the pool of charged particle h
This procedure was repeated for each real event. Care
taken such that no two hits from the same real event w
used in the construction of a mixed event. Also, for t
mixed events, hits within either the SPMD or PMD detec
were not allowed to lie within the two-track resolution o
that detector. In brief, theM1 mixed events randomly dis
tribute the hits in each individual detector but keep the glo
correlation between theNg-like and Nch multiplicity. They
provide a maximally randomized sample of PMD and SPM
hits. Comparisons of such mixed events to real events wil
most sensitive to the presence of localized fluctuations. H
ever, in themselves they would not isolate the source of fl
tuations as being due toNg and/orNch, or correlations be-
tweenNg andNch.
1-6
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B. Minimally mixed events

A second type of mixed events, referred to asM2 mixed
events, was constructed to investigate the presence of c
lated event-by-event fluctuations betweenNg andNch. These
mixed events had a minimal amount of randomization si
they were generated by mixing the photon hits taken un
tered from one event, with the charged particle hits tak
unmodified from another event. As with theM1 mixed
events, the globalNg-like-Nch multiplicity correlation was
maintained to be exactly the same as the data. To cons
such mixed events, for a given real event measured to h
multiplicities Ng-like andNch in the full acceptance region,
mixed event was constructed by keeping the PMDNg-like
portion of the event intact, but combining it with the una
tered SPMD portion of a different randomly selected eve
but constrained to have almost the same charged par
multiplicity Nch. This procedure was repeated for each r
event. In brief, this type of mixed event keeps the event-
event hit structure in each detector identical to that in r
events. Thus, such mixed events keep the individual lo
ized fluctuations present inNg or Nch, but remove the event
by-event localized correlated fluctuations between the
Comparison of such mixed events to real events may re
the presence of correlated localized fluctuations betweenNg
andNch.

C. Partially mixed events

The intermediates between theM1 and M2 types of
mixed events are third and fourth type of partially mix
events, referred to asM3-g andM1-ch mixed events. Thes
were constructed to provide information regarding the c
tribution to the localized fluctuations in theNg to Nch ratio
from the individual observables (Ng and Nch). They were
generated from real events by mixing hits in one of the
tectors ~following the procedure for construction ofM1
mixed events! and keeping the hit structure of the event
the other detector intact.M3-g mixed events correspond t
the case where the hits within the photon detector are u
tered while the hits in the charged particle detector
mixed. Similarly, in M3-ch mixed events the hits in th
charged particle detector were unaltered and the hits in
photon detector were mixed. In each type of mixed event,
global Ng-like-Nch correlation is maintained as in the re
event. The two-track resolution in the detectors where
hits are mixed is kept identical to that in real events. T
total number of mixed events is the same as the numbe
real events. Comparison of such mixed events to real ev
and the other types of mixed events will reveal the prese
of localized fluctuations inNg or Nch separately.

A summary of the different sources of fluctuations in t
ratio of Ng to Nch probed by each of the types of mixe
events is given in Table I.

V. DEMONSTRATION OF ANALYSIS METHOD

In this section we wish to demonstrate the analy
method and illustrate how the relationship of the measu
result to that obtained with the various mixed events can
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used to provide an essentially model-independent signa
of DCC formation. To demonstrate the analysis method a
the potential to observe DCC event formation, we have
plied the DWT analysis to a simple DCC-like model. Th
analysis is applied to ‘‘real’’ DCC events from the model
well as the various types of mixed events described in
preceding section constructed from the model DCC eve
Since event generators which include DCC formation do
exist, we have implemented a simple DCC model in wh
localized nonstatisticalNg-Nch fluctuations have been intro
duced by modification of the output of theVENUS event gen-
erator. To implement the fluctuations, the final state pio
within a localizedh –f region fromVENUS are interchanged
pairwise (p1p2↔p0p0) according to the DCC probability
distribution P( f )51/2Af . The fluctuations were generate
over a localized region ofh53 –4 and aDf interval of 90°.
The p0’s were then allowed to decay. The resulting eve
were then passed through the WA98 detector response s
lation. The DCC events in the simple model used here g
rise to an anticorrelation betweenNg andNch. It also results
in nonrand‘om fluctuations in bothNg andNch individually.
Since the probability to produce events with localiz
charged-neutral fluctuations is unknown, ensembles
events, here referred to as ‘‘nDCC events,’’ were produced
a mixture of normalVENUS events and events with localize
fluctuations. The fraction of events with localized DCC-lik
fluctuations in each nDCC sample was varied as a param
to be studied.

By usingVENUS events as the basis to introduce the DC
effect, it is ensured that the general features of the ev
including the multiplicity, composition, and momenta of th
produced particles, as well as correlations in the particle m
tiplicities due to impact parameter variation, are reasona
well described. Also theGEANT simulation of the detector
response to these events ensures that other effects su
photon conversions and the response of the PMD to hadr
which might affect the observed multiplicities and the o
served correlations, are also taken into account. While
assumption of a 100% DCC contribution over an interval
fixed size inh2f is certainly a gross simplification, it pro
vides a well-defined reference to gauge the potential
DCC observation. Other assumptions, such as a varying f
tion, which might also be momentum dependent~since
DCCs are expected to be low-pT phenomena!, and different
or varying sizes might be more realistic. However, witho
clear theoretical guidance, we have chosen this very sim
model as a reasonable and well-defined reference.

The DWT analysis was carried out on an ensemble
nDCC events and their corresponding mixed event sets

TABLE I. Type of fluctuations preserved by various mixe
events.

Fluctuation Mixed Event
M1 M2 M3-ch M3-g

Ng only No Yes No Yes
Nch only No Yes Yes No
CorrelatedNg-Nch No No No No
1-7
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ated from each set of nDCC events. By ensemble of nD
events we mean sets of events having different percent
of events with localized fluctuations. The percentage var
from zero, that is, normalVENUS events with no localized
fluctuations, to an event set where all events had locali
charged-neutral fluctuations. For every nDCC event set,
four sets of mixed events (M1, M2, M3-g, and M3-ch!
were constructed from the nDCC events and analyzed.
rms deviations of the FFC distributions for each set of nD
events and corresponding mixed event sets were obtai
The results for scalej 51 are plotted in Fig. 5 as a functio
of the percentage of localized DCC-type events in the nD
event set.

It is seen that the rms deviations of the FFC distributio
of the nDCC events increase as the percentage of events
localized fluctuations inNg-Nch increases. This is the ex
pected behavior and demonstrates the linear response o
DWT to the DCC events when the frequency of events w
fluctuations increases. On the other hand, the rms deviat
of the FFC distributions of theM1-type mixed events cre
ated from the nDCC events are found to be independen
the percentage of events having localized fluctuations. T
is also the expected behavior and demonstrates that theM1
mixed events can be used as a base line from which to
duce the presence of fluctuations in a model-independ
manner. However, the deviation of the real events from
M1 mixed events does not inform about the relative con
butions of the individualNg and Nch fluctuations. The rms
deviations of the FFC distributions of theM3 mixed events
are found to be intermediate to those obtained for nD
events andM1 mixed events. They indicate the separate c
tributions of theNg or Nch fluctuations alone to the ratio. Th
rms deviations of theM2 mixed events are higher than tho
of M1 andM3 mixed events. That is because theM2 mixed
events keep the separate contributions of both theNg andNch
fluctuations. However, the rms deviations of theM2 mixed
events are consistently below those for the nDCC eve
This is because theM2 events randomize the correlation

0.1

0.15

0.2

0.25

10-2 10-1 1

nDCC
M2

M1

M3-ch
M3-γ

Fraction of DCC events

FF
C
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s 
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FIG. 5. The rms deviations of the FFC distributions for sim
latedVENUS events containing a variable fraction of localized DC
like events with DCC extentDfDCC590°, as a function of that
fraction. Results are also shown for various mixed events c
structed from those events.
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betweenNg andNch. The difference between theM2 mixed
events and the nDCC events indicates the presence o
DCC-like correlatedNg-Nch fluctuations. The relative patter
of rms values for the real events and the various mix
events constructed from those real events seen in Fig. 5
vides a rather unambiguous model-independent signature
DCC-like fluctuations. Similar relative patterns of the rm
deviations of theSZ distributions for mixed events and simu
lated events were also observed forNg-Nch correlation analy-
sis. In particular, the observation of fluctuations in re
events that are greater than theM2 mixed events would con
stitute what might be called ‘‘smoking gun’’ evidence fo
DCC formation. Conversely, the lack of a difference betwe
real events andM2 mixed events would indicate the lack o
DCC-like correlated charged-neutral fluctuations.

Figure 5 also demonstrates an effect which must be ta
into account when comparing the measured result to
mixed events. For nDCC events with vanishing fraction
events with fluctuations, which is to say for normalVENUS

events, it is seen that the rms deviations of the FFC distri
tions for all types of mixed events are higher than those
the nDCC events. In theVENUS simulations this is due to the
presence of correlations betweenNch andNg-like . These are
primarily due to residual impact parameter correlations~see
Fig. 4! as well as due to the charged particle contaminat
in the Ng-like data sample whereby the charged particles r
ister in both the PMD and SPMD~see Sec. II C! @33#. These
correlations are removed by the event mixing procedure
results in a larger rms deviations for the mixed events. T
real data are presumed to have similar residual correlat
as observed in theVENUS simulations. In order to correct fo
the effects of these non-DCC correlations, all mixed ev
rms values constructed from real events have been resc
by the percentage difference between the rms deviation
the VENUS distributions and those of the correspondi
VENUS mixed events, as also discussed in Ref.@17#.

For nDCC events with larger percentages of DCC-li
events, the anticorrelation betweenNch andNg-like overcomes
the correlations betweenNch andNg-like , and hence the rms
deviations of the FFC distributions of nDCC events beco
greater than those of the mixed events, despite the other
relation effects.

VI. RESULTS AND DISCUSSION

In the analysis of experimental data, the results from
measured data are compared with simulated and m
events. Below we discuss the results obtained from suc
comparison using two different analysis methods discus
earlier.

A. Ng versusNch correlation results

The SZ distributions calculated for differentf bin sizes
are shown in Fig. 6 for data,M1, andVENUS events, for the
four different centrality selections. The distributions for th
other types of mixed events are not shown for clarity
presentation. The small differences in theSZ distributions
have been quantified in terms of the corresponding rms

-
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FIG. 6. TheSZ distributions for data~solid
circles!, mixed events ~solid histogram!, and
simulated events~dashed histogram! for the four
centrality bins. ~a! Centrality-1 (0 –5 %), ~b!
centrality-2 (5 –10 %), ~c! centrality-3
(15–30 %), and~d! centrality-4 (45–55 %).
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viations; these rms distributions are shown in Fig. 7. T
statistical errors on the values are small and are within
size of the symbols. The bars represent statistical and
tematic errors added in quadrature. The various source
systematic error have been discussed in an earlier section
additional systematic error from the fit errors associated w
the determination of the correlation axisZ is also included.
In general, the width of theSZ distribution increases from th
most central to less central event selections, and decre
with decreasing bin size.

The rms deviations of theSZ distribution for theVENUS

simulated events are 1~by definition! for all centrality and
all bins in azimuth by definition ofSZ , and are significantly
04490
e
e
s-
of
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different from the measured results. This is primarily beca
the global particle multiplicity as predicted byVENUS and
those measured in the experiment within the coverage of
detectors are not same.

As seen in Fig. 7, the widths of theSZ distributions for
mixed events closely follow those of the data. The mix
events have been constructed such that the globalNg-like
versusNch multiplicity correlations are maintained. There
fore the rms deviations of the data and the mixed event
erence are the same in the firstf bin of Fig. 7 by construc-
tion. Some correlations betweenNch andNg-like are expected,
mostly as a result of the charged particle contamination
theNg-like data sample, but are removed by the event mix
u-
.

FIG. 7. The rms deviations of theSZ distribu-
tions for data, various mixed events, and sim
lated events for the four centrality bins
~a! Centrality-1 (0 –5 %), ~b! centrality-2
(5 –10 %), ~c! centrality-3 (15–30 %), and~d!
centrality-4 (45–55 %).
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FIG. 8. The FFC distributions
for data ~solid circles!, mixed
events ~solid histogram!, and
simulation~dashed histogram! for
the four centrality bins. ~a!
Centrality-1 (0 –5 %), ~b!
centrality-2 (5 –10 %), ~c!
centrality-3 (15–30 %), and~d!
centrality-4 (45–55 %).
ee
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d
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ng

data
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procedure, and thereby result in a small difference betw
the real and mixed events, as seen in the analysis of
VENUS events discussed earlier. All of the mixed eventSZ
distribution rms values~Fig. 7! have therefore been rescale
by the percentage difference between the rms deviation
the VENUS distributions and those of the correspondi
VENUS mixed events for each centrality class~Ref. @17#!.
04490
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The rms deviations ofSZ distributions of theM2 mixed
events are found to agree with those of the experimental
within errors for all four centrality classes and for all az
muthal bin sizes. This indicates the absence of event-
event localized correlated fluctuations inNg-like andNch, as
expected for DCC-like fluctuations. On the other hand,
rms deviations of theM1 mixed events are found to be sy
i-
u-
FIG. 9. The rms deviations of the FFC distr
butions for data, various mixed events, and sim
lation for the four centrality bins.~a! Centrality-1
(0 –5 %), ~b! centrality-2 (5 –10 %), ~c!
centrality-3 (15–30 %), and~d! centrality-4
(45–55 %).
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tematically lower than those of the data for 2, 4, and 8 bins
f for centrality bins 1, 2, and 3. The results for both types
M3 mixed events are found to be intermediate between th
of the data and theM1 mixed events. The results indicate th
presence of localized fluctuations in the data in both the p
ton and charged particle multiplicities. For the case of
most peripheral centrality selection~centrality-4!, the rms
deviations of theSZ distributions of data and the variou
mixed events are found to be in close agreement to e
other within the quoted errors.

B. Multiresolution DWT analysis results

The FFC distributions at scalesj 51 –4, corresponding to
4–32 bins in azimuthal angle, are shown in Fig. 8 for da
M1, andVENUS events for the four centrality classes. Th
results for other types of mixed events are not shown
clarity of presentation. The widths of the FFC distributio
are found to increase in going from the most central to m
peripheral centrality class. The rms deviations of these F
distributions are summarized in Fig. 9. Similar to the case
the SZ distributions discussed above, the rms deviations
the mixed events have been rescaled by the percentage
ference between the rms deviations of theVENUS FFC distri-
butions and those of theVENUS mixed events for each cen
trality class. The statistical errors are small and are within
size of the symbols. The bars represent statistical and
tematic errors added in quadrature.

The rms deviations of the FFC distributions for the da
VENUS, and mixed events are found to be close to each o
~within quoted errors! for the case of 32 bins inf for all of
the four centrality classes. The rms deviations for the F
distribution ofM2 mixed events are found to closely follo
those of the data for all centrality classes and all bins inf,
while the rms deviations for theM3 mixed events lie be-
tween those of the data andM1 mixed events. These resul
are consistent with those obtained from the analysis of theSZ
distributions. These observations indicate the absence
event-by-event localized correlated fluctuations~DCC-like!
betweenNg-like andNch. They also suggest the presence
localized fluctuations in both photons and charged part
multiplicities for intermediate bin sizes in azimuth. The rm
values of the FFC distributions forVENUS events are close to
those of theM1 mixed events for centrality classes 1, 2, a
3. However, they are slightly higher for the most periphe
centrality class~centrality-4!.

C. Discussion

The results from the two independent methods of anal
are consistent and indicate the absence of event-by-e
correlated DCC-like fluctuations in the photon and charg
particle multiplicities. However, they do suggest the prese
of uncorrelated fluctuations in both the photon and char
particle multiplicities for intermediate bin sizes inf. The
data have been compared to various kinds of mixed ev
and to simulated events which take into account many de
tor related effects. Still it is worthwhile to explore the exte
of other possible experimental effects that might affect
observed rms deviations of theSZ and FFC distributions. As
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discussed extensively in Refs.@15,22,23#, care has been
taken during the data taking and during the data proces
to closely monitor the performance of the PMD and SPM
The detector uniformity of the PMD was studied in detail
using the minimum ionizing particle~MIP! signal from the
data for all pads of the 22 boxes. The fluctuations of
pad-to-pad relative gains were approximately 10%. The g
corrections were made for each pad. Corrections for g
variations during the data taking period were made perio
cally for both the PMD and SPMD. This reduces the pos
bility of abrupt gain or threshold changes during the r
period. Events with obvious detector readout effects, suc
missing or dead regions, were carefully removed from
data sample. It should be recalled that most detector eff
are reflected in the mixed events.

The effect of local fluctuations in the performance of t
PMD has been studied using simulatedVENUS events. In one
test, the gain of a group of pads corresponding to one
more PMD cameras was randomly varied. A 30% change
gain in one camera for all events resulted in an increase
0.7% in the rms deviations. Changing the gains of three c
eras by 30% for all events resulted in an increase of the
deviations by 1.7%. Since the camera gains were clos
monitored on-line and during the processing of the data,
is considered to be a highly unlikely scenario. Still, the
changes are within the quoted errors of Figs. 7 and 9, wh
indicates that local gain and threshold variations would
account for the observed differences between the data
the M1 mixed events.

Several checks were performed to verify the quality of t
data obtained with the SPMD. One of the differences
tween the previous analysis@15# and the present one is tha
while in the previous case the analysis was performed us
the total charged particle multiplicity of the detector deduc
from the magnitude of the measured SPMD signals, here
simply used the total number of hit SPMD pads. The rea
for using hit pads is that the correction in going from depo
ited charge to hits for each event and smallh –f segments is
nontrivial. Also, the effects of two-track resolution and po
sible shifts of the beam position on the target during the s
were studied in detail. However, all of these produced sm
effects that could not account for the differences obser
between the data andM1 mixed events.

D. Strength of localized fluctuations

In order to quantify the strength of theNg-like and Nch
fluctuations for various bins inf and for different centrality
classes, we define a quantityx as

x5
A~s22s1

2!

s1
, ~3!

wheres1 ands correspond to the rms deviations of the FF
distributions of theM1 mixed events and real data, respe
tively. The results are shown in Fig. 10 as a function of t
number of bins inf for the four different centrality classes
Qualitatively similar results are obtained whenx is calcu-
lated using the rms deviations of theSZ distributions. The
1-11
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shaded portion indicates the region ofx wheres is ones
greater than the rms deviation FFC distributions forM1
events, wheres is the total error on theM1 event rms de-
viation. It represents the limit above which a signal is dete
able. Sincex is calculated from the rms deviations of th
FFC distributions for data andM1 mixed events, it gives the
combined strength of localized fluctuations in both the p
ton and charged particle multiplicities. We do not presenx
values calculated usingM3-type mixed events. However,
is clear from the rms deviation figures~Figs. 7 and 9! that
both photons and charged particles contribute to the obse
fluctuations. The result shows that the strength of the fl
tuations decreases as the number of bins inf increases, with
a strength that decreases to below the detectable level~within
the quoted errors! for 16 and 32 bins. There is an indicatio
that the strength of the signal decreases with decreasing
trality for 4 and 8 bins in azimuthal angle, although the te
dency is not very strong.

E. Upper limit on DCC production

It has been shown that the rms deviations of theSZ and
FFC distributions for data are very close to those of theM2
mixed events, within the quoted errors. If the DCC-like co
related fluctuations inNg-like versusNch were large, the rms
deviations~Figs. 7 and 9! of data would have been large
compared to those of theM2 mixed events. Since this is no
the case, we may extract an upper limit on the production
DCCs at the 90% confidence level following the stand
procedure as discussed in Ref.@34#.

The errors are assumed to have Gaussian distribution
though they are asymmetric. The larger of the asymme
errors is conservatively used for the limit calculation. T

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
centrality - 1

centrality - 2

centrality - 3

centrality - 4

Number of bins in                             φ

χ

4 8 16 32

FIG. 10. The fluctuation strength parameter for the four cent
ity classes. Centrality-1 corresponds to the 5% most cen
centrality-2 corresponds to 5 –10 %, centrality-3 corresponds
15–30 %, and centrality-4 corresponds to 45–55 % of the m
mum bias cross section as determined by selection on the mea
transverse energy distribution. The error bars are shown only on
centrality-1 selection for clarity of presentation. The errors are si
lar for the other centralities. The shaded portion represents the
above which a signal is detectable~see text for details!.
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90% C.L. upper limit contour has been calculated asx
11.28ex , wherex is calculated using Eq.~3!. Heres1 ands
correspond to the rms deviations of the FFC~or SZ) distri-
butions forM2 mixed events and real data, respectively, a
ex is the error inx from the FFC~or SZ) analysis. If the
difference between the rms deviation of the FFC distrib
tions forM2 mixed events and real data is negative, we ta
the value ofx to be zero. It may be mentioned that for th
calculation of the upper limits we have assumed that the t
difference in the rms values of data andM2 mixed events is
due to DCC-like fluctuations only.

To relate the measured upper limit on the size of the fl
tuations to a limit on DCC domain size and frequency
occurrence, we proceed as follows. Within the context of
simple simulated DCC model described earlier, we obtain
rms deviations of the FFC distributions with various doma
sizes in azimuthal angle (15°,30°,. . . ,180°) and for each
domain size also for different frequencies of occurrence
DCC (0 –100 %). TheM2 mixed events are then con
structed for each of these sets of simulated events. For e
set of DCC-type events of a given domain size and f
quency of occurrence, the value ofx is calculated using Eq
~3!, from the difference in rms deviations of the FFC dist
bution of the DCC event~s! and its correspondingM2 mixed
event distribution (s1). The upper limit is set at that value o
frequency of occurrence for a fixed DCC domain size
which thex value from the DCC model matches with that
the x11.28ex upper limit from the experimental data. Th
is used to set the upper limit contour in terms of domain s
and frequency of occurrence of the DCC. The results
centrality classes 1 and 2 are shown in Fig. 11. It may
mentioned that the upper limit contour set by a similar ana
sis of the rms values of theSZ distributions is very similar to
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FIG. 11. The 90% confidence level upper limit on DCC produ
tion for central Pb1Pb collision at 158A GeV/c, as a function of
the DCC domain size in azimuthal angle within the context o
simple DCC model and the measured photon and charged pa
multiplicities in the interval 2.9,h,3.75. The solid line corre-
sponds to data from the top 5% and dashed line to top 5 –10 %
the minimum bias cross section as determined by selection on
measured transverse energy distribution.
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that from the FFC analysis. Also, from Fig. 10 it is seen th
the total fluctuation is similar or weaker for centrality class
3 and 4; hence the upper limit for these two classes would
similar or weaker than those shown in Fig. 11 for centra
classes 1 and 2.

VII. SUMMARY

A detailed event-by-event analysis of theh2f phase
space distributions of the multiplicity of charged particl
and photons in Pb1Pb collisions at 158AGeV has been car
ried out using two different analysis methods for four diffe
ent centrality classes. The results from the two analy
methods were found to be consistent with each other.
first analysis method studied the magnitude of theNg-like
versusNch multiplicity fluctuations in decreasing phase spa
regions. The second analysis employed the discrete wav
transformation technique to investigate the relative mag
tude of theNg-like versusNch fluctuations in adjacent phas
space regions. The results were compared to pureVENUS

1GEANT simulation events and to various types of mix
events to search for and identify the source of nonstatist
fluctuations. Both analysis methods indicated fluctuations
yond those observed in simulated and fully mixed events
f intervals of greater than 45° and which increased wea
in strength with increasing centrality. The additional fluctu
tions were found to be due to uncorrelated fluctuations
bothNg-like andNch. No significant correlated fluctuations i
Ng-like versusNch, a likely signature of the formation o
disoriented chiral condensates, were observed in all of
four centrality classes studied. Using the results from
hy

er

.G
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data, mixed events, and within the limitations of a simp
model of DCC formation, an upper limit on DCC productio
in 158 A GeV Pb1Pb collisions has been set.
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We present results on the measurement of � and ��� production in Au� Au collisions at �������s
NN

p
�

130 GeV with the PHENIX detector at the Relativistic Heavy Ion Collider. The transverse momentum
spectra were measured for minimum bias and for the 5% most central events. The ���=� ratios are constant
as a function of pT and the number of participants. The measured net � density is significantly larger than
predicted by models based on hadronic strings (e.g., HIJING) but in approximate agreement with models
which include the gluon-junction mechanism.

DOI: 10.1103/PhysRevLett.89.092302 PACS numbers: 25.75.Dw
(SPS) [1] to investigate the flavor composition of nuclear
matter at high density and temperature. Furthermore, anti-
baryon-to-baryon ratios, or alternatively, a net baryon

urement of these quantities at RHIC, at the highest energies
so far available in the laboratory, is of great importance for
our understanding of the sources of these processes.
In this Letter we report on the measurement by the
PHENIX experiment at the Relativistic Heavy Ion
Collider (RHIC) of the production of � and ��� particles
and the ratio ���=� as a function of transverse momentum
pT and centrality in Au� Au collisions at

��������
sNN
p

�
130 GeV. The production of strange baryons and of
strange particles in general has been extensively studied
in heavy ion collisions at the Alternating Gradient
Synchrotron (AGS) and at the Super Proton Synchrotron
number such as (�� ���) at midrapidity provide insight
into the baryon transport mechanism in these collisions [2–
5]. The systematic study of baryon stopping (transport of
baryon number in rapidity space) and hyperon production
in proton-proton, proton-nucleus, and nucleus-nucleus col-
lisions has been done over the past decade at the AGS [6,7]
and CERN SPS [8–10]. The results have shown a high
degree of baryon stopping and enhanced hyperon produc-
tion in heavy nucleus-nucleus collisions. Clearly the meas-
092302-2
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FIG. 1. Invariant mass spectra of p�� (solid squares) and �pp��
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The results reported here were obtained using the west
arm of the PHENIX spectrometer [11] which covers an
angular range of �� � �=4 (during its first year of run-
ning) and a pseudorapidity range of j�j< 0:35. The
detectors used were the drift chamber (DC), a set of multi-
wire proportional chambers with pixel-pad readout (PC1)
[12], and a lead-scintillator electromagnetic calorimeter
(EMCal) [13]. Signals from two sets of beam-beam coun-
ters (BBC) and two zero-degree calorimeters (ZDC) pro-
vided a trigger sensitive to 92%� 4% of the 6.8 b total
Au� Au cross section [14]. The centrality selection was
done using the correlation between the analog responses of
the ZDC and BBC [14].

The present analysis is based on 1.3 M minimum-bias
events with a vertex position of jzj< 20 cm. To recon-
struct the � and ��� particles, their weak decays �! p��

and ��� ! �pp�� are used. The tracks of the charged par-
ticles from the decay of � and ��� are reconstructed using
DC and PC1, and their momentum is determined by the DC
with a resolution of �p=p ’ 0:6% 	 3:6%p 
GeV=c�.
Although these tracks do not point back to the primary
vertex position (the mean distance of the� decay vertex to
interaction vertex is �3:5 cm), their momentum is calcu-
lated assuming that they come from the interaction point,
hence there is, in general, a shift in the momentum of the
reconstructed � and ��� particles. A Monte Carlo (MC)
study shows that the difference is of the order 1%–2%
over the measured momentum range, within the measured
momentum resolution, and thus neglected in the present
study. The absolute momentum scale is known to better
than 2% [15]. In order to reduce background the tracks are
confirmed by requiring a matching hit in the EMCal within
�3�. For the particle identification of the daughter
charged particles the time-of-flight signal of the EMCal
with a timing resolution of �700 ps is used. Using the
momentum measured by the DC and the flight time, the
particle mass is calculated and a 2�momentum-dependent
cut is applied to the mass-squared distribution to identify
protons, antiprotons, and pions. An upper momentum cut
of 0.6 and 1:4 GeV=c for pions and protons, respectively,
provides clean particle separation. Then each proton is
combined with each pion in the same event and the invar-
iant mass is calculated. If � or ��� are produced, a peak
appears in the mass distribution on top of a background
from random combinations of particles and short lived
resonances (� and N). In order to determine the number
of �’s and ���’s from such a distribution, an estimation of
the background is essential. For this, the mass distribution
with combinations of protons and pions from different
events with the same centrality class (event mixing) is
used. In order to reduce the background, the decay proton
energy is required to be within Eminp < Ep < Emaxp , where
Eminp and Emaxp are calculated from the two-body decay
kinematics in the � center-of-mass system. A similar cut
is used for the pions. This cut is particularly effective in
reducing the contributions from short-lived resonances and
092302-3
gives an improvement of the signal-to-background ratio by
a factor of 2 without affecting the � line shape and results
in the final value of S=B � 1=2 for both � and ���. We
obtain�12000 � and�9000 ��� particles in the mass range
1:05<mp� < 1:20 GeV=c2 with mass resolution
�m=m ’ 2% obtained from a Gaussian fit. The � ( ���)
peaks vary by less than the mass resolution over the
measured pT range.

Figure 1 shows the invariant mass spectra for the �!
p�� and ��� ! �pp��. The results represent the primary �
and ��� and contributions from the feed-down from heavier
hyperons (mainly �0 and�). The reconstructed number of
� and ��� particles is corrected for acceptance, pion decay-
in-flight, momentum resolution, and reconstruction effi-
ciency. For this, single-particle MC events were generated
over the full azimuth � (0<�< 2�) and one unit of
rapidity y (� 0:5< y< 0:5). The simulated particles
were passed through the entire PHENIX GEANT [16]
simulation. The correction function is defined as the ratio
of the input (generated) transverse momentum distribution
to the pT distribution of the particles reconstructed in the
spectrometer. However, this correction does not take into
account the decreasing track reconstruction efficiency due
to the high multiplicity environment in more central
events. A well-established method to obtain this efficiency
drop is the embedding procedure [15]. We use single-
particle MC tracks embedded into real events and analyze
the merged events with the same analysis code as used for
the reconstruction of the data set. The track reconstruction
efficiency decreases from 90% for minimum bias to 70%
092302-3



 (GeV/c)Tp

0 0.5 1 1.5 2

-2
d

y 
(G

eV
/c

)
T

N
/d

p
2

d
T

1/
p

ev
t

1/
N

π
1/

2

10
-3

10
-2

10
-1

1

10

0.1×

 (min-bias)Λ

 (min-bias)Λ

 (5%)Λ

 (5%)Λ

FIG. 2. Transverse momentum spectra of � and ��� for mini-
mum bias and for the 5% most central events. For clarity of
presentation the data points for minimum bias are scaled down
by a factor of 10.

VOLUME 89, NUMBER 9 P H Y S I C A L R E V I E W L E T T E R S 26 AUGUST 2002
for central events, independently of the track pT . The �0

and � hyperons decay to � with a branching ratio of
essentially 100%. We have verified, using HIJING, that
the kinematic properties (pT and y distributions) of pri-
mary � and those produced by �0 and � decay are the
same (within a few percent). We conclude that the correc-
tion function determined for primary � is valid for all �.
Since there are no reliable data available for the yields
of those hyperons at RHIC energies, we cannot quantita-
tively state the contributions from those heavier hyperons
to our � production. Therefore, our data include the pri-
mordial � and ���, as well as the feed-down from the
heavier hyperons.

Using the correction function determined from single-
particle MC and multiplicity-dependent track reconstruc-
tion efficiency derived from the embedding procedure, we
correct the transverse momentum distributions of� and ���.
The invariant yields as a function of the transverse mo-
mentum pT for� and ��� are shown in Fig. 2 for minimum-
bias events (circles). Over the measured transverse
momentum range (0:4<pT < 1:8 GeV=c), both the �
and ��� spectra can be described by a distribution of the
form dN=dp2T / pTe

�pT=T as shown in Fig. 2 by the solid
line. The total yield dN=dy is obtained by integrating the
functional fit from zero to infinity. The fraction of the
extrapolated yield is 29%. In the same Fig. 2 we show
the invariant yield for the 5% most central events (squares).
In Table I the total yields dN=dy together with the average
transverse momentum hpTi and the slope parameters T are
listed for both minimum bias and for the 5% most central
events.

There are several sources which contribute to the sys-
tematic uncertainties of the total yield dN=dy and average
transverse momentum hpTi determination. One of the
sources, the uncertainty in the correction function deter-
mination, is found to be 13%. By changing the fitting
function used for the yield extrapolation to a pure expo-
nential, we derive a systematic error of �9%. There is
also an additional contribution to the systematic error
which originates from the combinatorial background sub-
traction which is 3%. Combining the above uncertainties in
TABLE I. Inclusive � and feed-down corrected
(in GeV=c), and slope parameters (in MeV=c) f
central events. The errors listed are statistical. The
16% for the �.

�

dN=dy (MB) 4:8� 0:3 3:5
(5%) 17:3� 1:8 12:7

hpTi (MB) 1:06� 0:08 1:10
(5%) 1:15� 0:15 1:14

T (MB) 355� 11 366
(5%) 384� 16 380

092302-4
quadrature gives a total systematic error in the yield of 16%
(see Table I).

The ���=� yield ratio determined in the mass window
defined above versus pT is shown in Fig. 3 (top panel). The
ratio is constant over the whole pT range 0:4< pT <
1:8 GeV=c. There is also no significant variation of
the ���=� ratio as a function of the number of participants
(bottom panel) which is calculated using a Glauber model
together with a simulation of the ZDC and BBC responses
[14]. The average ���=� ratio is 0:75� 0:09
stat� �
0:17
syst�. Both the pT dependence and the integral ���=�
ratio are consistent with statistical thermal model calcula-
tions [17] at RHIC energies.

The present measurement of the total yield of � and ���
enables us to take the previously reported inclusive p and �pp
spectra [18] and construct a feed-down correction for �
decays. As the � yield has not been measured, we do
proton yields, average transverse momentum
or minimum bias (MB) and for the 5% most
systematic errors are 17% for the protons and

��� p �pp

� 0:3 5:4� 0:2 3:7� 0:2
� 1:8 19:3� 0:6 13:7� 0:7

� 0:12 0:88� 0:04 0:91� 0:06
� 0:21 0:95� 0:07 1:04� 0:12

� 13 292� 21 304� 23
� 19 319� 31 327� 34

092302-4
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TABLE II. Total measured and predicted baryon yields for
minimum bias (MB) and for the 5% most central events. The
errors listed are statistical. The proton yields are corrected for
feed-down. The systematic errors are 24% for the protons and
23% for the �.

Net baryon number PHENIX HIJING HIJING/B

(�� ���) (MB) 1:3� 0:4 0.2 0.8
(p� �pp) (MB) 1:7� 0:3 1.1 1.7
(�� ���) (5%) 4:6� 2:5 0.8 3.2
(p� �pp) (5%) 5:6� 0:9 4.7 7.1
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not include feed-down from �� decays, but this is ex-
pected to be <5%, based on HIJING calculations. The
feed-down corrections were done bin by bin on the proton
(antiproton) pT spectrum by the following method:

dNp

dydpT

i� �

dNm

dydpT

i� �

XNbins
j�1

dN�

dydpT

j� � BR� w
j; i�;

(1)

where dNp=dydpT is the total yield of the primary protons,
dNm=dydpT is the total yield of the measured protons,
dN�=dydpT is the total yield of the measured �, BR is the
branching ratio of the � decay �! p��, i is the pT bin
number, Nbins is the number of bins, and w
j; i� is the
fraction of protons from� decay from bin number j which
fall into the proton bin number i. These fractions were
extracted from MC. The feed-down corrected proton and
antiproton pT spectra are shown in Fig. 4. We calculated
the total yield, dN=dy, for protons and antiprotons by
fitting them to the same distribution as used for the �
and integrating from zero to infinity. The results for the
total yields dN=dy, the average transverse momentum
hpTi, and the slope parameters T for minimum bias and
for the 5% most central events are also listed in Table I.
The measured �=p and ���= �pp ratios after feed-down cor-
rections are found to be 0:89� 0:07
stat� � 0:21
syst� and
0:95� 0:09
stat� � 0:22
syst�.

The net baryon numbers are indicative of the baryon
transport mechanism in relativistic heavy ion (RHI) colli-
sions. In Table II we compare our results for minimum bias
and for the 5% most central events with the predictions of
092302-5
the HIJING [19] model which assumes that the primary
mechanism for baryon transport in RHI is due to quark-
diquark hadronic strings. Vance et al. [4] implemented a
nonperturbative gluon-junction mechanism in a new ver-
sion of HIJING (called HIJING/B) to explain the enhanced
baryon stopping at CERN SPS energies. The predictions of
this model are also shown in Table II. For a valid compar-
ison with the experimental data, the HIJING and HIJING/B
results for � and ��� also include the feed-down from the
heavier hyperons and the results for protons and antipro-
tons the feed-down from ��. Table II shows a clear differ-
ence (by a factor of �4) between HIJING and HIJING/B
for the net � number, with the HIJING/B predictions in
much better agreement, in particular, for the minimum-bias
data, where the experimental errors are relatively small.
Moreover, HIJING/B rapidity densities for both � and ���
are closer to the experimental values though still below
them. The difference between the two models for the net
proton number is less obvious and, although the data seem
092302-5
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to favor HIJING/B, the present accuracy does not allow for
a clear preference between the two models.

In conclusion, we have measured the transverse momen-
tum spectra of � and ��� particles in the pT range 0:4<
pT < 1:8 GeV=c in minimum bias and the 5% most central
Au� Au collisions at �������s

NN

p
� 130 GeV at RHIC with the

PHENIX experiment. The absolute yields of dN=dy, at
midrapidity, of � hyperons are determined by extrapolat-
ing to all values of pT . The average ���=� ratio is found to
be 0:75� 0:09� 0:17. The ratio is constant over the whole
pT range and there is also no significant variation of the
���=� ratio as a function of the number of participants.
Using the measured � and ��� yields, the p and �pp yields
corrected for feed-down from � decays are determined.
The �=p and ���= �pp ratios after feed-down corrections are
found to be 0:89� 0:07� 0:21 and 0:95� 0:09� 0:22.
The measured net � number is substantially larger than
predicted by HIJING as already seen at CERN SPS and
which may indicate enhanced baryon stopping at RHI
energies. The newly available high statistics data at�������s

NN

p
� 200 GeV will allow us to further study baryon

transport and strangeness production in RHI collisions.
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S. K. Gupta,2 W. Guryn,3 H.-Å. Gustafsson,20 J. S. Haggerty,3 H. Hamagaki,7 A. G. Hansen,19 H. Hara,24

E. P. Hartouni,18 R. Hayano,38 N. Hayashi,31 X. He,10 T. K. Hemmick,28 J. M. Heuser,28 M. Hibino,41 J. C. Hill,13

D. S. Ho,43 K. Homma,11 B. Hong,15 A. Hoover,26 T. Ichihara,31,32 K. Imai,17,31 M. S. Ippolitov,16 M. Ishihara,31,32

B.V. Jacak,28,32 W.Y. Jang,15 J. Jia,28 B. M. Johnson,3 S. C. Johnson,18,28 K. S. Joo,23 S. Kametani,41 J. H. Kang,43

M. Kann,30 S. S. Kapoor,2 S. Kelly,8 B. Khachaturov,42 A. Khanzadeev,30 J. Kikuchi,41 D. J. Kim,43 H. J. Kim,43

S.Y. Kim,43 Y. G. Kim,43 W.W. Kinnison,19 E. Kistenev,3 A. Kiyomichi,39 C. Klein-Boesing,22 S. Klinksiek,25

L. Kochenda,30 V. Kochetkov,12 D. Koehler,25 T. Kohama,11 D. Kotchetkov,5 A. Kozlov,42 P. J. Kroon,3 K. Kurita,31,32

M. J. Kweon,15 Y. Kwon,43 G. S. Kyle,26 R. Lacey,27 J. G. Lajoie,13 J. Lauret,27 A. Lebedev,13,16 D. M. Lee,19

M. J. Leitch,19 X. H. Li,5 Z. Li,6,31 D. J. Lim,43 M. X. Liu,19 X. Liu,6 Z. Liu,6 C. F. Maguire,40 J. Mahon,3 Y. I. Makdisi,3

V. I. Manko,16 Y. Mao,6,31 S. K. Mark,21 S. Markacs,8 G. Martinez,34 M. D. Marx,28 A. Masaike,17 F. Matathias,28

T. Matsumoto,7,41 P. L. McGaughey,19 E. Melnikov,12 M. Merschmeyer,22 F. Messer,28 M. Messer,3 Y. Miake,39

T. E. Miller,40 A. Milov,42 S. Mioduszewski,3,36 R. E. Mischke,19 G. C. Mishra,10 J.T. Mitchell,3 A. K. Mohanty,2
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Two-particle azimuthal correlation functions are presented for charged hadrons produced in Au�
Au collisions at the Relativistic Heavy Ion Collider (

��������
sNN
p

� 130 GeV). The measurements permit
determination of elliptic flow without event-by-event estimation of the reaction plane. The extracted
elliptic flow values (v2) show significant sensitivity to both the collision centrality and the transverse
momenta of emitted hadrons, suggesting rapid thermalization and relatively strong velocity fields.When
scaled by the eccentricity of the collision zone ", the scaled elliptic flow shows little or no dependence
on centrality for charged hadrons with relatively low pT . A breakdown of this " scaling is observed for
charged hadrons with pT > 1:0 GeV=c.

DOI: 10.1103/PhysRevLett.89.212301 PACS numbers: 25.75.Ld
for its possible detection and study [1]. Elliptic flow d����R� n�1
The primary goal of current relativistic heavy ion
research is the creation and study of nuclear matter at
high energy densities [1–7]. Open questions include the
detailed properties of such excited matter, as well as the
existence of a transition to the quark-gluon plasma (QGP)
phase. Such a phase of deconfined quarks and gluons has
been predicted to survive for � 3–10 fm=c in Au� Au
collisions at the Relativistic Heavy Ion Collider (RHIC)
[8], and several experimental probes have been proposed
constitutes an important observable [9–16] because it is
thought to be driven by pressure built up early in the
collision and, therefore, can reflect conditions existing in
the first few fm=c. Elliptic flow leads to an anisotropy in
the azimuthal distribution of emitted particles. A Fourier
decomposition of this distribution [17,18],

dN
/

�
1�

X1
2vn cos
n����R��

�
; (1)
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provides a characterization of the elliptic flow via the
second Fourier coefficient v2. Here, � is the azimuthal
angle of an emitted particle and �R is the azimuth of the
reaction plane, defined by the beam direction and the
impact-parameter vector [19]. The apparent reaction
plane is determined from the azimuthal correlations be-
tween emitted particles, and its dispersion correction
from the azimuthal correlations between two ‘‘sub-
events’’ [19–21]. An alternative technique for elliptic
flow analysis is the Fourier decomposition of the pairwise
distribution in the azimuthal angle difference (�� �
�1 ��2) between pairs of emitted particles [22–24]:

dN
d��

/

�
1�

X1
n�1

2v2
n cos�n���

�
: (2)

In this case the magnitude of the elliptic flow is charac-
terized by the square of the second Fourier coefficient in
Eq. (1), i.e., v2

2. These methods of analysis can be taken as
equivalent since (i) the correlation between every particle
and the reaction plane induces correlations among the
particles, and (ii) correlating two subevents amounts to
summing two-particle correlations [18]. The results in
this Letter have several advantages over elliptic flow
measurements obtained via the reaction plane method at
the same beam energy by the STAR [5] and PHOBOS [6]
Collaborations. First, two-particle correlations circum-
vent the need for full azimuthal detector acceptance.
Second, it allows the determination of elliptic flow with-
out event-by-event estimation of the reaction plane
and the associated corrections for its dispersion. Third,
the correlation method can provide insights on nonflow
correlations and minimize many important systematic
uncertainties (detector acceptance, efficiency, etc.) im-
portant to the accuracy of elliptic flow measure-
ments [22,23,25] .

Elliptic flow is predicted and found to be negative for
beam energies & 4A GeV and positive for higher beam
energies in Au� Au collisions [9,13–16]. Recent theo-
retical investigations have made predictions for the cen-
trality dependence of the scaled elliptic flow A2 � v2="
[26,27], where " is the eccentricity or initial spatial
anisotropy of the ‘‘participant’’ nucleons in the collision
zone. The eccentricity " shows an essentially linear varia-
tion with impact parameter b, for 0:2bmax & b & 0:8bmax

[9] in Au� Au collisions (bmax � 14 fm). For central
collisions (b & 5–6 fm), it is predicted that higher energy
densities are produced and rapid kinetic equilibration in
the QGP phase leads to a characteristic rise in A2 [26,27].
In addition, elliptic flow for high pT particles has been
proposed as an observable sensitive to the energy loss of
scattered partons in a QGP phase [28].

The colliding Au beams (
��������
sNN
p

� 130 GeV) used in
these measurements have been provided by the
Relativistic Heavy Ion Collider at Brookhaven National
Laboratory (BNL). Charged reaction products were de-
212301-3
tected in the east and west central arms of the PHENIX
detector [2,29]. Each of these arms subtends 90 in azi-
muth�, and�0:35 units of pseudorapidity�. The axially
symmetric magnetic field of PHENIX (0.5 T) allowed for
the tracking of particles with pT � 200 MeV=c in the
fiducial volume of both arms. The drift chamber (DC)
and a layer of pad chambers (PC1) located at radii of 2 m
and 2.5 m, respectively, in each arm, served as the pri-
mary tracking detector for these measurements. A second
layer of pad chambers (PC3), positioned at 5 m in the east
arm, was employed to confirm the trajectory of charged
particles which traversed both the DC and PC1. The zero
degree calorimeters (ZDC) were used in conjunction with
the beam-beam counters (BBC) to provide the position of
the vertex along the beam direction as well as a trigger for
a wide range of centrality selections.

The present data analysis uses two-particle azimuthal
correlation functions to measure the distribution of the
azimuthal angle difference (�� � �1 ��2) between
pairs of charged hadrons. Following an approach com-
monly exploited in interferometry studies, a two-particle
azimuthal correlation function can be defined as fol-
lows [22–24]:

C���� �
Ncor����
Nuncor����

; (3)

where Ncor���� is the observed �� distribution for
charged particle pairs selected from the same event,
and Nuncor���� is the �� distribution for particle pairs
selected from mixed events. Events were selected with a
collision vertex position, �20< z< 20 cm, along the
beam axis. Mixed events were obtained by randomly
selecting each member of a particle pair from different
events having similar multiplicity and vertex position. In
order to suppress an overefficiency in finding two tracks at
close angles, hadron pairs within 1 cm of each other in the
DC were removed from both theNcor���� andNuncor����
distributions. Event centralities were obtained via a series
of cuts in the space of BBC versus ZDC analog response
[2]; they reflect percentile selections of the total inter-
action cross section of 6.8 b [2]. Estimates for the im-
pact parameter and the eccentricity, " � �hy2i � hx2i�=
�hy2i � hx2i�, were also made for each of these selections
following the model detailed in Ref. [2]. Here, h. . .i
represents the spatial average (weighted by the density)
of participant nucleons over the transverse plane of the
collision zone [11]. Systematic uncertainties associated
with the determination of " are estimated to be �7%.
This estimate includes the variation of all of the inputs to
the Glauber model within reasonable limits.

Correlation functions were obtained via two separate
methods. In the first, charged hadron pairs were formed
by selecting each particle from a common pT range
(fixed-pT method). In the second hadron pairs were
formed by selecting one member from a fixed pT range
212301-3



FIG. 1. Azimuthal correlation functions for charged hadrons
as a function of centrality and pT selection. The solid curves
represent Fourier fits following Eq. (2). Error bars are statisti-
cal only.

FIG. 2. v2 vs centrality for several pT selections. [F] and [A]
indicate results obtained with the fixed-pT and assorted-pT
methods, respectively. Systematic errors are estimated to be
�5%; they are dominated by the normalization of the correc-
tion function for real tracks. For the centrality range 0%–5%
the data points are statistically uncertain and the points are
omitted.
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and the other from outside this range (assorted-pT
method). Within statistical errors, both methods of analy-
sis yield similar results for the pT range presented below,
as would be expected for a system dominated by collec-
tive motion.

An important prerequisite for reliable flow extraction
from PHENIX data is to establish whether or not the
�180o azimuthal coverage of the detector results in
significant distortions to the correlation function. To
this end, detailed simulations of the detector response,
acceptance, and efficiency, have been performed for simu-
lated data incorporating specific amounts of flow (pa-
rametrized by v2). The results from these simulations
indicated no significant distortion to the correlation func-
tions due to the PHENIX acceptance. On the other hand,
small distortions to the correlation function (for �� &

25o) as well as an incomplete recovery of v2 could be
attributed to background contributions from particle de-
cay and interactions in detector material.

These background contributions principally affect
the extraction of v2 from the correlation function in
two ways. The distortion to the correlation function at
small relative angle introduces a small systematic dis-
tortion when fit with a Fourier function [cf. Eq. (2)].
A good representation of the data was obtained with the
fit function C���� � � exp
�0:5���=��2� � a1
1 �
2v2

2 cos�2����, where the Gaussian term is used to char-
acterize the background distortion at small angles. In
addition, there is an isotropic background of false tracks
which are predominantly misidentified as high pT par-
ticles. These contributions can be efficiently suppressed
in the east central arm of PHENIX, by requiring a rela-
tively stringent association between tracks found in the
DC and their associated hits in PC3. Using such a proce-
dure, the fraction of background tracks has been eval-
uated as a function of pT and used to correct v2.
Corrections range from �10% at low pT to �25% at
2 GeV=c with a systematic uncertainty of 5%. The cur-
rent analysis is restricted to the range 0:3 < pt �
2:5 GeV=c to maintain this relatively small systematic
uncertainty.

Figures 1(a)–1(d) show representative �� correlation
functions obtained for charged hadrons detected in the
pseudorapidity range�0:35<�<0:35. Correlation func-
tions for relatively central events (centrality�20%–25%,
b�7:0 fm) are shown for hadrons with 0:3<pT<
2:5 GeV=c and 0:5<pT<2:5 GeV=c in Figs. 1(a) and
1(c), respectively. The same pT selections have been
made for the correlation functions shown in Figs. 1(b)
and 1(d) but for more peripheral collisions (centrality�
40%–45%, b�9:6 fm) as indicated. Figures 1(a)–1(d)
show a clear anisotropic pattern which is essentially sym-
metric about ���90o. There is also a visible increase of
this anisotropy with increasing impact parameter and pT .
These trends are all consistent with those expected for in-
plane elliptic flow [10,11,13,20].
212301-4
The magnitude of elliptic flow and the mechanism for
its development can be shown to be related to (a) the
geometry of the collision zone, (b) the initial baryon
and energy density developed in this zone, and (c) the
detailed nature of the equation of state for the created
nuclear matter [9–13,26]. Since differential flow mea-
surements can serve to provide important insights for dis-
entangling these separate aspects [10–13,26], we show
the results of such measurements in Figs. 2 and 3. Figure 2
shows v2 as a function of centrality for several pT selec-
tions: 0:40< pT < 0:60 GeV=c (diamonds), 0:60< pT <
1:00 GeV=c (squares), and 1:0<pT < 2:5 GeV=c
(circles), respectively. Figure 3 compares the differential
flow v2�pT� for several centralities as indicated.
212301-4
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Figures 2 and 3 both show relatively large differential
flow values which increase with increasing impact pa-
rameter and the pT of emitted hadrons. The separate
effects of spatial asymmetry and the response of the
collision zone, possibly due to the generated pressure
are also evident in Fig. 2. That is, v2 not only increases
with increasing impact parameter for a fixed pT , but also
increases with increasing pT for a fixed centrality selec-
tion. Trivially, the magnitude of flow should go to zero
for very small and very large impact parameters.
Similarly, its magnitude can be expected to be zero for
pT � 0. It is interesting that Fig. 3 indicates an essentially
linear rise of v2 with pT for each of the centrality
selections presented. Such a trend cannot be accounted
for via simple geometric considerations alone [30]. How-
ever, it is compatible with model calculations which
assume a strong transverse velocity field [30]. This sug-
gests the presence of strong dynamically driven trans-
verse flow at RHIC. The magnitude and trends for v2

shown in Figs. 2 and 3 are consistent with other elliptic
flow measurements at RHIC [5,6].

Figure 4 aims to disentangle the geometric and dy-
namical (pT) contributions to the elliptic flow over a
broad range of centralities or energy densities. To do
this, we plot A2 as a function of centrality to obtain the
dynamical contributions [26,27]. This evaluation is per-
formed for two pT selections (0:40< pT < 0:60 and
1:0<pT < 2:5 GeV=c) which give rise to relatively low
and high pT values, respectively. The underlying idea is
that this ratio should remove the geometric dependence of
v2, while the pT selections may provide greater sensitiv-
ity to different time scales and energy densities associ-
ated with the expanding system.

Figure 4 shows an increase in the magnitude of A2 with
increasing pT . This increase can be attributed to the
dynamical response of the created system, resulting
from the generated pressure gradients. For hadrons of
FIG. 3. v2 vs pT for several centrality selections. [F] and [A]
follow the notation in Fig. 2. Systematic errors are estimated to
be �5%.
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0:4< pT < 0:6 the observed centrality dependence of
A2 is compatible with " scaling. However, a breakdown
of this scaling is observed for hadrons with 1:0< pT <
2:5. Such a trend may point to a change in the particle
production mechanism or the possibility that pressures
larger than those predicted by current hydrodynamic
calculations [10,11] are being produced in the most cen-
tral collisions at RHIC. It is also interesting to note that
the species’ composition of the charged particle spectra
changes dramatically between the two pT ranges used
in Fig. 4 [31].

To summarize, we have measured two-particle azimu-
thal correlation functions for charged hadrons produced
in Au� Au collisions at RHIC (

��������
sNN
p

� 130 GeV). The
integral, differential, and scaled elliptic flow values ex-
tracted from these measurements indicate strong sensitiv-
ity to the collision centrality and the transverse momenta
of emitted hadrons. The centrality dependence of v2

suggests that the high-energy-density nuclear matter cre-
ated at RHIC efficiently translates the initial spatial
asymmetry into a similar asymmetry in momentum
space. The pT dependence is consistent with the develop-
ment of strong transverse velocity fields in the collision
zone. The centrality dependence of A2 for hadrons in
the range 0:4< pT < 0:6 is compatible with " scaling.
However, a breakdown of this scaling is observed for
hadrons with 1:0<pT < 2:5. Such a trend could result
from a number of effects, the most intriguing of which is
a possible change in the equation of state [26,27].
Additional experimental signatures and model calcula-
tions will undoubtedly be necessary to test the detailed
implications of these results. Nevertheless, the results
presented here clearly show that two-particle azimuthal
FIG. 4. The centrality dependence of A2 for two different pT
selections. [F] and [A] follow the notation in Fig. 2. Estimates
of the eccentricity " for several centralities are indicated on the
upper abscissa. Systematic errors are estimated to be �10%,
dominated by the normalization of the correction function and
the model determination of ".
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correlation measurements provide an important probe for
the high-energy-density nuclear matter created at RHIC.
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Distributions of event-by-event fluctuations of the mean transverse momentum and mean transverse energy
near mid-rapidity have been measured in Au1Au collisions atAsNN5130 GeV at the Relativistic Heavy-Ion
Collider. By comparing the distributions to what is expected for statistically independent particle emission, the
magnitude of nonstatistical fluctuations in mean transverse momentum is determined to be consistent with
zero. Also, no significant nonrandom fluctuations in mean transverse energy are observed. By constructing a
fluctuation model with two event classes that preserve the mean and variance of the semi-inclusivepT or eT

spectra, we exclude a region of fluctuations inAsNN5130 GeV Au1Au collisions.
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I. INTRODUCTION

Phase instabilities near the QCD phase transition can
sult in nonstatistical fluctuations that are detectable in fi
state observables@1#. These instabilities, which may occu
due to random color fluctuations@2#, critical behavior at the
QCD tricritical point@3#, or fluctuations from the decay of
Polyakov loop condensate@4#, can result in a broadening o
the transverse momentum or transverse energy distribut
of particles produced for different classes of events. T
phenomenon is expected to be detected experimentally
searching for deviations of the distributions of the event-

*Deceased.
†Author is an individual participant.
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event mean transverse momentumM pT
or mean transverse

energyMeT
of produced particles from the random distrib

tions expected for statistically independent particle emiss
An event-by-event analysis ofM pT

was previously per-

formed for 158 A GeV/c Pb1Pb collisions at the CERN
SPS by Experiment NA49@5#. In that analysis, theM pT

dis-

tributions measured over the rapidity range 4,yp,5.5 and
pT range 0.005,pT,1.5 GeV/c were found to be consis
tent with random fluctuations. NA49 also performed
event-by-event analysis of theK/p ratio @6#, showing only
very small deviations from random fluctuations. With an i
crease ofAsNN to 130 GeV in Relativistic Heavy-Ion Col
lider ~RHIC! collisions, unprecedented energy densities ha
been observed@10#; hence conditions may be more favorab
for a phase transition from hadronic matter to a quark-glu
1-2
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TABLE I. Statistics pertaining to theM pT
analysis. The values of̂M pT

& are quoted for 0.2,pT

,1.5 GeV/c and are not corrected for efficiency or acceptance.

Centrality 0–5 % 0–10 % 10–20 % 20–30 %

Data
Nevents 72 692 149 236 149 725 150 365
^Ntracks& 59.6 53.9 36.6 25.0
sNtracks

10.8 12.2 10.2 7.8
^M pT

& (MeV/c) 523 523 523 520
spT

(MeV/c) 290 290 290 289
sM pT

(MeV/c) 38.6 41.1 49.8 61.1
Mixed events

^M pT
& (MeV/c) 523 523 523 520

sM pT
(MeV/c) 37.8 40.3 48.8 60.0
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plasma which may be indicated in nonrandom fluctuatio
Presented here is an event-by-event analysis ofM pT

fluctua-

tions and the first measurement ofMeT
fluctuations at mid-

rapidity at the RHIC.

II. ANALYSIS

The PHENIX Experiment@7# consists of four spectrom
eters designed to measure simultaneously hadrons, lep
and photons produced in nucleus-nucleus, proton-nucl
and proton-proton collisions at RHIC. The two central a
spectrometers, which are located within a focusing magn
field, each covering60.35 in pseudorapidity andDf590°
in azimuthal angle, are utilized in this analysis. The prima
interaction trigger was defined using the Beam-Be
Counters~BBCs! @8# and Zero Degree Calorimeters~ZDCs!
@9#. Events are selected with a requirement that the collis
vertex along the beam axis hasuzu,20 cm as measured b
both the BBCs and ZDCs. Event centrality is defined us
correlations in the BBC and ZDC analog response as
scribed in@10#. For the present analysis, the events are c
sified according to the 0–5 %, 0–10 %, 10–20 %, and 2
30 % most central events.

The drift chamber@11# is used in conjunction with the
innermost pad chamber, called PC1, to measure the tr
02490
s.

ns,
s,

ic

y

n

g
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–

s-

verse momentum of charged particles traversing
PHENIX acceptance. A fiducial section of the drift chamb
is chosen to minimize the effect of time-dependent variatio
in the performance of the detector during the data-tak
period. The fiducial volume of theM pT

analysis spans an

azimuthal range ofDf558.5° and covers the pseudorapi
ity rangeuhu,0.35. Reconstructed tracks@12# are required to
contain a match to a hit in PC1 to ensure that the tracks
well reconstructed in three dimensions for reliable mom
tum determination.

The MeT
distribution is determined from clusters reco

structed in the two instrumented sectors of the le
scintillator electromagnetic calorimeter@7,13,14#. The quan-
tity eT is defined as the transverse energy per reconstru
calorimeter cluster as described in@14#, which can include
clusters that have been merged. The effects of cluster m
ing on theMeT

distribution are discussed later. The fiduci

volume of theMeT
analysis spans an azimuthal range

Df545° and coversuhu,0.35.
There are no acceptance or efficiency corrections app

to the semi-inclusivepT or eT distributions prior to the cal-
culation ofM pT

or MeT
. Here, the term semi-inclusive refer

to spectra inpT or eT summed over all events in a give
centrality class. These corrections do not vary from even
TABLE II. Statistics pertaining to theMeT
analysis. The values of̂MeT

& are quoted for 0.225,eT

,2.0 GeV and are not corrected for efficiency or acceptance.

Centrality 0–5 % 0–10 % 10–20 % 20–30 %

Data
Nevents 69 224 138 882 140 461 137 867
^Nclus& 68.6 62.1 41.6 28.0
sNclus

11.6 13.2 10.8 8.3
^MeT

& (MeV) 466 462 448 439
seT

(MeV) 267 265 258 253
sMeT

(MeV) 34.1 36.2 43.0 51.8
Mixed Events

^MeT
& (MeV) 466 462 448 439

sMeT
(MeV) 32.7 34.4 41.3 50.0
1-3
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event and are identical for data and mixed events~defined
below!; therefore they do not modify the values of the flu
tuation quantities defined later. TheM pT

distributions are cal-
culated using the formula

M pT
5~1/Ntracks! (

i 51

Ntracks

pTi , ~2.1!

whereNtracks is the number of tracks in the event that pa
the cuts outlined above and lie within thepT range 0.2,pT
,1.5 GeV/c. Similarly, theMeT

distributions are calculated
using the formula

MeT
5~1/Nclus! (

i 51

Nclus

eTi , ~2.2!

whereNclus is the number of calorimeter clusters in the eve
that lie within theeT range 0.225,eT,2.0 GeV. An event
is excluded from the analysis ifNtracks or Nclus is below a
minimum value to ensure that there are a sufficient num
of tracks or clusters to determine a mean and to excl
background events. This minimum value for the 0–5
0–10 %, 10–20 %, and 20–30 % centrality classes, res
tively, is 40, 30, 20, and 10 for theM pT

analysis and 30, 20

10, and 10 for theMeT
analysis. Table I lists statistics pe

taining to the data samples used to determineM pT
and Table

II lists the statistics pertaining to the data samples used
determineMeT

. The events used for theM pT
andMeT

analy-
ses are considered independently of each other.

In order to compare theM pT
and MeT

distributions to
what is expected for statistically independent particle em
sion, the baseline for the random distribution is defined
mixed events, which are events of multiplicitym assembled

FIG. 1. TheNtracks distribution for the 0–10 % centrality clas
~data points! compared to theNmix distribution from the mixed
event sample~curve!. Very good agreement in the data and mix
eventNtracks distribution is required for a precise comparison of t
correspondingM pT

distributions shown in Fig. 3 below.
02490
s

t

er
e
,
c-

to
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y

using individual tracks or clusters taken from a collection
m data events with one track or cluster taken from each d
event. To obtain a precision comparison, it is important
match the number of tracks or clusters along with the m
of the semi-inclusive distribution of the mixed events
those of the data. Therefore, in both analyses, mixed ev
are constructed by predetermining the number of char
particle tracks or calorimeter clusters in the mixed ev
Nmix by directly sampling the corresponding dataNtracks or
Nclus distributions. Figure 1 shows a comparison of t
Ntracks distributions from the data and the normalized mix
eventNmix distribution for the 0–10 % centrality class. Onc
Nmix is determined, a mixed event is filled withpT or eT
values from the data with the following criteria:~a! no two
pT or eT values from the same data event are allowed
reside in the same mixed event,~b! only pT or eT values
passing all cuts in the determination ofM pT

or MeT
from the

data events are placed in a mixed event, and~c! only data
events from the same centrality class are used to constru
mixed event corresponding to that class. Once a mixed e
is filled with Nmix tracks or clusters, itsM pT

or MeT
is cal-

culated in the same manner as for the data events.
For both analyses, the data contain a fraction of tracks

clusters within close physical proximity that have merg
into a single track or cluster. This fraction is estimated
embedding simulated single-particle events that are p
cessed through a detailed simulation of the detector resp
into real data events, which are then reconstructed in
same manner as the data. For the 0–5 % centrality class
estimate that 6% of the tracks and 5% of the clusters
affected.

For theM pT
analysis, tracks that are merged into a sing

reconstructed track typically have similar values ofpT . The
result is a slightly lower value ofNtracks which causes a
slight broadening in the width of theM pT

distribution due to

the reduced statistics per event. However, since theNtracks

FIG. 2. TheM pT
distribution for the 0–5 % centrality class. Th

curve is the result of aG distribution calculation with parameter
taken from the semi-inclusivepT spectra.
1-4
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FIG. 3. TheM pT
distributions for all central-

ity classes. The curves are the random base
mixed event distributions.
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data distribution is directly sampled during the construct
of mixed events, the effect of merged tracks cancels for co
parisons between the data and mixed events.

For theMeT
analysis, the effect of merged clusters is co

plicated by the fact that a single cluster is reconstructed w
aneT corresponding to the sum of the two~or more! particles
contributing to the cluster. To understand this effect on
mixed events, we note that the fraction of merged clus
within a data event increases with event multiplicity. Als
many of the data events with the lowestMeT

coincide with
the lowest multiplicity events since they contain few, if an
merged clusters that would yield a higherMeT

. When the
merged clusters in the data events are randomly redistrib
among the mixed events, low multiplicity mixed events c
contain more merged clusters than the data events with
same multiplicity, resulting in a gross upward shift inMeT

for those mixed events. This results in apparent excess
random fluctuations at lowMeT

. Conversely, high multiplic-
ity mixed events can contain fewer merged clusters than
data events with the same multiplicity, resulting in a gro
downward shift inMeT

for those mixed events. Howeve
since the mean is taken over more clusters in this case
effective shift inMeT

is reduced at highMeT
, and the appar-

ent nonrandom fluctuations are much less pronounced.
estimate of the magnitude of this effect is presented late

III. RESULTS

To compare directly the semi-inclusivepT distribution to
theM pT

distribution assuming a statistically independent p
02490
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ticle emission, the closed form prescription outlined in@15#
is used. This prescription describes the semi-inclusivepT
distribution using a Gamma distribution,

f ~pT!5 f G~pT ,p,b!5
b

G~p!
~bpT!p21e2bpT, ~3.1!

where p and b are free parameters that are related to
mean and standard deviation of the semi-inclusive distri
tion as

p5
^pT&2

spT

2
, b5

^pT&

spT

2
, ~3.2!

where

spT
5~^pT

2&2^pT&2!1/2. ~3.3!

The reciprocal of b is the inverse slope parameter
the pT distribution. With the track multiplicity distribution
assumed to be a negative binomial distributio
f NBD(Ntracks,1/k,^Ntracks&), theM pT

distribution can be cal-
culated using

g~pT!5 (
N5Nmin

Nmax

f NBD~N,1/k,^N&! f G~pT ,Np,Nb!,

~3.4!

where the sum is overNtracks from Nmin to Nmax, which are
the limits of the multiplicity. The value of the negative bino
mial distribution parameterk is given by
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FIG. 4. TheMeT
distributions for all centrality

classes. The curves are the random base
mixed event distributions. The source of diffe
ences in the data and mixed event distributio
are addressed in the text.
s a
ent
tes
ata.
n-
1

k
5

spT

2

^Ntracks&
2

2
1

^Ntracks&
. ~3.5!

Therefore, given̂pT&, spT
, and^Ntracks& extracted from the

semi-inclusivepT distribution, the expected randomM pT
dis-
02490
tribution can be calculated. Figure 2 shows theM pT
distribu-

tion for the 0–5 % centrality class. Overlaid on the data a
dotted curve is the result of the calculation. The agreem
between the data distribution and the calculation illustra
the absence of large nonstatistical fluctuations in the d
The remainder of this paper will quantify the amount of no
e

-

–
37,
.

FIG. 5. The residual distribution between th
data and mixed eventM pT

spectra as a function
of M pT

in units of standard deviations for all cen
trality classes. The totalx2 and the number of
degrees of freedom for the 0–5 %, 0–10 %, 10
20 %, and 20–30 % centrality classes are 89.0/
155.7/40, 163.3/47, and 218.4/61, respectively
1-6



e
f
l-

,
re

re-
i-
g.

EVENT-BY-EVENT FLUCTUATIONS IN MEAN pT AND . . . PHYSICAL REVIEW C 66, 024901 ~2002!
FIG. 6. The residual distribution between th
data and mixed eventMeT

spectra as a function o
MeT

in units of standard deviations for all centra
ity classes. The totalx2 and the number of
degrees of freedom for the 0–5 %, 0–10 %
10–20 %, and 20–30 % centrality classes a
310.0/32, 896.4/36, 678.7/47, and 553.9/53,
spectively. A large fraction of the residual contr
butions are due to the effects of cluster mergin
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statistical fluctuations observed and place limits on the le
of fluctuations that can be present in central Au1Au colli-
sions atAsNN5130 GeV.

To quantify the magnitude of the deviation of fluctuatio
from the expectation of statistically independent parti
emission, the magnitude of the fluctuationvT in the trans-
verse quantityMT , representingM pT

or MeT
, is defined as

vT5
~^MT

2&2^MT&2!1/2

^MT&
5

sMT

^MT&
. ~3.6!

The value ofvT is calculated independently for the da
distribution and for the baseline, or mixed event, distributio
The difference in the fluctuation from a random baseline d
tribution is defined as

d5v (T,data)2v (T,baseline) . ~3.7!

The sign ofd is positive if the data distribution contains
correlation, such as Bose-Einstein correlations@16#, when
compared to the baseline distribution. The fraction of flu
tuations that deviate from the expectation of statistically
dependent particle emission is given by
02490
el

.
-

-
-

FT5
~v (T,data)2v (T,baseline)!

v (T,baseline)

5
~s (T,data)2s (T,baseline)!

s (T,baseline)
, ~3.8!

wheres (T, data) refers to the standard deviation of the eve
by-eventMT data distribution ands (T, baseline) is the corre-
sponding quantity for the baseline, or mixed event, distrib
tion. In the absence of a common language for the anal
of M pT

andMeT
fluctuations, the commonly used fluctuatio

quantity fT @17# is also presented in order to compare th
measurement to previous results@5#. The quantityd is related
directly to fT via

fT5~s (T,data)2s (T,baseline)!A^NT&5d^MT&A^NT&,
~3.9!

where NT representsNtracks or Nclus . The quantityfT is
related toFT by

fT5FTs (T,baseline)A^NT&. ~3.10!
TABLE III. Fluctuation quantities for theM pT
analysis.

Centrality 0–5 % 0–10 % 10–20 % 20–30 %

v (T,data)~%! 7.3760.10 7.8560.13 9.5260.14 11.760.21
d(%) 0.1460.15 0.1660.19 0.1960.21 0.2160.35
FT(%) 1.962.1 2.062.5 2.162.2 1.863.0
fpT

(MeV/c) 5.6566.02 6.0367.28 6.1166.63 5.4769.16
1-7
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TABLE IV. Fluctuation quantities for theMeT
analysis.

Centrality 0–5 % 0–10 % 10–20 % 20–30 %

v (T,data)~%! 7.3260.07 7.8460.08 9.5860.17 11.860.26
d(%) 0.3060.09 0.3760.12 0.3860.20 0.4060.32
FT(%) 4.361.3 5.061.6 4.262.2 3.562.8
feT

(MeV) 11.563.59 13.664.23 11.165.75 9.2867.34
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The standard deviation of the semi-inclusive spectra can
approximated bys (T,incl.)'s (T,baseline)A^NT& @15#, where
s (T,incl.) is the standard deviation of the semi-inclusive d
tribution as defined in Eq.~3.3!. Therefore,fT is simply the
fraction of nonrandom fluctuations in the event-by-eve
meanpT or eT , FT , scaled bys (T,incl.) . An advantage ofFT
overfT is that measurements expressed inFT can be directly
compared without further scaling.

The magnitudes of any nonrandom fluctuations are es
lished by comparing the data distributions to the mixed ev
distributions, which serve as the random baseline distri
tions. For this purpose, the mixed event distributions are n
malized to minimize thex2 value with respect to the dat
distributions. Figures 3 and 4 show theM pT

andMeT
distri-

butions for all four centrality classes~data points! with the
corresponding mixed eventM pT

andMeT
distributions over-

layed on the data as dotted curves. The broadening of
distributions for less central collisions are due to the red
tion in ^Ntracks& or ^Nclus&. Shown in Fig. 5 and Fig. 6 are
the residuals between the data and mixed events, define
each bini as residuali5(M (T,data) i

2M (T,mixed) i
)/s i , in units

of standard deviations, for each centrality class. The sha
of the residual distributions are primarily driven by the no
malization procedure applied to the mixed events.

For theM pT
distributions, the data and mixed event d

tributions are indistinguishable. However, the upperMeT

edges of the data and mixed eventMeT
distributions show

good agreement while the lowerMeT
edge of the data distri

butions are slightly wider than the mixed event distributio
If this low eT effect were physical, it would imply fluctua
tions with slightly more loweT photons since the effect i
not seen in theM pT

distribution for charged particle tracks

However, some of the excess fluctuations at loweT can be
attributed to the effects of cluster merging previously d
cussed. The magnitude of this effect has been investig
using a Monte Carlo simulation which calculatesMeT

after
reproducing the calorimeter cluster separation distributi
theNclus distribution, and the semi-inclusiveeT distributions
from the data. The fluctuations in theMeT

distribution with
this effect included in each event are compared to a si
lated mixed eventMeT

distribution constructed from the
same generated data set using the same procedure th
applied to the data. In this manner, it is estimated that
cluster merging effect contributes an additionalFT 5 1.5%,
2.1%, 0.9%, and less than 0.01% to the nonrandom fluc
tions for the 0–5 %, 0–10 %, 10–20 %, and 20–30 % c
trality classes, respectively. The simulation confirms that
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cluster merging effect significantly contributes only to t
lower MeT

edge of the distribution. The remainder of th

excess loweT fluctuations is likely due to correlated low
energy background. GEANT@19# simulations indicate tha
the primary background contribution is produced by low e
ergy electrons and muons that scatter off the pole tips of
central arm spectrometer magnet but still pass the clu
selection cuts. Because of the difficulty in quantifying t
contribution of background to the excess fluctuations,
presentMeT

data are taken to indicate an upper limit o
nonstatistical fluctuations rather than an indication of tr
nonstatistical fluctuations.

The values ofvT , d, FT , andfT for each centrality class
using the mixed events as the random baseline distribu
are tabulated in Table III forM pT

and Table IV forMeT
. The

errors quoted for these quantities include statistical err
and systematic errors due to time-dependent variations
the data-taking period. The systematic errors are estim
by dividing each data set into nine subsets with each su
containing roughly equal numbers of events. For theM pT

analysis, the systematic errors contribute to 81%, 88%, 7
and 75% of the total error invT and 85%, 88%, 80%, and
85% of the total error in the variablesd, FT , andf t for the
0–5 %, 0–10 %, 10–20 %, and 20–30 % centrality class
respectively. The corresponding values for theMeT

analysis
are a 67%, 63%, 81%, and 82% contribution to the to
errors invT , and a 64%, 63%, 81%, and 82% contributio
to the total errors ind, FT , andf t for each centrality class
The cluster merging contribution estimates noted above
not applied to the values quoted in Table IV.

IV. DISCUSSION

Based upon the fluctuation measurements presented
certain fluctuation scenarios in RHIC Au1Au collisions at
AsNN5130 GeV are excluded. For this purpose, we co
sider two variations of a model that contains two classes
events with a difference of effective temperature, defined
DT5T22T1, whereT2 is the inverse slope parameter of th
event class with the higher effective temperature, andT1 is
the inverse slope parameter of the event class with the lo
effective temperature. The first variation, model A, will co
sider a case where the means of the semi-inclusivepT spectra
for the two event classes are identical, but the standard
viations are different. The second variation, model B, w
consider a case where the means of the semi-inclusivepT
spectra are different, but the standard deviations are ide
cal. Since the semi-inclusivepT distribution is an observed
1-8



ch
m

of

tio

ed

he
ne

ex

o

ex-
sti-

be

i-

le-
er.
m-
s-

ate

d.

ed

hat
ly
ss
ly

ting
is

NT
-
c-
d
the
the
6%

dent
ure-

tri-
t
ly

in
d
-

e
.
io

EVENT-BY-EVENT FLUCTUATIONS IN MEAN pT AND . . . PHYSICAL REVIEW C 66, 024901 ~2002!
quantity, the two event classes must be constrained in su
way that the mean and standard deviation of the final se
inclusivepT distribution remain constant while the effect
the fluctuation manifests itself in theM pT

distribution.
The dual event class model is applied to the determina

of the sensitivity to fluctuations inM pT
for the 0–5 % cen-

trality class as follows. Returning to the prescription outlin
in @15#, the semi-inclusive transversepT spectrum can be
parametrized by thef G(pT ,p,b) distribution defined in Eq.
~3.1!. For both model variations, the fraction of events in t
event class with the higher effective temperature is defi
as

q5
~Nevents!class 1

~Nevents!class 11~Nevents!class 2
. ~4.1!

The pT distribution of the combined sample can then be
pressed as

f ~pT!5qG~pT ,p1 ,b1!1~12q!G~pT ,p2 ,b2!, ~4.2!

whereT151/b1 andT251/b2.
For model A, the semi-inclusivepT distributions of each

event class are constrained to have the same mean, s
require

m5p/b5p1 /b15p2 /b2 . ~4.3!

The variance of the final semi-inclusivepT distribution for
model A is constrained by

s2

m2
5

1

p
5

q

p1
1

~12q!

p2
. ~4.4!

FIG. 7. The PHENIX sensitivity to nonrandom fluctuations
the two variations of the dual event class model that are exclude
the 95% confidence level by theM pT

analysis in the 0–5 % central
ity class. The fraction of eventsq in the class of events with the
lower inverse slope parameter~event class 1! is plotted on the hori-
zontal axis while the difference in inverse slope parameter betw
event class 1 and event class 2,DT, is plotted on the vertical axis
The curves represent the lower boundaries of the excluded reg
02490
a
i-

n

d

-

we

With these constraints, the choice of a value forq and the
effective temperature of one event class is sufficient to
tract the remaining parameters from which sensitivity e
mates for fluctuations inM pT

are obtained.

For model B, the semi-inclusivepT distributions of each
event class are allowed to have different means,m1 andm2,
so the mean of the total semi-inclusive distribution can
expressed asm5qm11(12q)m2. Defining a mean shiftDm
asDm5m22m1, we obtain

m25m1qDm. ~4.5!

Allowing p1 5 p2 and applying the constraint that the var
ances of the two event classes are identical, yields

1

p1
5

1/p2q~12q!~Dm/m!2

11q~12q!~Dm/m!2
. ~4.6!

With a choice of values forq andDm, the remaining param-
eters can be calculated, includingDT.

Both variations of the dual event class model are imp
mented in a Monte Carlo simulation in the following mann
The number of particles in an event is determined by sa
pling theNtracks data distribution, approximated by a Gaus
ian distribution fit to the data. ThepT of each particle in an
event is determined individually by sampling the appropri
G(pT ,p,b) distribution fit to the semi-inclusivepT data dis-
tribution, which yieldsp50.8 andb52.46 for 0–5 % cen-
trality. ThepT of each particle is restricted to thepT range of
the measurement. WithNtracks and thepT distribution deter-
mined, theM pT

for a given number of events is calculate

The generatedM pT
distribution with q50 for either model

variation is found to be statistically consistent with the mix
eventM pT

distribution.
The data contain a fraction of background particles t

did not originate from the collision vertex that effective
dilute the sensitivity to nonrandom fluctuations. To addre
this, a fraction of the particles in an event are random
tagged as background particles, whosepT distribution is then
generated with a separate parametrization prior to calcula
M pT

for an event. The level of background contamination
estimated by processing HIJING@18# Au1Au events
through a software chain that includes a detailed GEA
simulation@19# with the complete PHENIX detector geom
etry included, followed by a detailed simulation of the dete
tor electronics response@12#, whose output is then processe
by track, cluster, and momentum reconstruction using
identical software and input parameters as is used for
data analysis. It is estimated that 11% of the tracks and 2
of the clusters are due to background particles, indepen
of centrality class over the centrality range of these meas
ments. The estimatedpT and eT distributions for the back-
ground particles are well parametrized by exponential dis
butions. Again, the majority of theeT background occurs a
low eT , so any correlated background would most like
contribute to the lower side of theMeT

distribution.

at

en

ns.
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To determine the sensitivity to fluctuations within the du
event class model, the fluctuation fractionq and the value of
p1 for model A andDm for model B are varied and theM pT

distribution is generated at each step. Ax2 test is then per-
formed on the generatedM pT

distribution with respect to the

mixed event dataM pT
distribution. For a given value ofq,

thex2 result increases asDT increases, which allows a fluc
tuation exclusion region to be defined for the single deg
of freedom. The curves in Fig. 7 show the lower exclus
boundaries for the 0–5 % centralityM pT

measurement at th

95% confidence level as a function ofq and DT for both
variations of the model. If the sensitivity is determined bas
upon the nonmixed data distribution, the lower exclus
boundary increases by less than 2 MeV for all values ofq for
either model. Also, for all values ofq in either model, the
estimated background contribution degrades the sensit
estimates byDT53 MeV for both models.

A recent model of event-by-event fluctuations where
temperature parameterT51/b fluctuates with a standard de
viation sT on an event-by-event basis@20# can be simply
related toFT :

sT
2

^T&2
5

2FT

p~^n&21!
, ~4.7!

wherep50.8 is the semi-inclusive parameter extracted fro
the present data. For the 0–5 % centrality class, the pre
measurement establishes a 95% confidence limit of
31023 for sT

2/^T&2, or 5% forsT /^T&.
et

.

d
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V. CONCLUSIONS

The fluctuations in theM pT
distributions for all centrality

classes are consistent with the presence of no fluctuation
excess of the random expectation. The magnitude ofFT in all
cases is positive, which may be due to the presence
Hanbury-Brown-Twiss correlations. The fluctuations in t
MeT

distributions do have a small nonstatistical compone
much of which is attributable to the effects of merged clu
ters, the remainder of which are taken to indicate an up
limit on nonstatistical fluctuations in transverse energy.
defining a dual event class model, limits are set on
amount ofM pT

fluctuations that can be present in the angu

aperture uhu,0.35 and Df558.5° in AsNN5130 GeV
Au1Au collisions. During the RHIC run of 2001, PHENIX
has taken data forAsNN5200 GeV Au1Au collisions with
about a factor of 4 increase in azimuthal angular accepta
for both theM pT

and MeT
analyses, which will allow the

measurements to be extended toward more peripheral c
sions.
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Data from Au� Au interactions at
��������
sNN
p

� 130 GeV, obtained with the PHENIX detector at the
Relativistic Heavy-Ion Collider, are used to investigate local net charge fluctuations among particles
produced near midrapidity. According to recent suggestions, such fluctuations may carry information from
the quark-gluon plasma. This analysis shows that the fluctuations are dominated by a stochastic
distribution of particles, but are also sensitive to other effects, like global charge conservation and
resonance decays.

DOI: 10.1103/PhysRevLett.89.082301 PACS numbers: 25.75.Dw
ify the existence of a QGP [2]. A general problem is that
many of these signals also can be produced in a hadronic

the primordial plasma state. The basic idea is that each of
the charge carriers in the plasma carries less charge than
The PHENIX detector [1] at the Relativistic Heavy-Ion
Collider (RHIC) is a versatile detector designed to study
the properties of nuclear matter at extreme temperatures
and energy densities, obtained in central heavy-ion colli-
sions at ultrarelativistic energies. A central goal of these
studies is to collect evidence for the existence of the quark-
gluon plasma (QGP) characterized by deconfined quarks
and gluons.

There are several proposed ways to experimentally ver-
scenario, albeit special conditions of highly compressed
matter have to prevail. Furthermore, it is not straightfor-
ward to determine how the various plasma signals are
distorted when the deconfined matter transforms back to
hadronic matter. Recent theoretical investigations [3–5]
predict a drastic decrease of the event-by-event fluctuations
of the net charge in local phase-space regions as a signature
of the plasma state. These fluctuations are not related to the
transition itself, but rather with the charge distribution in
082301-2
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the charge carriers in ordinary hadronic matter. The charge
will thus be more evenly distributed in a plasma. The main
concern of the theoretical discussions is how and why the
original distribution survives the transition back to ordi-
nary matter [6,7]. Predictions, for a rapidity coverage
�y � 1, range up to an 80% reduction in the magnitude
of the fluctuations, as measured by the variance of the net
charge.

Decays of hadronic resonances influence the net charge
fluctuations, whether or not deconfinement is reached. In
the absence of a QGP, deviations from statistical behavior
can be used to determine the abundance of, e.g., � and !
mesons [8]. In a hadron gas resonances are expected to
decrease the fluctuations by about 25%. Globally, fluctua-
tions will be further reduced, since charge is a conserved
quantity. Although multiplicity fluctuations have been
studied extensively in both hadronic and nuclear processes
[9], net charge fluctuations have only recently been ad-
dressed experimentally [10,11].

In this Letter we report results from an analysis of net
charge fluctuations for particles produced in Au� Au
interactions at

��������
sNN
p

� 130 GeV. The fluctuations are
studied in the variables R � n�=n�, the ratio between
positive and negative particles, and Q � n� � n�, the
net charge [3]. The advantages and disadvantages of these
variables will also be discussed.

Information from one of the PHENIX central tracking
arms (west) is used in this analysis, where events are
required to have a well-defined vertex close to the center
of the apparatus (jZj< 17 cm), as defined by the two
beam-beam counters (BBC). These cover the pseudo-
rapidity region 3:0< jj< 3:9. Together with the infor-
mation from the two zero-degree calorimeters (ZDC),
placed farther away (18 m), the BBC information is used
for off-line centrality selection [12]. A total of about
5� 105 minimum bias events has been analyzed. The
PHENIX west arm spectrometer has an acceptance of
0.7 units of pseudorapidity (�0:35<< 0:35) and �=2
radians in azimuth ’. Charged-particle trajectories are
recorded in a multiwire focusing drift chamber (DC)
[13]. The combination of reconstructed DC tracks [14]
with matching hits in the innermost pad-chamber plane
defines the sign of the charge of the particle and also
provides a high resolution measurement of the transverse
momentum pT of tracks originating from the collision
vertex. Tracks with a reconstructed pT less than
0:2 GeV=c have been excluded from the analysis due to
a low reconstruction efficiency and large contributions
from background sources, as revealed by simulations. No
upper pT cut has been applied.

The tracking efficiency and the charge assignment have
been studied using GEANT [15] simulations. Of particu-
lar importance in this context is a realistic description of
the drift chamber response, which is extracted from mea-
sured data, parametrized, and applied empirically in the
simulation.
082301-3
RQMD [16] simulations are used to study the detection
efficiency, and the fraction of reconstructed particles that
preserve their charge, as well as to evaluate the results of
the analysis. The charge fluctuations in RQMD are consis-
tent with calculations based on other hadronic models like
URQMD and HIJING [3]. The overall efficiency for detecting
a charged particle within the acceptance is found to be
around 80% for both positive and negative particles.
Correlated inefficiencies due to the limited two-track reso-
lution and detector inhomogeneities are small enough
�<1%	 to be safely neglected for this analysis.

Depending on pT , between 70% and 85% of the recon-
structed tracks are in one-to-one correspondence with a
primarily produced particle. The remaining tracks come
from secondary interactions in the detector material and
from decays, where the original charge information is lost.
The composition of these tracks has been studied in detail
through RQMD and GEANT. The different sources are weak
decays (e.g.,K0

S, �, � decays) (28%), � conversion (16%),
! ���� (6%). The remaining 50% are mainly from
interactions in the detector material. Instead of trying to
correct the data for effects from individual sources, we
have directly compared the data with the outcome of the
simulations. The predictions of RQMD have been studied
both with and without experimental distortions, in order to
quantify the net effect. It turns out that the experimental
bias pushes the value of v�Q	 closer to the stochastic limit,
as will be further discussed below.

In each event the numbers of positively charged particles
n�, negatively charged particles n�, and their sum nch are
recorded. In a stochastic scenario, with a fixed number of
charged particles within the acceptance, where each par-
ticle is assigned a random charge (� 1 or �1 with equal
probability), the variance of the net charge, Q, is

V�Q	 � hQ2i � hQi2 � nch : (1)

The normalized variance in Q is

v�Q	 �
V�Q	
nch

� 1 : (2)

For the charge ratio, in the stochastic scenario, V�R	 �
hR2i � hRi2 will approach the value 4=nch as nch increases
and v�R	 � nch � V�R	 asymptotically approaches 4. When
an asymmetry between positive and negative particles is
introduced, v�R	 is drastically affected, whereas the effect
on v�Q	 is marginal. If we write the probability p� that
a given particle has positive charge in the form p� �
1
2 �1� "	, and subsequently p� �

1
2 �1� "	, we find

v�Q	 � 1� "2, while the asymptotic value of v�R	 is 4�
16"�O�"2	. Detector or reconstruction inefficiencies,
which randomly remove particles independent of charge,
do not influence those results in the stochastic scenario.
The variance, V�R	, can be calculated from
082301-3
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FIG. 1. (a) The normalized variances v�Q	 and v�R	 as func-
tions of nch, together with curves for stochastic behavior. (b) The
normalized variance v�Q	 for different centrality classes, as
described in the text.
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where A � 1� pnch� � p
nch
� is the new normalization due

to discarding events with n� or n� equal to zero. The
variance of R, even for a purely stochastic charge distribu-
tion, depends on multiplicity and on the fractions of posi-
tive and negative particles.

There are other proposed measures of net charge fluctu-
ations. Most of these are modifications of R or Q, and
deal with corrections for large charge asymmetries (i.e.,
" � 0) and large acceptances. Since in our case " is close
to zero, and the fraction of observed to all produced
particles in an event is small, we can safely neglect those
complications [17].

The data show a small excess of positive particles,
growing proportionally with nch, in qualitative agreement
with calculations using RQMD and GEANT. A part of this
excess comes from the intrinsic isospin asymmetry and a
part from secondary interactions in the detector and sur-
rounding material.

In Fig. 1(a), v�R	 and v�Q	 are displayed as functions of
nch and v�Q	 is multiplied by a factor of 4 to compensate
for the asymptotical difference between v�R	 and v�Q	.
Both v�Q	 and v�R	 are well described by the results
obtained from the stochastic scenario.

Since v�Q	 is independent of nch one expects v�Q	 to be
close to unity also in representations where other centrality
measures are used. On the other hand, since v�R	 depends
on multiplicity, it will have a complicated behavior as a
function of centrality, making it difficult to draw any
further conclusions. We will thus focus on v�Q	 for the
rest of this analysis.

In Fig. 1(b), v�Q	 is displayed as a function of centrality
based on the ZDC/BBC information. The full event
sample, corresponding to 92% of the inelastic cross section
[12], is divided into 20 centrality classes, where each class
corresponds to 5% of the events. Class 20 represents the
most central events. With the increased resolution on the y
axis in Fig. 1(b), it is evident that v�Q	 is consistently
below unity and deviates from stochastic behavior. The
value is, however, far above the most optimistic QGP
predictions v�Q	 � 0:2 [3], although one should keep in
mind that our coverage in rapidity is at the limit for these
predictions and that we have only partial coverage in
azimuth.

There may be other explanations for deviations from
stochastic behavior than the one offered by the quark-gluon
plasma. These include global charge conservation and
neutral resonances decaying into correlated pairs of one
positive and one negative particle. Both of these effects
will decrease the fluctuations, and the decrease will grow in
082301-4
proportion to the experimental acceptance. In a stochastic
scenario, taking global charge conservation into account,
the normalized variance v�Q	 becomes �1� p	, where p is
the fraction of observed charged particles among all
charged particles in the event. Eventually, if all charged
particles are detected, v�Q	 will become 0.

Experimentally we can change the fraction p of particles
within the acceptance by using different regions of the
PHENIX west arm. In Fig. 2(a), v�Q	, for the 10% most
central events, is displayed as a function of �’d, i.e., the
chosen azimuthal interval of the spectrometer. For
comparison, the results from RQMD processed through
GEANT are shown. The data and the simulation show a
similar trend. Note that the data points are correlated since
the data in one bin is a subset of the data in the next. The
error band indicates the total statistical error in each data
point. The error bars represent the uncorrelated part of this
statistical error. For RQMD, only the total statistical error is
given. The solid line corresponds to the �1� p	 depend-
ence discussed above. The linear relationship between p
and �’d is estimated from the phase-space distribution of
particles in RQMD, including effects from reconstruction
efficiency and background tracks. For larger angles, both
data and the RQMD results lie consistently below the line,
082301-4
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FIG. 2. v�Q	 for the 10% most central events in data and
RQMD, as a function of the azimuthal coverage. For data, the
error band shows the total statistical error, whereas the error bars
indicate the uncorrelated part. The solid line (curve) shows the
expected reduction in v�Q	 in the stochastic scenario when
global charge conservation is taken into account. Azimuthal
angle (in degrees) defined (a) as detector coverage, and (b) as
reconstructed at the interaction vertex.
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which indicates that effects from resonance decays are
important.

Because of the influence of the magnetic field the posi-
tive and negative particles will have different azimuthal
acceptance. On the average a charged particle (surviving
the experimental cuts) will be deflected 19� in the mag-
netic field. The �’d study in Fig. 2(a) thus selects partly
nonoverlapping regions of phase space for positive and
negative particles. A remedy for this is to use the recon-
structed ’ angle for each particle ’r, i.e., the azimuthal
direction of the particle at the primary vertex, before it is
deflected by the magnetic field. By choosing the azimuthal
interval �’r symmetrically around the center of the ac-
ceptance, a better phase-space overlap is achieved for
small azimuthal intervals. In Fig. 2(b), v�Q	, for the 10%
most central events, is displayed as a function of �’r.
The �1� p	 dependence, which is no longer linear, is
given by the solid curve. Again data and the RQMD results
show a similar trend, but the deviations from the curve are
larger in this representation, indicating that an overlap in
082301-5
phase space is of importance. The errors are treated as in
Fig. 2(a).

The effects of the detector inefficiency and background
tracks not assigned the correct charge have been investi-
gated in a Monte Carlo simulation. The reconstruction
efficiency and the amount of background have been deter-
mined from the RQMD and GEANT simulations discussed
earlier. Both the inefficiency and the background contribu-
tion have the net effect of diluting the signal and pushing
the value of v�Q	 closer to 1. The dilution due to these
effects can be treated as an experimental systematic error,
estimated from the simulations, setting a lower limit on
v�Q	. For the net charge fluctuations in the region�0:35<
< 0:35, pT > 0:2 GeV=c, and �’ � �=2,

v�Q	 � 0:965� 0:007�stat	 � 0:019�syst	 (4)

is obtained for the 10% most central events. Assuming a
linear behavior, an extrapolation of this value to full azi-
muthal coverage gives a value of v�Q	 in the range
0.78–0.86, in qualitative agreement with calculations
from a hadronic gas.

Our findings are in agreement with the preliminary
conclusions of NA49 [10] and STAR [11] that no indica-
tion of decreased fluctuations due to quark-gluon plasma
formation is observed. STAR also attributes the deviations
from a stochastic scenario to be consistent with resonance
correlations.

To summarize, we have shown that the data behave in an
almost stochastic manner. There are also clear indications
that effects from hadronic decays are seen; the data are in
good agreement with RQMD calculations, which includes
the effects of global charge conservations as well as neutral
hadronic resonance decays. Furthermore, the data show no
centrality dependence, which is in contradiction with the
expectations from a quark-gluon plasma scenario. We have
clearly demonstrated that the fluctuations of the charge
ratio v�R	 and of the net charge v�Q	 are well understood
in a stochastic model. The R variable [3] unnecessarily
complicates the evaluation of the fluctuations, and the
intrinsic decrease of v�R	, as a function of centrality, can
be mistaken for a ‘‘plasma fingerprint.’’

The measured value of v�Q	 � 0:965 is far from the
value predicted for a plasma. Even extrapolating the linear
trend seen in the data in Fig. 2(a) to full azimuthal coverage
renders values of the fluctuations, which are far above the
proposed values. With the caveat of our limited acceptance
in rapidity, these results clearly indicate either the absence
of a plasma or a proposed signal that does not survive the
transition back to hadronic matter.
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Transverse momentum spectra of electrons from Au 1 Au collisions at
p

sNN � 130 GeV have been
measured at midrapidity by the PHENIX experiment at the Relativistic Heavy Ion Collider. The spectra
show an excess above the background from photon conversions and light hadron decays. The electron
signal is consistent with that expected from semileptonic decays of charm. The yield of the elec-
tron signal dNe�dy for pT . 0.8 GeV�c is 0.025 6 0.004�stat� 6 0.010�syst� in central collisions, and
the corresponding charm cross section is 380 6 60�stat� 6 200�syst� mb per binary nucleon-nucleon
collision.

DOI: 10.1103/PhysRevLett.88.192303 PACS numbers: 25.75.Dw
In this Letter, we report the first measurement of single
electron spectra, �e1 1 e2��2, in Au 1 Au collisions at
p

sNN � 130 GeV at the Relativistic Heavy Ion Collider
(RHIC). The measurement of single leptons at high trans-
verse momentum �pT * 1 GeV�c� is a useful way to
study heavy-quark production, an important probe of hot
and dense matter created in high energy heavy ion col-
lisions. Charm production is sensitive to the initial state
gluon density [1,2]. Nuclear and medium effects, such
as shadowing and charm quark energy loss [3,4], can be
studied by comparison of charm production in AA, pA,
and pp collisions. Measurement of charm is important
192303-2
for understanding J�c suppression (a proposed signal of
the deconfinement phase transition [5,6]) and the dilepton
mass distribution in 1 , Ml1l2 , 3 GeV, where lepton
pairs from charm make significant contributions [7]. In pp
collisions at the CERN Intersecting Storage Rings (ISR)
�
p

s � 30 63 GeV�, production of single electrons was
observed �e�p � 1024� for pT . 1 GeV�c [8–11], and
interpreted as evidence of open charm production [12]. In
pp collisions at RHIC energies, the signal level is expected
to be higher, since charm production increases with

p
sNN

faster than pion production. We recently observed suppres-
sion of high pT pion production in Au 1 Au collisions at
192303-2
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RHIC relative to binary nucleon-nucleon �NN � collision
scaling [13]. If charm production scales with NN col-
lisions, as expected in the absence of nuclear effects, the
e�p ratio will be even higher in Au 1 Au collisions at
RHIC.

Data used for this analysis were recorded by the
PHENIX west-arm spectrometer [14] (Df � 90± in
azimuth, jhj , 0.35 in pseudorapidity), which consisted
of a drift chamber (DC), a layer of pad chambers (PC1),
a ring imaging Čerenkov detector (RICH), and a lead-
scintillator electromagnetic calorimeter (EMCAL). The
trigger was provided by beam-beam counters (BBC)
and zero-degree calorimeters (ZDC). ZDC and BBC
signals were combined to select centrality: central
(0%–10%), peripheral (60%–80%), and minimum bias
(0%–92%) [15].

The analysis uses 1.23M minimum bias events with
vertex position jzj , 30 cm. Charged particle tracks are
reconstructed by the DC and the PC1 with a momentum
resolution dp�p � 0.6% © 3.6% p �GeV�c�. Tracks
are confirmed by a matching hit in the EMCAL, which
measures the energy E deposited with a resolution of
8.2%�

p
E�GeV� © 1.9% for test beam electrons. Elec-

tron identification is performed using the RICH and the
EMCAL [14]. The RICH is filled with 1 atm CO2 and
detects on average 10.8 photoelectrons per electron track,
while a pion with p , 4.7 GeV�c produces no signal.
It is required that at least three RICH hits are associated
with the track and that their hit pattern is consistent
with that of an electron track. After these cuts, a clear
electron signal is observed as a narrow peak centered
at E�p � 1.0. We select tracks in the peak as electron
candidates. The E�p cut reduces hadron background and
removes conversion electrons created far from the vertex.
A hadron deposits only a fraction of its energy in the
EMCAL, and the momentum of an off-vertex conversion
electron is reconstructed incorrectly. The remaining
background, about 10% of the electron candidates, is
caused by accidental association of RICH hits with hadron
tracks. The background level is measured statistically by
an event mixing method, and is subtracted from the yield.

The electron acceptance (�7.4% of dN�dy) and effi-
ciency ��60%� are determined using a detailed GEANT [16]
simulation, which satisfactorily reproduces the detector re-
sponse. Additionally, a multiplicity dependent efficiency
loss due to detector occupancy is evaluated by embedding
simulated electrons into real events. This efficiency loss is
27 6 4% �4 6 2%� for central (peripheral) collisions and
has no significant pT dependence.

Figure 1 shows the pT distributions of electrons in
PHENIX for central, minimum bias, and peripheral
collisions. Errors in the figure are statistical. The overall
systematic uncertainty, which is the quadratic sum of
several few percent effects, is about 11%. Expected
sources of electrons are (1) Dalitz decays of p0, h,
h0, v, and f, (2) dielectron decays of r, v, and f,
(3) photon conversions, (4) kaon decays �K0,6 ! pen�,
192303-3
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FIG. 1. Transverse momentum spectra of electrons in PHENIX
from Au 1 Au collisions at

p
sNN � 130 GeV.

(5) semileptonic decay of charm, and (6) other contribu-
tions such as bottom decays and thermal dileptons. In this
analysis, sources (1)–(4) are considered to be background.

We have calculated the contributions from Dalitz and di-
electron decays with a hadron decay generator. PHENIX
has measured the pT distributions of p6 in 0.2 , pT ,
2.2 GeV�c [17] and of p0 in 1 , pT , 4 GeV�c [13].
Since the p6 and p0 data are consistent in the overlap-
ping region, we fit a power law function to the combined
data sets to determine the input p0 spectrum for the de-
cay generator. The pT distribution of any other hadron h
is obtained from the p0 spectrum by replacing pT withq

p2
T 1 m2

h 2 m2
p0 . The shapes of the resulting pT spec-

tra of K6, p, and p̄ agree with the PHENIX measure-
ments [17] within 20%. In this parametrization h�p0

ratios approach constants at high pT . We assume the
following asymptotic ratios to fix the relative normaliza-
tions: h�p0 � 0.55, h0�p0 � 0.25, r�p0 � v�p0 �
1.0, f�p0 � 0.40. Except for the f, these ratios are
taken from proton beam data of CERN Super Proton Syn-
chrotron (SPS), FNAL, and ISR experiments [18,19]. The
h�p0 ratio is consistent with a measurement in Pb 1 Pb
collisions at SPS [20]. The f�p0 ratio is based on the
integrated ratio f�h2 � 0.02 in Au 1 Au collisions at
p

sNN � 130 GeV [21]. We assign to each ratio a conser-
vative systematic uncertainty of 50%.

Photon conversions are evaluated using a combination
of the GEANT simulation and the hadron decay generator.
Since pT spectra of externally converted electrons are simi-
lar to those from Dalitz decay, the conversion spectra can
be approximated by scaling the Dalitz decay spectra by
an experiment specific factor, Rconv � conversion�Dalitz.
Rconv is evaluated using the GEANT simulation and is cross-
checked by comparing the relative yield of reconstructed
Dalitz and conversion pairs in the simulation and in the
data. The simulation shows that Rconv has only a weak
pT dependence, primarily due to the energy dependence
192303-3
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of the pair creation cross section. Rconv is parametrized as
�1.9 6 0.2� 3 �1 2 0.0718 3 p20.76

T �.
Background from kaon decays is also evaluated using

the GEANT simulation and is found to be negligible.
The upper panel of Fig. 2 shows the ratio of the mea-

sured electrons to the calculated background versus pT for
minimum bias events. The shaded region is the quadratic
sum of systematic errors in the electron measurement and
in the background. The latter includes uncertainties in the
normalization and the shape of the p0 spectrum, in the
h�p0 ratios, and in Rconv. A significant electron excess
above the background is observed for pT . 0.6 GeV�c.
Central collisions show a similar excess. The peripheral
collision data sample lacks sufficient statistics to reveal a
signal in this analysis.

Fractional contributions to the background are shown in
the lower panel of Fig. 2. More than 80% of the back-
ground is from p0 decay, directly from the Dalitz decay
or indirectly from photon conversion. The p0 spectrum is
well constrained by the PHENIX measurement. The next
most important background source is h decay. Given the
assigned systematic error, the upper limit of the high pT

asymptotic h�p0 ratio is 0.83. Since this ratio, corrected
for feed-down, would imply that the primary h�p0 � 1,
this provides a conservative limit on contributions from
h’s. Contributions from all other hadrons combined are
only a few percent of the total.

Background-subtracted electron spectra are shown in
Fig. 3. The error bars on the data points represent the
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statistical errors, while the systematic error due to the back-
ground subtraction is indicated by brackets. The integrated
yield of the electron signal dNe�dy for pT . 0.8 GeV�c
is 0.025 6 0.004�stat� 6 0.010�syst� for central collisions
and is 0.0079 6 0.0006�stat� 6 0.0034�syst� for mini-
mum bias collisions.

Semileptonic decay of charmed hadrons is an expected
source of the electron signal. We use the event generator
PYTHIA [22] to estimate electron spectra from charm decay.
We tuned the parameters [23] of PYTHIA such that charm
production data at SPS and FNAL [24] and single electron
data at the ISR [9–11] are well reproduced. The charm
production cross section in pp collisions from this PYTHIA
calculation is scc̄ � 330 mb at

p
s � 130 GeV. The elec-

tron spectrum in Au 1 Au collisions is then calculated
as EdNe�dp3 � TAA 3 Edse�dp3, where Edse�dp3 is
the electron spectrum from charm decay calculated with
PYTHIA, and TAA (listed in Table I) is the nuclear overlap
integral calculated from a Glauber model [13]. The cal-
culated electron spectra shown in Fig. 3 are in reasonable
agreement with the data.

Before attributing the entire electron signal to open
charm decays, it is necessary to quantify contributions
from other possible sources. An analogous PYTHIA esti-
mate of the bottom decay contribution is shown in Fig. 3.
It becomes significant only above the measured pT range.
Expected contributions from J�C and Drell-Yan are neg-
ligible. In Pb 1 Pb collisions at SPS, direct photons [20]
and an enhanced yield of low mass dileptons [25] have
been reported. If these are due to thermal radiation from
hot matter, an even larger production is expected at RHIC
energies and can contribute to the electron signal. Since
r ! e1e2 contributes less than 1% to the calculated
background as shown in Fig. 2, and since the dominant
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FIG. 3. The background-subtracted electron spectra for mini-
mum bias (0%–92%) (scaled up by a factor of 100) and central
(0%–10%) collisions compared with the expected contributions
from open charm decays. Also shown, for central collisions
only, are the expected contribution from bottom decays (dashed
line) and the conversion electron spectrum from a direct photon
prediction (dotted line).
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TABLE I. Charm cross section per NN collision derived from the single electron data for
central (0%–10%) and minimum bias (0%–92%) collisions. The first and second errors are
statistical and systematic, respectively.

Centrality TAA �mb21� dscc̄�dyjy�0 �mb� scc̄ �mb�

0%–10% 22.6 6 1.6(syst) 97 6 13 6 49 380 6 60 6 200
0%–92% 6.2 6 0.4(syst) 107 6 8 6 63 420 6 33 6 250
source of thermal dileptons is p 1 p ! r ! e1e2

[26], a significant contribution from thermal dileptons is
unlikely. There are several predictions for direct photons
at RHIC energies [27,28]. The conversion electron spec-
trum calculated from a prediction in Ref. [27] is shown in
Fig. 3 for central collisions. It could explain 10%–20%
of the signal, with large theoretical uncertainties.

Neglecting these other possible sources and assuming
that all the electron signal is from charm, we derive the
charm cross section corresponding to the electron data.
We fit the charm electron spectrum from PYTHIA to the
data for pT . 0.8 GeV�c and obtain the rapidity den-
sity dNcc̄�dyjy�0 and the total yield Ncc̄ of open charm.
They are then converted to cross sections per NN col-
lision: dscc̄�dy � �dNcc̄�dy��TAA and scc̄ � Ncc̄�TAA.
Results are shown in Table I. The systematic error is a
quadratic sum of many sources. For central collisions,
they are background subtraction �644%�, uncertainties in
the PYTHIA calculation (611% from �kT � � 1.5 6 0.5,
613% from D1�D0 � 0.65 6 0.35, 68% from PDFs),
fit range �618%�, and TAA �67%�. Note that any finite
contribution from neglected sources would reduce the de-
rived charm cross section. Without nuclear or medium ef-
fects in charm production, scc̄ per NN collision should be
independent of centrality. Within uncertainties, our data
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FIG. 4. Single electron cross sections dse�dyjy�0 of this
measurement and ISR experiments [9,11,30] are displayed
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The derived charm cross section of this measurement is com-
pared with charm cross sections from SPS/FNAL experiments
(top, left-hand scale). The thick curve and the shaded band
represent the charm cross section in the PYTHIA model and in a
NLO pQCD calculation [31], respectively.
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are consistent with this expectation, in possible contrast to
the attribution of increased charm production as the source
of enhanced dimuon production reported in Pb 1 Pb col-
lisions at SPS [29].

The single electron signal yield (divided by TAA to give
the cross section per NN collision) and the derived charm
cross section are compared with single electron data of
ISR experiments and charm data of fixed target experi-
ments [24] in Fig. 4. Cross section curves calculated with
PYTHIA, which has been tuned to the charm data and the
ISR electron data, and a charm cross section curve from
a next-to-leading order (NLO) pQCD calculation [31] are
also shown in the figure. Our data are consistent with both
of the calculations within large uncertainties.

In conclusion, we have observed single electrons above
the expected background from decays of light hadrons
and photon conversion in Au 1 Au collisions at

p
sNN �

130 GeV. The observed signal is consistent with semilep-
tonic decay of charm. The forthcoming high statistics
Au 1 Au data and pp comparison data at full RHIC en-
ergy �

p
sNN � 200 GeV� will be useful to clarify the na-

ture of the single electron signal and to better determine
heavy-quark production in Au 1 Au collisions at RHIC.
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Two-pion correlations in
p

sNN � 130 GeV Au 1 Au collisions at RHIC have been measured over
a broad range of pair transverse momentum kT by the PHENIX experiment at RHIC. The kT depen-
dent transverse radii are similar to results from heavy-ion collisions at

p
sNN � 4.1, 4.9, and 17.3 GeV,

whereas the longitudinal radius increases monotonically with beam energy. The ratio of the outwards to
sidewards transverse radii �Rout�Rside� is consistent with unity and independent of kT .

DOI: 10.1103/PhysRevLett.88.192302 PACS numbers: 25.75.Dw
The influence of Bose-Einstein statistics on the correla-
tion of identical charged pions at low relative momentum
was first used to probe the space-time structure of pion
emission in pp̄ annihilations [1] and has subsequently
been applied to relativistic heavy-ion collisions from the
Bevalac to RHIC [2–7] (see [8] for recent reviews) and
to a wide range of systems including e1e2 annihilations
[9]. The correlation function is defined as the ratio of the
two-particle probability distribution to the product of the
single-particle distributions. For a static source with no
final state interactions, it is related to the Fourier transform
with respect to q � p1 2 p2 of the source distribution
r�r�, P�p1,p2��P�p1�P�p2� � 1 1 jr̃�q�j2 [1]. If the
source is parametrized as a multidimensional Gaussian,
192302-2
the enhancement in the correlation function is a Gaussian,
and the Gaussian widths are each inversely proportional
to the source dimensions in the canonically conjugate
spatial variables. The extracted source dimensions are
commonly referred to as HBT radii, after a similar tech-
nique developed by Hanbury-Brown and Twiss to measure
stellar radii [10]. For dynamic sources, such as rapidly
expanding sources in heavy-ion collisions, the correlation
function measures “lengths of homogeneity,” or the rela-
tive separations of the pions with low relative momentum.
This leads to source radii which depend strongly on kT , the
mean transverse momentum of the pion pair [11–16]. If
the dynamics are correctly modeled, then both the source
geometry and rate of expansion can be deduced by
192302-2
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measuring the kT dependence of the radii. The exis-
tence of a connection between HBT radii and heavy-ion
source geometry is established by the dependence of
the radii on system size [17], centrality [4,5], and re-
action plane [3]. Interest in Bose-Einstein correlations
in heavy-ion collisions is driven by the expectation that
HBT radii are sensitive to the large and/or long-lived
sources which may accompany a QCD phase transition
[12,18]. Recent calculations predict that the great-
est sensitivity to a long-lived source will come from
measurements of the correlation function at high kT

�$0.3 GeV�c� [19,20].
We present new measurements from the PHENIX

experiment on two-pion correlations in Au 1 Au col-
lisions at

p
sNN � 130 GeV in the region jhj , 0.35,

0.2 , kT , 1.0 GeV�c, significantly extending previous
measurements by STAR [7] up to a mean-kT 0.63 GeV�c.
The data are compared to theoretical predictions for
RHIC and to HBT radii from lower energy collisions
at the CERN Super Proton Synchrotron and Alternating
Gradient Synchrotron (at BNL). The kT dependence
of the transverse radii is used to extract a geometric
transverse radius.

The PHENIX experiment has been described in detail
elsewhere [21,22]. For this analysis we utilize a subset of
the detectors in PHENIX. We use the hadronic particle
identification capabilities present in the west arm of the
PHENIX spectrometer perpendicular to the beam direc-
tion [22] with polar and azimuthal ranges of jhj , 0.35
and p�4, respectively, during its first year of running. In
this analysis, the vertex is determined with a zero degree
calorimeter and a pair of Čerenkov beam-beam counters
(BBC). Pattern recognition and momentum reconstruc-
tion rely on a drift chamber and a pad chamber which
occupy the region between 2.0 and 2.5 m from the beam
axis. The momentum resolution from these detectors is
dp�p � 0.6% © 3.6%p. Particle velocity is determined
from the differential time measurements of the BBC and
the electromagnetic calorimeter (EMC) [23], with a com-
bined rms resolution of 700 ps, coupled with the path
length determined from pattern recognition. The momen-
tum determination and particle identification method are
similar to [24], except that the time of flight is measured
by the EMC. A pion is defined as being within 1.5 stan-
dard deviations of the pion mass-squared peak but at least
2.5 standard deviations away from the kaon peak. Af-
ter applying interdetector association cuts the background
from misassociated EMC hits is �10% as determined by
a hit randomization technique. This background does not
significantly distort the extracted radius in the correlation
measurements, although it reduces the measured correla-
tion strength �l�. We did not correct for this background
in our correlation analysis.

A total of 493 K events in the most central 30% of
the cross section survive all off-line cuts. This sample
contains 3.1 million p1 pairs and 3.3 million p2 pairs
in the analysis, and has a mean centrality of 10%.
192302-3
The pion correlation function is determined from pairs
of identical pions. The normalized probability of de-
tecting two particles with relative momentum q � p1 2
p2 and average momentum k � �p1 1 p2��2 is deter-
mined experimentally by the ratio of pairs from the same
event �A� with those from different events �B�: C2�q,k� �
A�q,k��B�q,k�. Pairs of particles within 2 cm of each
other in the drift chamber are eliminated from the analy-
sis in both the real and background samples. Pairs that
share the same EMC cluster are also removed from both
samples. Finally, all pairs in the mixed background sample
are required to be from events with a reconstructed BBC
collision vertex within 1 cm of each other.

We correct for the Coulomb interaction of the pairs in
the correlation function by parametrizing the source as a
Gaussian distribution in the pair center-of-mass frame and
performing an iterative procedure [25] which accounts for
the finite resolution of the detector. This procedure applied
to the distribution of p1-p2 pairs is in agreement with the
data, although the statistics in the Run-1 opposite-signed
analysis are not sufficient to independently determine the
required Coulomb correction. Systematic studies of the
Coulomb correction which vary both radius and magnitude
within reasonable constraints produce variations in the fi-
nal radii which never exceed 0.25 fm.

The relative momenta are projected into the variables
qlong, along the beam direction, qout, parallel to the trans-
verse momentum of the pair kT �

1
2 �pT1 1 pT2�, and qside,

perpendicular to qlong and qout [11,18]. These variables are
calculated in the longitudinal comoving system (LCMS),
obtained by a longitudinal boost from the lab frame to
the frame in which the longitudinal pair velocity vanishes.
This frame is commonly used for sources expected to be
invariant under longitudinal boosts [26].

The fully corrected correlation function for p2 pairs is
shown in the top panels of Fig. 1; the large q region of the
correlation function has been normalized to 1 in the plots.
The data are fit to a Gaussian parametrization of the source
using a MINUIT based log-likelihood method [4].

C2 � 1 1 l exp�2R2
longq

2
long 2 R2

sideq
2
side 2 R2

outq
2
out� ,

(1)

where Rlong, Rside, and Rout are the conjugate variables to
qlong, qside, and qout, respectively. Errors quoted in the
tables and figures are statistical only. Systematic errors
come mainly from the Coulomb correction and dependence
of the results on the two-track distance cuts. The combined
systematic error for these effects, estimated by varying the
cuts and corrections within reasonable bounds, is 8% for
Rlong, and Rside, and 4% for Rout. The systematic error
from residual correlations in the event-mixed background
[2] is 2%, yielding a total systematic error of �8% for
Rlong and Rside and �4.5% for Rout.

The data set is subdivided into three kT bins of equiva-
lent statistics in order to study the momentum dependence
of the correlation function. In Fig. 2, the radii for p2
192302-3
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FIG. 1. The three dimensional correlation function for p2

pairs versus qlong, qside, and qout in both the LCMS frame (top)
and the pair center-of-mass frame (bottom). The data are plot-
ted versus one momentum difference variable while requiring
the other two to be less than 40 MeV�c. The lines correspond
to the fit to the entire distribution.

pairs are shown to agree within statistical and systematic
errors with previous measurements for overlapping kT bins
at this energy for the 12% most central events. For STAR,
the mean pair centrality can be approximated by the geo-
metric mean of 8%, which is slightly more central than the
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FIG. 2. HBT radii for pion pairs as a function of kT
measured at midrapidity for various energies from E895
�psNN � 4.1 GeV�, E866 �psNN � 4.9 GeV�, NA44, WA98
�
p

sNN � 17.3 GeV�, STAR, and PHENIX Collaborations
�psNN � 130 GeV�. The bottom plot includes fits to A�pmT
for each energy region. The data are for p2 results except for
the NA44 results, which are for p1.
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mean pair centrality of 10% for the PHENIX data. This
figure also shows kT dependent radii for midrapidity pions
from central collisions for

p
sNN � 17.3 GeV Pb 1 Pb

[6,27] and for
p

sNN � 4.9 and 4.1 GeV Au 1 Au [3,4].
For the transverse radii, Rout and Rside, the variation with
collision energy is generally smaller than the statistical
and systematic errors of the individual data points. There
is no evidence for a change in the low-kT extrapolation of
Rside with increasing

p
sNN which would indicate a larger

geometric source at higher energy. Nor is any change
evident in Rout relative to Rside at high kT , indicating a
longer-lived source. This result is surprising given the fac-
tor of �3 change in the total charged particle multiplicity
per unit rapidity at midrapidity [28]. Only Rlong exhibits
a significant variation with collision energy. To quantify
this difference, we fit the Rlong dependence to A�

p
mT

[13,16,29] for the three sets of beam energies. The
results are overlayed with the data in the bottom panel
of Fig. 2 and yield A � 3.32 6 0.03, 3.05 6 0.06, and
2.19 6 0.05 fm GeV1�2 for

p
sNN � 130, 17.3, and

4.9�4.1 GeV, respectively.
Although a finite emission duration contributes to Rout

but not to Rside, dynamical correlations affect the two radii
differently. A quantitative determination of the source life-
time can be performed only in the context of a dynamical
model. The lower panel of Fig. 3 shows the kT dependence

1

2

3

4

5

6

7

+πSTAR 
-πSTAR 

+πPHENIX 
-πPHENIX 

si
d

e
R

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2
2.2

si
d

e
R

o
u

t/
R

 = 200 MeVcT

 = 160 MeVcT

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

 (GeV/c)Tk

FIG. 3. The top panel shows the measured Rside from identical
pions for STAR and PHENIX. The solid line is a fit of Eq. (3)
to the PHENIX data, and the dashed line is the same fit for
Eq. (2). The dot-dashed line is a fit of Eq. (3) to the STAR data.
The bottom panel shows the ratio Rout�Rside as a function of kT
overlayed with theoretical predictions for a phase transition for
two critical temperatures.
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TABLE I. The kT dependencies of the p1 and p2 radii in the LCMS and PCMS frames. All
momenta are in MeV and all radii are in fm. The errors are statistical only.

kT (MeV) 200 400 400 550 550 1000
�kT � 333 472 633

Rinv 6.74 6 0.31 6.42 6 0.46 3.46 6 0.46
lLCMS 0.423 6 0.037 0.389 6 0.039 0.287 6 0.048
Rlong 6.01 6 0.45 4.76 6 0.35 2.97 6 0.38
Rside 4.81 6 0.30 3.74 6 0.36 2.79 6 0.37
Rout 4.78 6 0.30 3.76 6 0.26 2.59 6 0.46

p1

RPCMS
out 11.35 6 0.69 12.20 6 1.02 8.60 6 1.13

Rinv 6.00 6 0.30 5.96 6 0.41 4.58 6 0.48
lLCMS 0.431 6 0.079 0.405 6 0.067 0.353 6 0.062
Rlong 5.69 6 0.76 4.77 6 0.49 3.76 6 0.41
Rside 4.67 6 0.38 4.13 6 0.45 3.22 6 0.35
Rout 4.69 6 0.58 3.75 6 0.40 2.81 6 0.34

p2

RPCMS
out 11.27 6 0.72 12.42 6 1.18 11.89 6 1.73
of the ratio Rout�Rside for PHENIX and STAR along with
recent calculations for a thermalized source which under-
goes a first order phase transition at critical temperatures
�Tc� of 160 and 200 MeV [20]. The rise in Rout�Rside
which comes predominantly from a hadronic rescattering
phase is not present in the data, and the values of 1.6
�Tc � 160 MeV� and 2.2 �Tc � 200 MeV� at high kT are
excluded.

An additional consequence of strong dynamics occurs
for sources in which the transverse expansion is relativis-
tic. In this case, Rout measured in the LCMS frame is
Lorentz contracted by the g of the pion source velocity
along the direction of qout [30,31]. Current Lorentz in-
variant formulations of the correlation function [14,32] are
insufficient to determine the source velocity due to trans-
verse expansion; however, the pair center-of-mass system
(PCMS) can be used to provide an upper limit on Rout [33].
The correlation function for p2 pairs in the PCMS frame
is shown in the bottom panels of Fig. 1, and fit results for
RPCMS
out are listed in Table I. As expected, Rside and Rlong

are equal to the corresponding LCMS parameters within
errors.

Two analytic expressions have been used to describe

Rside as a function of mT �
q

k2T 1 m2
p for a transversely

expanding source,

R2
side�mT � �

R2
geom
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Equation (2) is a first order approximation in T
mT

for a
longitudinally boost invariant source with finite tempera-
ture, T , and expansion velocity, bT � bfr�Rgeom, where
Rgeom is the Gaussian transverse radius [14]. Equa-
tion (3) includes an additional term in the approximation
and the linear transverse expansion velocity is replaced
by a transverse rapidity, hT � hfr�Rgeom [16]. For a
transverse surface rapidity of hf � 0.85 �bf � 0.69� and
T � 125 MeV [34], a fit of Eq. (3) to the PHENIX
Rside mT dependence yields Rgeom � 8.1 6 0.3 fm with
a x2�d.o.f. � 9.6�6. To assess systematic errors the
PHENIX data are also fit to Eq. (2), yielding Rgeom �
6.7 6 0.2 fm and x2�d.o.f. � 9.1�6, and the STAR data
are fit to Eq. (3), yielding Rgeom � 9.4 6 0.1 fm with
x2�d.o.f. � 21�6. These fits are shown in the top panel
of Fig. 3. All values of Rgeom are significantly larger than
the comparable 1D rms radius for a Au nucleus [35] ofp
1�3 3

p
3�5 3 6.87 � 3.07 fm.

In conclusion, we have extended the measurement
of two particle correlations for Au 1 Au collisions at
p

sNN � 130 GeV to �kT � � 0.63 GeV�c using the
PHENIX detector at RHIC. Values of RPCMS

out are used to
constrain the Lorentz effects for a relativistic transverse
expansion. Fitting Rside�kT � to two analytic expressions
for an expanding source yields a transverse geometric
radius that is much larger than the comparable radius for
Au. We find that Rlong�kT � increases monotonically with
collision energy, yet no energy dependence is discernible
in the kT dependence of Rout and Rside, and the ratio,
Rout�Rside, is consistent with unity and independent of
kT . The results for the transverse radii are contrary to
common expectations for a first order phase transition in
Au 1 Au collisions at these energies, as demonstrated
by the comparison to a typical hydrodynamic model with
hadronic rescattering. Therefore, we conclude that current
concepts regarding the space-time evolution of the pion
source inferred from two-pion correlations in Au 1 Au
collisions at RHIC will need to be revised.
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Identified p1�2, K1�2, p, and p transverse momentum spectra at midrapidity in
p

sNN �
130 GeV Au 1 Au collisions were measured by the PHENIX experiment at RHIC as a function of
collision centrality. Average transverse momenta increase with the number of participating nucleons in
a similar way for all particle species. Within errors, all midrapidity particle yields per participant are
found to be increasing with the number of participating nucleons. There is an indication that K1�2, p,
and p yields per participant increase faster than the p1�2 yields. In central collisions at high transverse
momenta �pT * 2 GeV�c�, p and p yields are comparable to the p1�2 yields.

DOI: 10.1103/PhysRevLett.88.242301 PACS numbers: 25.75.Dw
We report first results on identified p1�2, K1�2, p,
and p production as a function of collision centrality in
p

sNN � 130 GeV Au 1 Au collisions, measured by the
PHENIX experiment at the Relativistic Heavy Ion Col-
lider (RHIC). The PHENIX objective is to search for sig-
natures of deconfinement and chiral symmetry restoration
and to study the transition from normal to deconfined nu-
clear matter by utilizing a wide variety of probes.

Early RHIC results show that the transverse energy
density and particle multiplicities are considerably higher
than previously observed in relativistic heavy-ion colli-
242301-2
sions [1,2]. Measured energy densities extend into the
region predicted to be favorable for the formation of a
quark-gluon plasma [3]. Identified hadron spectroscopy
provides a tool for studying reaction dynamics beyond that
of global event characterization. The yields of hadrons
reflect the particle production mechanism, while spectral
shapes are sensitive to the dynamical evolution of the sys-
tem. The mass and centrality dependence of the spectra can
help differentiate between competing theoretical descrip-
tions such as collective hydrodynamical expansion [4,5]
or transverse momentum �pT � broadening in the partonic
242301-2



VOLUME 88, NUMBER 24 P H Y S I C A L R E V I E W L E T T E R S 17 JUNE 2002
stage of the reaction [6]. Additionally the relative yields
of baryons and mesons at high pT �� 2 GeV�c� may give
insight into baryon number transport [7] and the interplay
between soft and hard processes.

The PHENIX detector has diverse particle identification
(PID) capabilities [8], including excellent hadron identifi-
cation over a broad momentum range. This measurement
was performed using a portion of the east central-arm spec-
trometer, covering pseudorapidity jhj , 0.35 and Df �
p�4 in azimuthal angle.

The collision z-vertex and the timing system’s
start signal are generated by the Beam-Beam Coun-
ters (BBC), two arrays of quartz Cherenkov ra-
diators which surround the beam axis covering
h � 6�3.0 2 3.9�. The tracking system includes a
multilayer focusing drift chamber (DC) located outside
an axially symmetric magnetic field at a radial dis-
tance between 2.0 and 2.4 m followed by a multiwire
proportional chamber with pixel-pad readout (PC1) [9].
Pattern recognition in the DC is based on a combinatorial
Hough transform in the track bend plane [10]. The polar
angle of the track is determined by PC1 and the collision
z vertex. A track model based on a field-integral lookup
table determines the charged particle momentum and the
path length to the time-of-flight (TOF) wall. The momen-
tum resolution is dp�p � 0.6% © 3.6%p �GeV�c�.

The timing system’s stop signal for each particle is mea-
sured by the TOF scintillator wall, located at a radial dis-
tance of 5.06 m, resulting in a flight-time measurement
with a resolution of s � 115 ps. Reconstructed tracks
are projected to the TOF and matched with hits in the
scintillator slats using a momentum-dependent search win-
dow determined by multiple scattering and the momentum
resolution. A velocity dependent energy loss cut based
on a Bethe-Bloch parametrization is applied to the mea-
sured TOF pulse height. Combining the momentum and
flight time, we reconstruct the particle mass and select
particles by applying 2s momentum dependent cuts in
mass squared.

Corrections for geometrical acceptance, decay-in-flight,
momentum resolution and reconstruction efficiency are de-
termined using a single-particle full GEANT Monte Carlo
(MC) simulation. The acceptance correction assumes that
the spectra are flat in azimuth and in rapidity for jyj , 0.5
[11]. Fiducial area cuts, energy loss, and hit-track match-
ing cuts are applied consistently in simulation and data.
In peripheral events the track reconstruction efficiency is
�98%. As the centrality increases, the efficiency is re-
duced due to the increased detector occupancy. Multi-
plicity dependent corrections are obtained by embedding
simulated tracks into real events. Track-by-track correc-
tions are applied taking into account the event central-
ity and the particle species. The efficiency for p1�2 in
the most central events is ��68 6 6�%, independent of
momentum. In the case of overlapping hits in the TOF
wall, the earliest pulse reaching each photomultiplier is
242301-3
recorded. This favors the faster particles; hence, in cen-
tral events heavier particles suffer an additional reconstruc-
tion inefficiency of �4%. Corrections for feed-down from
weak decays are not applied. A MC simulation is used to
estimate the probability for reconstructing protons from L

decays as prompt protons. Within the PHENIX acceptance
this probability is �50% at pT � 0.5 GeV�c, �32% at
pT � 1 GeV�c, and �12% at pT $ 2 GeV�c. Taking
L

p � 1 as an upper limit, we estimate 33% as the upper
limit of weak decay contribution to the reported p and p
yields and maximal 16% change of measured �pT �.

About 140 000 minimum bias events, representing
92% 6 4% of the total inelastic cross section of 6.8 b
[1] were analyzed. This sample was subdivided into
five centrality classes: 0% 5%, 5% 15%, 15% 30%,
30% 60%, and 60% 92%, using the BBC and zero-
degree calorimeters for event characterization [1]. For
each class, the average number of nucleons participating
in the collision �Npart� is obtained from a Glauber model
calculation [12].

Figure 1 shows the invariant yield as a function of pT

for p1, K1, p (left panel) and p2, K2, p for three
centrality selections. Error bars in the figure are the
combined statistical errors in the data and the corrections.
Systematic uncertainties from acceptance, multiplicity-
dependent efficiency corrections, and PID cuts result in
an overall systematic error in the absolute normalization
of �11% for all species. As a consistency check, we
have added all identified charged hadron spectra in the

10
-4

10
-3

10
-2

10
-1
1

10
10

2 positive 0-5%

p

+K

+π

negative 0-5%

p

-K

-π

10
-4

10
-3

10
-2

10
-1
1

10
10

2

15-30 % 15-30 %

0 0.5 1 1.5 2 2.5 3 3.5
10

-4
10

-3
10

-2
10

-1
1

10
10

2

60-92 %

0 0.5 1 1.5 2 2.5 3 3.5

60-92 %

 (GeV/c)Tp (GeV/c)Tp

)2
/G

eV
2

d
y 

(c
T

N
/d

p
2

d
T

pπ
1/

2

FIG. 1. Transverse momentum spectra measured at midrapid-
ity for p1 , K1 , p (left) and p2, K2, p at the three different
centrality selections indicated in each panel. The symbols indi-
cated in the top panels apply for all centrality selections.
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pT region where PID is available for all species and
compared to the PHENIX charged hadron measurement
[12]. The results agree to better than 10% for all cen-
tralities. Additionally, the PHENIX p0 spectra [12] and
the p1�2 spectra in the region of overlapping pT are
within �10% for the central and �25% for the peripheral
selections, which is within the systematic errors of the
two measurements. p results presented here are also in
agreement (within errors) with a recent STAR publication
[13].

In peripheral events the p1�2 spectra exhibit a concave
shape, well described by a power-law parametrization as
observed in hadron-hadron collisions [14]. With increasing
centrality the curvature in the spectra decreases, leading to
an almost exponential dependence on pT for the most cen-
tral events. Over the measured pT range, the K1�2 spec-
tra can be described by an exponential distribution either
in pT or in mT �

p
p2

T 1 m2, while the p and p spectra
can be described either as a Boltzmann or an exponential
distribution in mT . The slopes of the mT spectra flatten
and the mean transverse momentum ��pT �� increases with
particle mass and with centrality. This behavior has been
previously observed in lower energy heavy ion collisions
at the BNL-AGS [15] and at the CERN-SPS [16,17] and
was attributed to collective radial motion (flow).

At lower energies, it is not uncommon for the proton
yields to equal or exceed the p1 yields, since many of
the protons come from the initial state. A new feature ob-
served for the first time at RHIC is that in central collisions
at pT � 2 GeV�c the p yields are comparable to the p2

yields. Positive and negative hadrons behave in a similar
way. In central events the proton yields approach the p1

spectra around pT � 1.6 GeV�c. As the centrality de-
creases, this happens at larger pT . In peripheral events, p
and p spectra are below the p1�2 spectra over the
whole measured pT range. Since antiprotons are not
as numerous as the protons, p and p2 yields become
comparable only at the high end of the measured pion
pT range in the most central collisions. We note that in
pp [18] and pp [19] collisions at

p
s � 23 63 GeV

and
p

s � 300 1800 GeV, respectively, the p�p2

ratio steadily increases with pT up to � 0.33 at
pT � 1.5 GeV�c nearly independent of

p
s. Data

on baryon�meson ratios at higher pT are available only
from pp collisions at ISR energies �

p
s � 23 63 GeV�

and show that above pT � 1.5 GeV�c the p�p2 ratio
rises to � 0.4 at pT � 2 GeV�c and then drops, as ex-
pected if valence quark jet fragmentation is the dominant
production mechanism for high pT hadrons. In central
collisions at RHIC the high pT (anti)proton�pion ratios
are �1—much larger than in pp collisions.

Hydrodynamic calculations with fixed freeze-out tem-
perature [5] or with freeze-out modeled using a hadronic
cascade [4] suggest that hydrodynamic expansion is re-
sponsible for the baryon dominance at high pT . However,
protons/antiprotons produced via a baryon junction mecha-
242301-4
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FIG. 2. Average transverse momentum for p1, K1, p (left)
and p2 , K2, p as a function of the number of nucleons par-
ticipating in the collision Npart. The error bars represent the
statistical errors. The systematic errors are discussed in the text.
The open points are interpolations from pp and pp data; see
text for details.

nism combined with jet quenching in the pion channel are
shown to exhibit the same effect [7]. Intrinsic pT broad-
ening in the partonic phase caused by gluon saturation [6]
gives yet another alternative explanation. The above mod-
els have similar predictions in the pT range measured here,
but show different behavior at higher pT . New data with
broader pT range is needed in order to distinguish between
currently available theories.

To quantify the centrality and mass dependencies of
hadron production, we determine the mean (�pT � shown
in Fig. 2) and the integral (dN�dy shown in Fig. 3) of
the pT distributions. Both quantities require extrapolation
of the spectra below and above the measured range. For
each particle species, we use at least two functional forms
consistent with the data, as outlined above, and the re-
sults presented are averaged between two fits. The frac-
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FIG. 3. dN�dyjy�0 per participant for p1, K1, p (left) and
p2, K2, p as a function of Npart. The error bars include
statistical and systematic errors in dN�dy. The dashed lines
around the positive hadrons show the effect of the systematic
error on Npart which affects all curves in the same way.
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TABLE I. Integrated hadron (p6, K6, p, and p) yields at midrapidity for five centrality classes (see text) identified by the indicated
number of participants Npart. The errors on Npart are the systematic errors. The errors listed for �dN�dyjy�0� are statistical. The
systematic errors are 13%, 15%, and 14% for p6, K6, p, and p, respectively.

Npart 348 6 10.0 271 6 8.4 180 6 6.6 79 6 4.6 14 6 3.3

p1 276 6 3 216 6 2 141 6 1.5 57 6 0.6 9.6 6 0.2
p2 270 6 3 200 6 2 129 6 1.4 53.3 6 0.6 8.6 6 0.2
K1 46.7 6 1.5 35.0 6 1.3 22.2 6 0.8 8.3 6 0.3 0.97 6 0.11
K2 40.5 6 2.3 30.4 6 1.4 15.5 6 0.7 6.2 6 0.3 0.98 6 0.1
p 28.7 6 0.9 21.6 6 0.6 13.2 6 0.4 5.0 6 0.2 0.73 6 0.06
p 20.1 6 1.0 13.8 6 0.6 9.2 6 0.4 3.6 6 0.1 0.47 6 0.05
tion of the yield in the extrapolated regions is estimated
to be 30% 6 6% for p1�2, 40% 6 8% for K1�2, and
25% 6 7.5% for p�p. Combining systematic uncertain-
ties in the extrapolation fractions and the estimated back-
ground under mass-squared peaks (2%, 5%, and 3%) yield
systematic uncertainties in the measured �pT � of 7%, 10%,
and 8% for p1�2, K1�2, and p�p, respectively. Further
combining the above uncertainties, which affect only the
shape of the spectra, with the 11% uncertainty in the abso-
lute normalization gives systematic uncertainties of 13%,
15%, and 14% in the measured dN�dy for p1�2, K1�2,
and p�p, respectively. We note that after converting to
dN�dh, the sum of the identified charged hadron yields
agrees with the previously published PHENIX results on
total charged multiplicity dNch�dh [1] within 5%.

Figure 2 shows the �pT � as a function of Npart for p1,
K1, p (left panel) and p2, K2, p. Filled points are this
measurement; open points at Npart � 2 are interpolations
to

p
s � 130 GeV obtained from pp and pp data at lower

[18] and higher energies [19], respectively. In peripheral
Au-Au collisions at RHIC p1�2 and K1�2 exhibit similar
�pT � to those in pp collisions, but protons and antipro-
tons have significantly higher �pT �, indicating that nuclear
effects are important even at small Npart. For all mea-
sured particle species, �pT � increases by �12% 14% from
the first to the second centrality bin (i.e., Npart � 14 to
79). Above Npart � 100 the pion and kaon average mo-
mentum appears to saturate, whereas for p and p it rises
slowly. However, we note that going from peripheral to
the most central event class the overall increase in �pT � is
�20% 6 5% independent of particle species.

Figure 3 shows the yields per participant versus Npart.
Error bars include statistical and multiplicity dependent
systematic errors. Systematic uncertainties in Npart that
can move all curves independent of mass are shown with
bands around the positive hadron points. Total systematic
uncertainties in Npart and the yields at each Npart are listed
in Table I.

For all particle species, the yield per participant in-
creases with Npart. As for �pT �, most of the increase occurs
between the two most peripheral centrality selections (i.e.,
Npart � 14 to 79). However, in contrast with the central-
ity dependence of �pT �, we see an indication that the total
increase in the yields per participant differs among par-
242301-5
ticle species as we go from peripheral to central events.
The pion yield per participant rises by 21% 6 6%�stat� 6

8%�syst�. The kaon yields per participant rise faster:
94% 6 11%�stat� 6 26%�syst� and 66% 6 12%�stat� 6

20%�syst�, for K1 and K2, respectively. Similar trends in
the centrality dependence of strangeness production have
been observed in lower energy heavy-ion collisions at the
BNL-AGS [20] and at the CERN-SPS [17]. It is interest-
ing to note that at RHIC p and p yields per participant be-
have similarly to the K1�2 yields and also rise faster than
the pions with increasing Npart. The increase is 58% 6

5%�stat� 6 16%�syst� and 72% 6 9%�stat� 6 20%�syst�,
respectively. The similar centrality dependence in p and
p yields per participant indicates that baryon/antibaryon
pair production is the dominant source of protons and
antiprotons alike.

In heavy-ion collisions at AGS energies [21] the p pro-
duction is close to threshold, the yields per participant are
lower than in pp collisions, and they decrease from pe-
ripheral to central collisions, probably due to annihilation.
At the SPS, the p yield per participant is larger than the
pp value and has almost no centrality dependence [22].
At RHIC, the total yield of antiprotons at midrapidity in
central Au-Au collisions is a factor of � 1000 larger than
at the AGS [23] and nearly an order of magnitude above
that in Pb 1 Pb collisions at CERN [24]. Most of the in-
crease is due to the

p
s dependence of baryon/antibaryon

pair production; however, the yield per participant rises
noticeably from peripheral to central collisions.

In conclusion, an intriguing new behavior in identified
hadron production at RHIC is reported. In central Au-Au
collisions the antiprotons yield is comparable to the p2

at high pT — a behavior never observed before in elemen-
tary or in heavy-ion collisions. �pT � rises with centrality
similarly for all particle species, while K1�2, p, and p
yields per participant increase somewhat faster than the
p1�2 yields.
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Transverse momentum spectra for charged hadrons and for neutral pions in the range 1 GeV�c ,

pT , 5 GeV�c have been measured by the PHENIX experiment at RHIC in Au 1 Au collisions at
p

sNN � 130 GeV. At high pT the spectra from peripheral nuclear collisions are consistent with scaling
the spectra from p 1 p collisions by the average number of binary nucleon-nucleon collisions. The
spectra from central collisions are significantly suppressed when compared to the binary-scaled p 1 p
expectation, and also when compared to similarly binary-scaled peripheral collisions, indicating a novel
nuclear-medium effect in central nuclear collisions at RHIC energies.

DOI: 10.1103/PhysRevLett.88.022301 PACS numbers: 25.75.Dw
Ultrarelativistic heavy ion collisions provide the oppor-
tunity to study strongly interacting matter at high tempera-
ture and density. At Brookhaven National Laboratory’s
Relativistic Heavy Ion Collider (RHIC), nuclei as heavy as
gold (Au) are accelerated to energies of

p
sNN � 200 GeV

per nucleon-nucleon pair. In the early stages of a cen-
tral collision, energy densities are expected to be suffi-
cient to dissolve normal nuclear matter into a phase of
deconfined quarks and gluons, the “quark gluon plasma”
(QGP). The PHENIX experiment is designed to investi-
gate nuclear collisions with a wide variety of probes, fo-
022301-2
cusing primarily on those produced in the early stages of
the collision.

Of particular interest are the products of parton scatter-
ings with large momentum transfer (“hard scatterings”).
In p 1 p collisions hard-scattered partons fragment into
jets of hadrons; these fragments are the primary source
of hadrons at high transverse momentum �pT �, typically
above �2 GeV�c [1]. In a high-energy nuclear collision
hard scattering will occur at the earliest time during the
collision, well before the QGP is expected to form, and
thus the scattered partons will subsequently experience the
022301-2
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strongly interacting medium created in the collision. These
partons are expected to lose energy [2] in hot and dense
nuclear matter through gluon bremsstrahlung, effectively
quenching jet production. This would have many observ-
able consequences, of which the most directly measurable
would be a depletion in the yield of high pT hadrons [3].
It has been suggested that the energy loss is larger in a
medium of deconfined color charges than in hadronic mat-
ter [4], making “jet quenching” a potential signature for
QGP formation.

To quantify such modifications we need a baseline ex-
pectation for spectra from nuclear �A 1 A� collisions in the
absence of nuclear medium effects. Given that hard parton
scatterings have small cross sections, one can regard the
nuclei as an incoherent superposition of partons (“point-
like scaling”). We approximate this by modeling the
A 1 A collision as a sum of independent nucleon-nucleon
�N 1 N � collisions (“binary scaling”). For a given class
of A 1 A collisions, we can determine �Nbinary� the aver-
age number of inelastic N 1 N collisions per event and
then define the nuclear modification factor as the ratio,

RAA�pT � �
�1�Nevt�d2NA1A�dpT dh

��Nbinary��s
N1N
inel �d2sN1N�dpT dh

. (1)

In the absence of nuclear modifications to hard scattering,
the ratio RAA will be unity; thus departures from RAA � 1
indicate nuclear medium effects. Previous measurements
indicate that for pT below 2 GeV�c, RAA is smaller than
one since the bulk of particle production scales with the
number of nucleons participating in the reaction [5,6]. For
pT above 2 GeV�c particle production in p 1 A colli-
sions is enhanced compared to binary scaling, commonly
referred to as the “Cronin effect” [7]. Parton shadowing as
measured in lepton 1 A collisions [8] is also expected to
modify the hadron spectra in p 1 A and A 1 A compared
to binary scaling.

We examine high-pT spectra of charged hadrons and
neutral pions measured by the PHENIX experiment [9,10]
in a central and a peripheral class of Au 1 Au collisions at
p

sNN � 130 GeV. These data are obtained with the cen-
tral spectrometer, which consists of two arms, “east” and
“west,” each covering Df � 90± and jhj , 0.35. The
arms are positioned outside an axially symmetric magnetic
field centered around the beam axis.

Charged particles are reconstructed using a drift
chamber (DC) and two layers of multiwire proportional
chambers with pad readout (PC1, PC3) in the east arm.
The DC measures the particle trajectories between 2.0
and 2.4 m radius in the plane perpendicular to the beam
axis. A matching hit in PC1 at �2.5 m, together with
location of the collision vertex, fixes the polar angle.
Particle momenta are determined with a resolution of
dp�p � 0.6% © 3.6% p �GeV�c�. The absolute momen-
tum scale is known to better than 2%. Trajectories are con-
firmed by requiring a matching hit within a 62s window
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(about 2.5 cm) in PC3 at a radius of 5 m, which eliminates
nearly all secondary tracks from decays and interactions
in material. The remaining background is due primarily
to accidental associations. The level of background to
signal is negligible below pT , 2 GeV�c, rises to
1�10 at 3.5 GeV�c, and reaches 1�1 at 6 GeV�c. This
background is measured statistically, by swapping the z
coordinate of the PC3 hits, and subtracted from the yield.

Corrections for acceptance, reconstruction efficiency,
decays in flight, momentum resolution, and dead areas
are determined using a full GEANT simulation. Simulated
single particles are embedded in real events to model the
effect of detector occupancy. In peripheral Au 1 Au col-
lisions the track reconstruction efficiency exceeds 98%,
while it is reduced to 68 6 6% for central collisions, in-
dependent of momentum. Corrections due to finite mo-
mentum resolution are negligible at low pT and rise to the
level of 30% at 5 GeV�c. The systematic errors (Table I)
are dominated by the uncertainty in the Monte Carlo de-
scription of the detector, including the dead areas and the
momentum resolution.

Neutral pions are measured via their p0 ! gg decay.
Two separate analyses are performed, the first using a lead-
scintillator (PbSc) sampling calorimeter in half �Df �
45±� of the west arm aperture and the second with a lead-
glass Cerenkov (PbGl) calorimeter in a quarter �Df �
22.5±� of the east arm aperture. The two analyses have
very different systematics, and Fig. 1 shows the agreement
of their final p0 spectra.

In both analyses, pairs of calorimeter showers are binned
in pair pT and invariant mass mgg. The energy scale is veri-
fied using both the p0 mass and E�p ratio for identified

TABLE I. Relative systematic errors on hadron yields and
central-to-peripheral ratios. The errors are quoted for rep-
resentative pT and vary between the values shown. For the
charged hadron �h� data the errors are highly correlated in pT
for both yields and ratios. For the p0 data, approximately half
of the error in the yield is perfectly correlated in pT , and some
correlation remains in the ratio.

Sys. error Yield pT �GeV�c� Cent�Per pT �GeV�c�

h data 27% 0.5 8% all
16%–18% 0.8-3.5

30% 4.7

p0 data 25% 1.2 24% 1.2
(PbSc) 35% 3.7 33% 3.2

p0 data 33% 1.2 32% 1.2
(PbGl) 52% 3.7 40% 2.7

p0 data 21% 1.2 20% 1.2
(Combined) 30% 3.7 24% 2.7

N 1 N ref. 20% 1.0 N/A
35% 5.0

�Nbinary� 29% all
Central 11% all
Peripheral 30% all
022301-3
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FIG. 1. The yields per event at mid-rapidity for charged
hadrons (left) and neutral pions (right) are shown as a function
of pT for 60%–80% (lower) and 0%–10% (upper) event
samples. The error bars indicate the statistical errors on the
yield; the surrounding brackets indicate the systematic errors.
Also shown are the N 1 N references for charged hadrons and
neutral pions, each scaled up by �Nbinary� for the class. The
bands indicate the uncertainty in the N 1 N reference and in
the �Nbinary�.

electrons and is known to ,1.5% [11]. Hadron-induced
showers are suppressed with arrival time and shower shape
cuts. The combinatorial pair background is estimated by
mixing showers from different events with similar
centrality. The mixed mgg distribution is subtracted from
the true distribution after being normalized in a region
outside the p0 mass peak. The p0 yield in each pT bin is
determined by integrating the subtracted mgg distribution
in a window determined by a Gaussian fit to the p0 peak.

The p0 spectra are corrected for losses due to energy
resolution, cluster overlaps, analysis cuts, dead detector
areas, and acceptance. Smearing of the photon energy
due to resolution and cluster overlaps is used to simulate
the mgg peak at each pT , which agrees with that seen in
the data. To estimate the p0 reconstruction efficiency, the
same cuts are applied to the simulated mgg distributions
as applied to the real data.

Contributions to the yield from pions not originating
from the vertex are estimated by GEANT simulation to be
6%–8%. The dominant sources of error are the uncertainty
in the particle identification, the effect of energy smearing,
and the peak extraction procedure. Their relative contri-
butions to the total errors (see Table I) differ for the two
analyses.

Event classification is provided by the combination of
two beam-beam counters (BBC’s) and two zero-degree
calorimeters (ZDC’s). We present data from two event
samples, central and peripheral. The central sample covers
the 0%–10% most central fraction of the geometrical
Au 1 Au cross section, while the peripheral sample con-
022301-4
tains events in the 60%–80% selection. Using a Glauber
model combined with a simulation of the BBC and ZDC
responses [5], we estimate �Nbinary� � 905 6 96 for the
central sample, �Nbinary� � 20 6 6 for the peripheral
sample, and 45 6 13 for the ratio between them. The
errors include the uncertainties in the parameters used in
the Glauber model [12], as well as in the fraction of the
total geometrical cross section �92% 6 4%� seen by the
interaction trigger [13].

The pT distributions for charged hadrons and neutral
pions are shown for both centrality classes in Fig. 1. In this
figure, those following, and Table I, the systematic errors
shown are the quadrature sums of conservatively estimated
limits on several independent errors and represent upper
bounds on standard deviations. They are also substantially
correlated between points.

The data are compared to the binary-scaled yield
from N 1 N collisions. Since no N 1 N data exist atp

s � 130 GeV, we parametrize the cross section
1��2ppT �d2s�dh dpT for �h1 1 h2��2 as A��1 1 pT �
p0�n. We determine the parameters A � 330 mb�
�GeV�c�2, p0 � 1.72 GeV�c, and n � 12.4 by inter-
polating between results from p 1 p collisions at the ISR
[14] and p̄ 1 p collisions at the Spp̄S [15] and the Teva-
tron [16]. The systematic error in the N 1 N reference
(Table I) is due to the error in the absolute normalization
of the data used and in the interpolation technique. For
neutral pions we scale the charged hadron cross section
by the charged pion to charged hadron ratio p�h observed
at the ISR [14]. This was found to be 0.63 6 0.06 nearly
independent of pT above 1.5 GeV�c.

For pT . 2 GeV�c the binary-scaling prediction agrees
with the data from peripheral collisions for both charged
and neutral particles, while for central collisions the data
lie noticeably below the prediction. To examine this dif-
ference more directly, we plot the ratio RAA for central
collisions in Fig. 2. For the charged spectrum RAA rises
up to 2 GeV�c, as expected; but above 2 GeV�c, RAA re-
mains significantly below unity for both spectra.

The depletion is quite striking, since the production of
high-pT hadrons in p 1 A collisions at fixed-target energies
is known to be enhanced compared to the binary-scaling
expectation for pT . 2 GeV�c, i.e., the Cronin effect [7].
A similar enhancement has also been observed in heavy
ion collisions at lower energies [17,18], as shown in Fig. 2.
Phenomenological calculations [17] including shadowing
and the Cronin effect predicted that for central Au 1 Au
collisions at

p
sNN � 130 GeV, RAA . 1 for hadron

spectra in the pT range 3 9 GeV�c with a peak value of
RAA � 1.3 at 4 GeV�c.

Above 2 GeV�c, RAA is lower for pions than for charged
hadrons, which implies that the p�h ratio is smaller in
central RHIC Au 1 Au collisions than in ISR p 1 p col-
lisions. This is consistent with identified charged hadron
spectra measured by PHENIX [19] for which a large yield
of protons and antiprotons is observed at pT � 2 GeV�c.
022301-4
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FIG. 2. The ratio RAA for charged hadrons and neutral pions
(weighted average of PbSc and PbGl results) in central Au 1
Au collisions. The error bars indicate the statistical errors on the
measurement. The surrounding bands [shaded for p0’s, brackets
for �h1 1 h2��2] are the quadrature sums of (i) the systematic
errors on the measurement, (ii) the uncertainty in the N 1 N
reference, and (iii) the uncertainty in �Nbinary�. Also shown
are the ratio of inclusive cross sections in a 1 a compared
to p 1 p at

p
sNN � 31 GeV [18], and spectra from central

Pb 1 Pb, Pb 1 Au compared to p 1 p collisions at
p

sNN �
17 GeV [17] shown as a band indicating the range of uncertainty.

We can also examine the spectra from central colli-
sions for modifications at high pT by comparing them to
the spectra from peripheral collisions after dividing each
by the corresponding values of �Nbinary�. The central-to-
peripheral ratio is a useful complement to RAA, since it
should be unity in the limit of point-like scaling. Many
of the experimental uncertainties are reduced in this ratio
(see Table I). Additionally, the uncertainty induced by the
p 1 p interpolation is eliminated, albeit at the expense of
incurring that in �Nbinary� for the peripheral class. We note
that there may be effects from the centrality dependence
of nuclear shadowing and/or the Cronin effect that would
also be present in this comparison.

The central-to-peripheral ratios are plotted in Fig. 3.
Like RAA this ratio is below unity at all observed pT for
both charged hadrons and neutral pions, indicating a sup-
pression of the yield per N 1 N collision in central col-
lisions relative to peripheral. The difference between the
two ratios implies that the p�h ratio is smaller in central
collisions than in peripheral.

We have presented spectra for charged hadrons and neu-
tral pions measured at 90± from central and peripheral
Au 1 Au collisions in the PHENIX experiment at RHIC.
Above pT � 2 GeV�c, the spectra from peripheral col-
lisions appear to be consistent (albeit within a substantial
systematic error) with a simple, incoherent sum of underly-
ing N 1 N collisions. The spectra from central collisions,
022301-5
FIG. 3. Ratio of yield per event in central vs peripheral Au 1
Au collisions, with each divided by �Nbinary� for that class. For
p0 the weighted average of PbSc and PbGl results is shown.
The error bars indicate the statistical errors on the spectra. The
surrounding bands [shaded for p0’s, brackets for �h1 1 h2��2]
are the quadrature sums of (i) the parts of the systematic errors
on the spectra that do not cancel in the ratio, and (ii) the uncer-
tainty in �Nbinary� (see Table I).

in contrast, are systematically below the scaled N 1 N ex-
pectation, when compared both to data from p 1 p colli-
sions and to spectra from Au 1 Au peripheral collisions.
The suppression in central collisions is in qualitative agree-
ment with the predictions of energy loss by scattered par-
tons traversing a dense medium. However, other nuclear
medium effects should be understood before a quantita-
tive conclusion can be drawn. Measurements in p 1 A at
RHIC can help in this direction.
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I. INTRODUCTION

Fluctuations in physical observables in heavy-ion co
sions have been a topic of interest for some years as
may provide important signals regarding the formation
quark-gluon plasma~QGP! and help to address the questio
of thermalization@1#. With the large number of particles pro
duced in heavy-ion collisions at Super Proton Synchrot
~SPS! and Relativistic Heavy-Ion Collider~RHIC! energies
@2,3#, it has now become feasible to study fluctuations on
event-by-event basis. Recently, several new methods h
been proposed for the study of event-by-event fluctuation
various global observables to probe the nature of the Q
phase transition@4–7#. In a thermodynamical picture of
strongly interacting system formed in the collision, the flu
tuations in particle multiplicities, mean transverse mome
(^pT&), and other global observables, are related to the f
damental properties of the system, such as the specific
chemical potential, and matter compressibility. These,
turn, lead towards understanding the critical fluctuations
the QCD phase boundary. The existence of a tricritical po
at the QCD phase transition@4#, which has lately been a
topic of intense discussion, has been predicted to be as
ated with large event-by-event fluctuations in the above
servables.

In a first-order phase transition scenario, it is believed t
supercooling might lead to density fluctuations resulting
droplet formation and hot spots@8#. These might lead to
rapidity fluctuations in the form of spikes and gaps in t
rapidity distribution. The study of event-by-event fluctu
tions in the number of photons to charged particles has
been proposed as a means to search for production of di
ented chiral condensates~DCC! @9,10#.

In nucleus-nucleus collisions the transverse energyET is
an extensive global variable@11–13#, which provides a direct
measure of the violence of an interaction.ET is produced by
redirection of the longitudinal energy into transverse mot
through interactions in which the interacting particles u
dergo multiple scatterings and approach thermalization.ET is
also an indicator of the energy density achieved in the co
sion. Since the energy density is directly related to the Q
phase transition, it is extremely important to studyET and
fluctuations inET . Moreover, it is interesting to compare th
fluctuations ofET to those observed in the particle multiplic
ties.

Much theoretical interest has been directed toward
subject of event-by-event fluctuations, motivated by the n
perfect Gaussian distributions of^pT& and particle ratios@14#
measured at the SPS. For these Gaussian distributions
variance or the width of the distributions contain informati
about the reaction mechanism as well as the nuclear ge
etry @4,15–17#.

The relative fluctuation (vX) in an observableX can be
expressed as:

vX5
sX

2

^X&
, ~1!

wheresX
2 is the variance of the distribution and^X& denotes

the mean value.
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The value ofvX that can be extracted from experiment
data has contributions that originate both from trivial stat
tical effects as well as dynamical sources. To extract
dynamical part associated with new physics from the
served fluctuations, one has to understand the contribut
from statistical and other known sources. Examples
known sources of fluctuations contributing to the observ
experimental value ofvX include finite particle multiplicity,
effect of limited acceptance of the detectors, impact para
eter fluctuations, fluctuations in the number of primary c
lisions, effects of rescattering of secondaries, resonance
cays, and Bose-Einstein correlations. These sources
fluctuations, along with estimates of thevX contributions for
each have been discussed by Stephanovet al. @4# and by
Baym and Heiselberg@5#.

In nucleus-nucleus (AA) collisions relative fluctuations in
global observables have been found to be smaller comp
to those inpp collisions. It is suggested that thermal equi
bration inAA collisions makes the fluctuations small. How
ever, the origin of fluctuations and hence the physical inf
mation content are quite different inpp and AA collisions.
While in pp collisions one hopes to extract quantum m
chanical information about the initial state from the eve
by-event fluctuations in the final state, in heavy-ion co
sions equilibration makes it difficult to achieve this goa
instead the basic aim here has been to relate the even
event fluctuations of the final state with the thermodynam
properties at freeze-out.

In this paper, we present fluctuations in the multipliciti
of both charged particles and photons, and in the total tra
verse energy, over a large range of centralities as measur
the WA98 experiment at the CERN SPS. A major interest
been to search for fluctuations that have a new physical
gin, such as those associated with QCD phase transitio
from the formation of a DCC.

We compare the fluctuations observed in the experime
data for varying centrality conditions and rapidity interva
to those obtained from different models. In the followin
section the WA98 experimental setup is described. In Sec
the criteria for the centrality selection appropriate for flu
tuation studies are discussed. Multiplicity fluctuations
photons and charged particles and the effect of accepta
are presented in Sec. IV. In Sec. V, we estimate the mu
plicity fluctuations in a participant model and compare
those obtained from data. Section VI deals with transve
energy fluctuations. A final discussion and summary is p
sented in Sec. VII.

II. EXPERIMENT AND DATA ANALYSIS

In the WA98 experiment at CERN@18#, the main empha-
sis has been on high precision and simultaneous detectio
both hadrons and photons. The experimental setup cons
of large acceptance hadron and photon spectrometers, d
tors for charged particle and photon multiplicity measu
ments, and calorimeters for transverse and forward ene
measurements. The experiment obtained data w
158A GeV Pb beams from the CERN SPS in 1994, 19
2-2
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and 1996. The results presented here are from the Pb ru
1996 taken with the magnetic field~Goliath! turned off. The
analysis makes use of the data taken with the photon m
plicity detector~PMD!, the silicon pad multiplicity detecto
~SPMD!, the midrapidity calorimeter~MIRAC!, and the zero
degree calorimeter~ZDC!.

The circular SPMD, used for measuring charged part
multiplicity, was located 32.8 cm from the target. It had fu
azimuthal coverage in the region 2.35<h<3.75. The detec-
tor had four overlapping quadrants, each fabricated from
single 300-mm-thick silicon wafer. The active area of eac
quadrant was divided into 1012 pads forming 46 azimut
wedges and 22 radial bins with pad size increasing with
dius to provide a uniform pseudorapidity coverage. The
trinsic efficiency of the detector was better than 99%. Dur
the data recording, 95% of the pads worked properly. It w
nearly transparent to high-energy photons, since only ab
0.2% are expected to interact in the silicon. Details of
characteristics of the SPMD can be found in Refs.@19,20#.

The photon multiplicity was measured using the p
shower PMD placed at a distance of 21.5 m from the tar
The detector consisted of 3 radiation length (X0) thick lead
converter plates placed in front of an array of square scin
lator pads of four different sizes, varying from 1
315 mm2 to 25325 mm2, placed in 28 box modules. Eac
box module had a matrix of 38350 pads that were read ou
using one image intensifier and one charge-coupled de
camera system. Details of the design and characteristic
the PMD may be found in Refs.@21,22#. The results pre-
sented here make use of the data from the central 22
modules covering the pseudorapidity range 2.9<h<4.2. The
clusters of hit pads, having total analog-to-digital conver
content above a hadron rejection threshold were identifie
photonlike. Detailed simulations showed that the pho
counting efficiencies for the central to peripheral cases va
from 68% to 73%. The purity of the photon sample,Ng-like ,
in the two cases varied from 65% to 54%.

The transverse energy was measured with the MIR
@23# placed 24.7 m downstream from the target. It consis
of 30 stacks, each divided vertically into six towers, each
size 20320 cm2, and segmented longitudinally into an ele
tromagnetic~EM! section and a hadronic section. The dep
of an EM section was 15.6X0 ~equivalent to 51% of an in-
teraction length!, which ensured almost complete contai
ment of the electromagnetic energy~97.4% and 91.0% con
tainment calculated for 1 GeV and 30 GeV photon
respectively!. The MIRAC was used to measure both t
transverse electromagnetic (ET

em) and hadronic (ET
had) ener-

gies in the interval 3.5<h<5.5 with a resolution of
17.9%/AE and 46.1%/AE, (E in GeV!, respectively. TheET
provides a measure of the centrality of the reaction. Eve
with largeET correspond to very central reactions with sm
impact parameter and vice versa.

The ZDC measured the total forward energyEF at u
<0.3° with a resolution of (80%/AE)11.5%, with E ex-
pressed in GeV.EF provides complementary information o
the centrality with lowEF energy deposit corresponding
small impact parameter collisions.
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For the results to be presented below, the followi
sources of errors have been included in the systematic e
estimates.

A. Errors in Ng-like

~a! The major source of error inNg- like is due to the effect
of clustering of the pad signals. This error is determin
from the simulation by comparing the number of know
tracks on the PMD with the total number of photonlike clu
ters. The result is that the number of clusters exceeds
number of tracks by 3% in the case of peripheral events
by 7% for high multiplicity central events@22#.

~b! The uncertainty in the ADC value of the hadron reje
tion threshold in the PMD leads to an error in the estimat
of Ng-like clusters. The hadron rejection threshold has be
set at three times the minimum ionizing particle~MIP! peak.
The value of MIP peak was changed by 10% of the pe
value~3 ADC! in order to estimate the systematic error. T
error in Ng-like value is 2.5%@22#.

~c! The error due to the variation in scintillator pad-to-p
gains is found to be less than 1%.

The combined systematic error onNg-like is asymmetric
and centrality dependent. The errors are23.2% and13.4%
for peripheral collisions and27.1% and13.0% for central
collisions. The errors onNg , obtained after correcting fo
photon counting efficiency and purity of photonlike samp
will be discussed in Sec. V.

B. Errors in Nch

The uncertainty in theNch obtained from SPMD has bee
discussed in detail in Ref.@19#. The total error has been
estimated to be about 4%.

C. Errors in centrality selection through ET and EF

The centrality of the interaction is determined by the to
transverse energy (ET) measured in the MIRAC. The finite
resolution in the measurement ofET contributes to the sys
tematic error. For the analysis of fluctuation inET , which
uses MIRAC data directly, the centrality is determined by t
forward energyEF . The finite resolution in the measureme
EF contributes to the systematic error inET fluctuations.
These errors are centrality dependent.

D. Fitting errors

The fitting errors associated with the determination of
fit parameters of the multiplicity and transverse energy d
tributions also contribute to the final systematic error in bo
the photons and charged particles and transverse energ
spectively. The maximum contribution of this error to th
fluctuation was found to be 2%.

III. CENTRALITY SELECTION FOR FLUCTUATION
STUDIES

The centrality of the interaction was determined by t
total transverse energy measured in the MIRAC. For the p
of the analysis where transverse energy data are used fo
2-3
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FIG. 1. Minimum bias distributions of~a! transverse energyET and ~b! forward energyEF produced in Pb induced reactions
158A GeV on Pb. Solid histograms show the results obtained fromVENUS event generator.~c! shows the anticorrelation of measured to
transverse energyET and forward energyEF .
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fluctuation studies, the centrality was determined instead
the forward energyEF as measured in the ZDC. The centra
ties are expressed as fractions of the minimum bias c
section as a function of the measured total transverse en
using MIRAC, or total forward energy using the ZDC. Fi
ures 1~a! and 1~b! show the minimum bias distributions o
ET and EF , respectively. The arrows in the figures indica
the values ofET andEF for the top~most central! 1%, 2%,
5%, and 10% of the minimum bias cross section. Predicti
from VENUS 4.12 @24# are also shown as solid histogram
This will be discussed in a later section.

The anticorrelation ofET andEF is shown in Fig. 1~c!. It
illustrates that eitherET or EF can be used nearly equiva
lently to define the centrality of the reaction.

Figures 2~a! and 2~b! show the minimum bias distribu
tions for g-like clusters and charged particles, respective
for the full acceptances of the two detectors~PMD and
SPMD!. The multiplicity distributions corresponding to th
centrality cuts using the totalET for the top 1%, 2%, and
5% of the minimum bias cross section are also shown in
same figures. These distributions have been fitted to
Gaussians. The extracted fit parameters are used for
analysis of the fluctuations.

Figure 3 shows the variation of the mean (m), standard
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deviation (s), and chi square per degree of freedo
(x2/nd f) of the photon and charged particle multiplicity di
tributions for different centrality bins. Here the centrali
class is chosen with increasing width, as 0–1 %, 0–2
0 –3 %, . . . ,0–10 %. Asexpected, the mean value decreas
and the sigma increases as we make broader centrality s
tion to include more of the cross section. From thex2/nd f
values, one observes that the distributions increasingly d
ate from the Gaussians with increasing width in the centra
selection. For a centrality selection width of greater than 5
thex2/nd f rises above 2. The variation ofm ands indicate
that the extracted relative fluctuation (vX) will grow with the
increase in the width of the centrality selection interval. Th
indicates that the impact parameter fluctuations will dom
nate as the centrality selection is broadened. From this
conclude that the centrality selections should be made w
as narrow bins inET as possible, such that the multiplicit
distributions are good Gaussians and the impact param
fluctuations are minimized. With this in mind we have us
centrality selection bins of 2% widths in cross section, tak
as 0–2 %, 224 %, . . . ,62–64 %.

Figure 4 shows the variation ofm, s, andx2/nd f of the
photon and charged particle multiplicity distributions with
the full acceptance of the detectors with these narrow bin
2-4
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FIG. 2. Minimum bias distributions of~a! g-like cluster multiplicity, and~b! charged particle multiplicity produced in Pb induce
reactions at 158A GeV on Pb. The multiplicity distributions for the top 1%, 2%, and 5% most central events are also shown and fi
the Gaussian distributions.
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centrality. The data presented here cover the region f
central~top 2% of the minimum bias cross sections! to pe-
ripheral collisions~up to 65% of the minimum bias cros
section where the average number of participants is 26).
seen that both them ands values decrease towards perip
eral collisions. Thex2/nd f values are mostly in the regio
between 1.0 and 2.0 over the entire range of centralities c
sidered. This suggests that narrow cross section slices in
ET or EF distributions are necessary to study the multiplic
fluctuations and minimize the influence from impact para
eter fluctuations.

IV. MULTIPLICITY FLUCTUATIONS AND THE EFFECT
OF ACCEPTANCE

The relative fluctuations in multiplicity forg-like clusters
and charged particles have been calculated using them ands
values from Fig. 4 and Eq.~1!. These values are shown i
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Fig. 5 as functions of centrality, for full coverage of PM
(2.9<h<4.2) and SPMD (2.35<h<3.75), respectively.
The errors shown in the figures are systematic errors,
sources of which have been already discussed in prece
section. For bothg-like clusters and charged particles th
relative fluctuations are seen to increase in going from c
tral to peripheral collisions. However, for charged partic
the increase is much stronger.

In order to make a direct comparison of the fluctuations
photons and charged particles, the multiplicities should
studied in the region of common coverage of the detector
terms of both pseudorapidity and azimuthal angle. In a la
section, we will compare the results obtained from data w
those from model calculations for the common covera
The region of common coverage of the two detectors in
WA98 experiment was 0.85 units inh (2.9<h<3.75). The
general trend of the variation of the Gaussian fit paramet
with the reduced number of particles, for the common co
ins
FIG. 3. The Gaussian fit parameters of the multiplicity distributions ofg-like clusters and charged particles for increasing centrality b
of increasing width. The centrality selection has been made by increasing the widths ofET bins corresponding to 0 –1 %,022 %,
0 –3 %, . . . ,0–10 % of the minimum bias cross section.
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FIG. 4. The Gaussian fit parameters of the multiplicity distributions ofg-like clusters and charged particles as a function of centra
The centrality selection has been made by selecting 2% bins in minimum bias cross section, viz., 0–2 %, 2–4 %, 4 –6 %,. . . ,62–64 %. The
multiplicity distributions for these centrality bins are near perfect Gaussians as can be seen from thex2/nd f values.
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erage is found to be similar to that obtained with full cove
age for each detector. Fit parametersm, s, andx2/nd f, as
obtained for centrality bins of 2% in width, for the commo
coverage of the two detectors are shown in Fig. 6. As was
case for the larger acceptance, them ands values are seen to
decrease towards more peripheral event selection.
x2/nd f values are reasonable. Using the above values of
Gaussian parameters together with Eq.~1!, the relative mul-
tiplicity fluctuations were calculated and are shown in Fig.
The error shown include the fit errors as well as the ot
systematic errors discussed earlier. The relative fluctuat
for g-like clusters is seen to be rather constant over the
centrality range with an average value of 2.260.21. In com-
parison, the relative fluctuations for charged particles
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1.5660.13 at the most central bin~0–2 %! increasing to
2.860.16 for the least central bin~62–64 %!.

Following this discussion of the fluctuations in the mul
plicity of photons and charged particles for the full acce
tance regions and for the regions of common coverage of
photon and charged particle detectors, we now analyze
effect of detector acceptance on the observed fluctuation
more detail. For this we have taken two differenth coverage
regions for each detector. For the PMD theh ranges chosen
are 3.0<h<4.0 and 3.25<h<3.75 ~with full f coverage!.
The resultingv values for the two cases are shown in F
8~a!. Qualitatively, the variation of the fluctuations with ce
trality is similar for both coverages, but the magnitude of t
relative fluctuations is lower for smallerh coverage.
ious
FIG. 5. Fluctuations of the multiplicity ofg-like clusters and charged particles within the full coverage of PMD and SPMD for var
2% bins of the minimum bias cross section.
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FIG. 6. Centrality dependence of the Gaussian fit parameters of the multiplicity distribution ofg-like clusters and charged particles with
the common coverage of PMD and SPMD.
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For the SPMD, the fluctuations were calculated for t
rapidity intervals 2.35<h<3.35 and 2.65<h<3.15. These
bins have width of one and one half units inh around midra-
pidity. The results are shown in Fig. 8~b!. Qualitatively, the
results are again similar to each other with the magnitude
the relative fluctuations decreasing as the coverage inh is
decreased.

The decrease in the relative fluctuations as the accept
is decreased can be understood in terms of a simple statis
picture @25#. Assume that there arem particles produced in
the collision out of whichn particles are accepted random
into the detector acceptance. In this case, the distributionn
will follow a binomial distribution with meanm f and vari-
ancem f(12 f ), wheref is the fraction of particles accepted
Therefore, the fluctuations in the number of particles
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cepted for a fixed~m! number of particles produced is 12 f .
In principle,m can have an arbitrary distribution as given b
P(m) with known first and second moments. The fluctu
tions in then accepted particles out of them particles pro-
duced is then given as

vn512 f 1 f vm . ~2!

Thus considering the fluctuations in one unit ofh asvm
we can calculate the expected fluctuations for one half uni
h using the above equation. Heref corresponds to the ratio
of the total number of particles accepted in one half unit oh
coverage to that accepted over one unit inh. For the accep-
tance regions used, the average value off for photons is
about 0.52 and that of charged particles is about 0.54. Us
e of the
FIG. 7. Centrality dependence of the fluctuations of the multiplicity of photons and charged particles within the common coverag
PMD and SPMD.
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FIG. 8. Multiplicity fluctuations of photons and charged particles for twoh acceptance selections. The open squares represent estim
values of fluctuations in 0.5 unit ofdh from the observed fluctuations in 1.0 unit ofdh.
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these values in Eq.~2! we can calculate the expected flu
tuations for half unit ofh coverage from the results of on
unit of h coverage, under the assumption of a binomial sa
pling. As shown in Fig. 8 the empirical calculations almo
exactly reproduce the observed result in the narrower ac
tance window for charged particles and agrees reason
well within the quoted errors for photons.

V. ESTIMATION OF FLUCTUATIONS
IN A PARTICIPANT MODEL

In a picture where the nucleus-nucleus collision is thou
of as the sum of contributions from many sources create
the early stage of the interaction, the variance of the dis
bution of any observable has contributions from~a! the fluc-
tuations in the number of sources, largely due to differ
impact parameters. Even if the impact parameter window
narrowed, density fluctuations within the nucleus will ma
this contribution nonzero,~b! the fluctuations in the numbe
of particles produced by each source. Quantum fluctuat
in the nucleon-nucleon~NN! cross section can lead to suc
effects,~c! the fluctuations due to any dynamical process
critical behavior in the evolution of the system.

The contribution from the first two effects leads to flu
tuations in the number of participant nucleons, which may
related to the initial size of the interacting system before
thermalizes. Resonance decays have also been shown
crease the multiplicity fluctuations by a large factor@4,5#.

Following a simple participant model@5,15,16,26,27#, the
particle multiplicity ~of photons or charged particles! N may
be expressed as

N5 (
i 51

Npart

ni , ~3!

whereNpart is the number of participants andni is the num-
ber of particles produced in the detector acceptance by
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i th participant. On an average, the mean value ofni is the
ratio of the average multiplicity in the detector coverage
the average number of participants, i.e.,^n&5^N&/^Npart&.

Thus the fluctuations inN will have contributions due to
fluctuations inNpart (vNpart

) and also due to the fluctuation

in the number particles produced per participant (vn). Again,
the fluctuations ofn given asvn , will have a strong depen
dence on the acceptance of the detector. In the absenc
correlations between theni ’s, the multiplicity fluctuationsvN
can be expressed as

vN5vn1^n&vNpart
. ~4!

Comparison of data with the results of such model cal
lations might reveal the extent to which the principle of s
perposition of nucleon-nucleon~NN! interactions is valid in
the case of heavy-ion collisions. The participant model
expected to hold reasonably well for peripheral collisio
where there are only fewNN collisions, while for central
collisions the particle production gets affected byNN scat-
tering, rescatterings between produced particles, energy
radation, and other effects. Next we discuss the calcula
of each of the terms in Eq.~4!.

A. Calculation of vNpart

The impact parameter fluctuations are reflected in
fluctuations in the number of participants. We have estima
this contribution using theVENUS 4.12 event generator with
default setting. A set of 100-K minimum bias Pb1Pb events
at 158A GeV was generated for calculation of the number
participants. To match the centrality selection of the react
in simulation to that in data, we have carried out a fast sim
lation in which ET from VENUS was calculated within
MIRAC coverage taking the resolution factors for the ha
ronic and electromagnetic energies of MIRAC into accou
2-8
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The correspondingET distributions forVENUS are shown as
the solid curve in Fig. 1~a!. It is seen that the agreement wi
data is quite reasonable.

The distributions ofNpart for the same narrow(2%) bins
of centrality, as discussed above for the data, are well
scribed by the Gaussian distributions. Figure 9 shows
variation of m, s, x2/nd f, and relative fluctuationvNpart

calculated from the fit parameters with the 2% bins in c
trality. One can see that the relative fluctuation in the num
of participants,vNpart

, is around 1. The statistical errors a

small and are within the size of the symbols.
The systematic errors shown in the figures have contr

tion from the following sources, which have been added
quadrature.

~1! Nucleon density distribution: In order to estimate t
error due to this we have calculated the number of part
pants fromVENUS ~as shown in the figure! and those from
FRITIOF. The difference for each centrality bin was cons
ered as representative of the error@28#.

~2! Finite resolution ofET : Systematic errors due to thi
were calculated by varying the centrality as per the MIRA
resolution@22#.

~3! Fitting errors: Errors associated with the determinat
of the fit parameters of the Gaussian distributions also c
tribute to the final systematic error in the number of parti
pants.

The quantitŷ n& is equal to the ratio of the mean charg
particle~or photon! multiplicity for a given acceptance to th
mean number of participants for the same centrality b
Thus the contribution from the term̂n&vNpart

to the total

fluctuations@Eq. ~4!# can be easily obtained.

FIG. 9. Variation ofm, s, andx2/nd f of the distribution of the
number of participants as a function of centrality.
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B. Calculation of vn

This term gives the fluctuations in the number of partic
produced per participant. It has a strong dependence on
ceptance as given earlier in Eq.~2! and shown in Fig. 8. To
calculatevn as per Eq.~2! we next obtain the termsf and
vm . The quantityf is the ratio of the number of particles pe
participant accepted within the acceptance of the dete
(^n&) to the total number of particles produced per parti
pant (̂ m&). The value of̂ n& for each centrality bin and for
a given acceptance can be calculated as discussed in the
ceding section. To obtain the value of^m& we make use of
the data existing in the literature forNN collisions. As dis-
cussed in Refs.@29,30# the mean number of charged particl
and photons produced in nucleon-nucleon collisions can
parametrized as a function of c.m. system energies (As from
2 GeV to 500 GeV! in the following manner:

^Nch&
NN524.7~61.0!15.2~60.8!s0.145(60.01), ~5!

^Ng &NN529.9~62.1!18.5~61.9!s0.113(60.015). ~6!

For the 158A GeV SPS energy discussed here this p
rametrization gives the average charged particle multiplic
to be 7.2 with the corresponding number for photons be
6.3. Thus the average charged particle and photon multip
ties per participant are 3.6 and 3.15, respectively.

In addition, s for the charged particle multiplicity in
nucleon-nucleon collisions shows a linear dependence w
the average charged particle multiplicity as 0.576(^Nch

NN&
21), as given in Ref.@30#.

This can be used to calculatevm , which is given as

vm50.33
~^Nch&21!2

^Nch&
. ~7!

For charged particles at SPS energies this gives a valu
vm51.8. However, for photons this number is not know
since there is no similar parametrization. In the absence
such a parametrization ofs for photons we will also assum
thatvm51.8 for the photon multiplicity. Fluctuations of pho
tons, in principle, are expected to be similar to those
charged particles. This is because the majority of phot
come from decay ofp0, while the majority of charged par
ticles are charged pions (p6).

From the values of̂n&, ^m&, andvm for a given accep-
tance and centrality, the termvn can then be calculated.

C. Comparison of data to model calculations

We first compare the experimental results of multiplic
fluctuations to those of the calculations using the particip
model in the common coverage of PMD and SPMD. Figu
10 shows a comparison of the fluctuation in charged partic
from data to that obtained from the calculations using
model described above. The results are plotted as a func
of the number of participants. The horizontal errors on
number of participants are shown only on the data poin
The error onv calculated in the model is mainly due to th
error on the mean number of charged particles in nucle
2-9
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nucleon interactions, the error in the number of participa
calculated, and the uncertainty in the simulation of the c
culated transverse energy. For clarity of presentation we h
given results corresponding to alternate 2% centrality b
i.e., 0–2 %, 2 –4 %,. . . ,62–64 %. Theresults fromVENUS

are also shown in the form of a solid line in Fig. 10, and a
found to remain almost constant over the entire centra
range. Charged particle fluctuations determined from d
and the participant model decrease in going from periph
to central collisions, although the dependence on centrali
weaker for the model calculation.

Figure 11 shows fluctuations in theg-like clusters as well
asNg after the correction. The results, plotted as a funct
of the number of participants, are compared to those of
participant model calculations for photons and results fr
VENUS. Using the estimated values of efficiency (eg) and
purity ( f p), the number of photons in an event is calculat
by using the relation

Ng5
f p

eg
Ng-like . ~8!

The photon counting efficiency in PMD varies from 68%
73% for central to peripheral collisions. The purity of th
measured photon sample varies from 65% to 54% for cen
to peripheral collisions.

The systematic errors associated withNg-like have already
been discussed in Sec. II. The additional errors in the c
version fromNg-like to Ng are mainly due to errors in est
mation of photon counting efficiency and purity. The sourc
of these errors are given below.

FIG. 10. The relative fluctuationsvch of the charged particle
multiplicity as a function of number of participants. The experime
tal data are compared to calculations from a participant model
those fromVENUS event generator.
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~1! Event-by-event variation in photon counting efficien
(eg) and purity of photon sample (f p). These have been
found to vary from 3% to 6% for central to peripher
collisions.

~2! The purity factor depends on the ratio of the numb
of photons and charged particles within the PMD covera
The systematic error associated with this ratio has been s
ied by using theFRITIOF @31# event generator in addition to
VENUS. The average photon multiplicity estimated by usi
FRITIOF is found to be higher by about 4% in peripheral a
by 1% in central collisions, compared to the values obtain
usingVENUS.

~3! The photon counting efficiency determined in th
present case relies on the energy spectra of photons as g
by theVENUS event generator. As the conversion probabil
for low-energy photons falls sharply@32# with decreasing
energy below 500 MeV, the estimate ofeg may be affected if
the energy spectra in the actual case is different. Photon
ergy spectra have been measured by the WA98 lead g
calorimeter. By extrapolating these measured spectra to
PMD acceptance we have estimated the photon counting
ficiencies for differenth bins and centralities. These resul
turn out to be lower compared to those obtained fromVENUS

by 2–9 % for central events and 3–13 % for periphe
events, the smaller value corresponds to larger pseu
rapidity region of the PMD acceptance. The average diff
ence in efficiencies within the PMD acceptance are 6%
central and 9% for peripheral collisions. These differenc
add to the systematic errors on the photon count
efficiency.

The total systematic error on the multiplicity of photon
(Ng) are 26.7% and112.5% for peripheral collisions and
28.0% and19.0% for central collisions.

The fluctuations in the number of photons have been
timated from the fluctuations in the number of photonli
clusters by using Eq.~8!:

vg5
f p

eg
vg-like . ~9!

These results are shown in Fig. 11. It is observed that
relative fluctuations of photons from the data are in reas
able agreement with those obtained fromVENUS. However,
the results for photons from the participant model are som
what higher than those from the experimental data.

VI. TRANSVERSE ENERGY FLUCTUATIONS

Relativistic nuclear collisions are often described with
the participant-spectator picture in which nuclei are sphe
that collide with a definite impact parameter. The overla
ping volumes that participate in the reaction are violen
disrupted while the remaining spectator volumes shear
and suffer comparatively mild excitations. The magnitude
the ET produced depends on the bombarding energy and
participant volume or equivalently the number of particip
ing nucleons. The cross section for a specific value ofET
production depends to a large extent on the geometric p
ability of a given impact parameter. Therefore impact para

-
d
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eter fluctuations are expected to lead to fluctuations inET .
Corroboration of the participant-spectator picture com

from the strong anticorrelation ofET with the energy ob-
served in the zero degree calorimeter,EF as shown in the
Fig. 1~b!. The smaller the impact parameter, the larger is
participant volume andET , but the smaller is the spectato
volume andEF . ET also correlates strongly with the pro
duced particle multiplicity. Theds/dNch and ds/dNg-like
spectra have virtually the same shape asds/dET @Figs. 2~a!
and 2~b!#.

The study of the average totalET as measured in the
WA98 experiment and its scaling behavior with the numb
of participants have been discussed earlier in detail in R
@28#. Here we concentrate on the second moment, and s
the fluctuations inET as was done forNg-like and Nch . For
this analysis we have again taken 2% width bins in centra
using the forward energy as measured by the ZDC. Du
the poorer resolution in centrality selection of the ZDC f
peripheral collisions, we present the results only up to
50% centrality class.

The ET distribution for the top 2% of the minimum bia
cross section is shown in Fig. 12. The solid curve show
Gasussian fit to the distribution. Them, s andx2/nd f values
for such distributions at centrality bins varying from 0–2
to 48–50 % have been extracted and are shown in Fig.
The x2/nd f values are seen to be between 1 and 2, wh
indicates that the distributions are well described by
Gaussians. The fluctuations inET have been calculated b
using Eq.~1! and are shown in Fig. 14. The relative fluctu
tions are observed to increase in going from central to

FIG. 11. The relative fluctuationsvg of photons as a function o
number of participants. The data presented show the fluctuation
g-like clusters and photons after correction for efficiency and
rity. These are compared to calculations from a participant mo
and those fromVENUS event generator.
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ripheral collisions.ET , measured by the MIRAC was used
the online trigger to define the most central event sam
with a threshold that occurred in the region of the top 1
18 % of the total cross section. This region is not analyzed
avoid trigger bias effects in the measuredET distribution.

ET has a strong correlation with the number of participa
nucleons or the number of effective collisions they unde
@33#. In an attempt to understand the fluctuations in terms
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FIG. 12. The transverse energy distribution for the top 2% of
minimum bias cross section.

FIG. 13. Centrality dependence ofm, s, and x2/nd f of the
transverse energy distribution. The centrality selection is based
EF measured with the ZDC.
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the number of participant nucleons, theVENUS event genera-
tor has been used to determine the ratiom(ET)/m(Npart) as a
function of centrality. Them(ET) per participant has bee
found to be;1.1 GeV60.2. This is shown in Fig. 15. The
main sources of error here are due to the uncertainty in
calculation of the number of participants and the finite re
lution of the calorimeters. Similar results were also obtain
from WA80 and HELIOS Collaborations of Ref.@11,12#.

FIG. 14. Centrality dependence of the relative fluctuations
total transverse energyET with centrality selected byEF .

FIG. 15. ET per participant as a function of centrality. The ve
tical solid line indicates the estimated systematic error inET per
participant.
05491
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While the WA80 Collaboration has shown thatET per par-
ticipant is independent of projectile, target, and centrality
depends only on the number of wounded nucleons and
beam energy, the WA98 Collaboration has shown that tra
verse energy does deviate from a linear dependence on
number of participants for Pb1Pb collisions@28#.

The relative fluctuations in transverse energy can be a
lyzed in a participant picture similar to that employed in t
case of photons and charged particles@33#. An expression
similar to Eq.~4! can be obtained, where the first term d
pends on the fluctuations in the transverse energy depo
by each particle produced per participant nucleon, with
second term coming from impact parameter fluctuatio
within the acceptance of the detector. Since the first te
depends greatly on the detector characteristics, we com
the transverse energy fluctuations in data to those obta
from a fast simulation of the MIRAC and ZDC characteri
tics in VENUS in which the energy resolution for each partic
was applied separately when computing the total transv
energy@23#. Figures 1~a! and 1~b! show the comparison o
the simulatedET andEF distributions with those from data
The agreement is seen to be quite reasonable.

Figure 16 shows the comparison ofET fluctuations from
data to those obtained from simulated events usingVENUS.
The fluctuations are plotted as a function of the mean nu
ber of participants in various 2% bins of centrality obtain
from EF . Errors shown in the data are mainly due to unc
tainties in the determination of number of participants a
the finite energy resolution of the calorimeters as discus
earlier. It is seen that the fluctuation in data are system
cally smaller than those obtained formVENUS. As discussed
in Ref. @33# many effects like energy-momentum degradati

n FIG. 16. Centrality dependence of the relative fluctuations
transverse energyET with the centrality selected from theEF . The
result is compared toVENUS using similar centrality selection crite
ria.
2-12
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of nucleonic objects in successive scatterings and short-ra
correlations between nucleons in a nucleus may be res
sible for the decrease in fluctuations inET of data as com-
pared to those obtained from simulations inVENUS. The role
of rescattering has also to be understood in this context.

VII. SUMMARY

A detailed event-by-event study of fluctuations in the m
tiplicities of charged particles and photons and transve
energy has been carried out using data from the WA98
periment. This has been done by varying both the centra
and rapidity intervals. It is observed that the relative fluctu
tions increase with increase in the impact parameter inter
Hence it is important to control the impact parameter dep
dence by studying narrow bins in centrality. For 2% centr
ity bins, within which the distributions of charged partic
and photon multiplicities, as well as the transverse ene
are well described by the Gaussians, the contribution fr
impact parameter fluctuations is around 1, as expected.
fluctuations in multiplicities andET are found to increase in
going from central towards peripheral events. A decreas
acceptance has been found to result in decreased multip
fluctuations. Using a simple statistical analysis one can
plain the observed decrease in a smaller acceptance kno
the fluctuations in a larger acceptance window. The obser
centrality dependence of the multiplicity fluctuations
charged particles has been found to agree reasonably
with results obtained from a simple participant model th
takes into account impact parameter fluctuations fromVENUS

and multiplicity fluctuations fromNN data, within the quoted
systematic errors. For photons the fluctuations are foun
be slightly lower compared to those obtained from the p
ticipant model.

Similar calculations have been performed for the tra
et

.
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verse energy and multiplicity distributions usingVENUS. The
transverse energy fluctuations from experimental data
found to be smaller than those observed inVENUS. On the
other hand, after corrections for charged particle contam
tion in the photonlike clusters, the relative fluctuations
photons appear to be in rather good agreement w
VENUS.
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Abstract. Results on transverse mass spectra of neutral pions measured at central rapidity are presented
for impact parameter selected 158·A GeV Pb+Pb, and Pb+Nb collisions. The distributions cover the
range 0.5GeV/c2 ≤ mT − m0 ≤ 4GeV/c2. The change of the spectral shape and the multiplicity with
centrality is studied in detail. In going from p+p to semi-peripheral Pb+Pb collisions there is a nuclear
enhancement increasing with transverse mass similar to the well known Cronin effect, while for very central
collisions this enhancement appears to be weaker than expected.
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1 Introduction

Heavy ion reactions at ultrarelativistic energies provide
information on nuclear matter at high energy density (for
reviews see e.g. [1–3]). Hadron production is generally con-
sidered to be sensitive to the late freeze-out stage of the
collision, when hadrons decouple from one another. Al-
ready from the experimentally determined shape of the
transverse mass spectra it is evident that heavy ion re-
actions are not merely a superposition of nucleon-nucleon
collisions [4–6].
The broadening of the transverse mass spectra in p+A

collisions compared to p+p (Cronin-effect [7]) has been at-
tributed to initial state multiple scattering of partons [8,
9]. However, models which attempt to describe nucleus-
nucleus reactions, like the Monte-Carlo programs VENUS
[10] or RQMD [11] rely on the assumption that final state
rescattering plays an important role in determination of
the momentum distributions of the hadrons. If final state
rescattering is very strong, the notion of local kinetic equi-
librium may be valid, which is the basic assumption for a
hydrodynamical description (see e.g. [12,13]).
It remains unclear, whether equilibration is attained.

If it occurs, it will be important to isolate the contribu-
tions of thermal, pre-equilibrium, and initial state pro-
cesses to the hadron yield. Since the latter are expected
to dominate at large transverse momenta, it is hoped that
systematic studies of hadron spectra over a large range
in momentum might allow to disentangle these contribu-
tions. In the analysis of central reactions of Pb + Pb at
158·A GeV it is seen that both predictions of perturbative
QCD [17,18] and hydrodynamical parameterizations [19]
can describe the measured neutral pion spectra reasonably
well. It is particularly surprising to observe that, on the
one hand, a pQCD calculation gives a reasonable descrip-
tion also at relatively low momenta, while on the other
hand, a hydrodynamical parameterization can provide a
good description, even at very high momenta.
The understanding of the relative contributions of the

various soft and hard processes in particle production is
especially important in view of the recent interest in the
energy loss of partons in dense matter [14,15], generally
referred to as jet quenching, as a possible probe for the
quark-gluon-plasma. One of the suggested experimental
hints of jet quenching is the suppression of particle pro-
duction at high transverse momenta [16]. In order to con-
firm such an interpretation, it is important to study other
possible nuclear modifications of particle production in
detail. More information in this respect may be gathered
from the variation of the particle spectra for different re-
action systems or different centralities. First attempts in
this respect have been discussed in [17], where the neutral
pion average pT as a function of the centrality was shown
to rise from p+p collisions to peripheral Pb+Pb collisions
and to saturate for medium central and central Pb+Pb
collisions. It was also seen that the neutral pion yield for
reactions with more than about 30 participating nucleons
Npart exhibits a scaling as Nα

part with a power α ≈ 1.1
which is approximately independent of pT .

 21.5 m

33 TeV  P
b

Multistep-Avalanche-Chambers
with CCD-readout (track reconstruction
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Fig. 1. The WA98 experimental setup

In the present paper we will present a detailed study of
neutral pion transverse mass spectra in the range 0.5GeV/
c2 ≤ mT − m0 ≤ 4.0GeV/c2 and 2.3 ≤ y ≤ 3.0 for col-
lisions of Pb+Pb and Pb+Nb at 158·A GeV for different
centralities.

2 Experiment

The CERN experiment WA98 [20] is a general-purpose
apparatus which consists of large acceptance photon and
hadron spectrometers together with several other large ac-
ceptance devices which allow to measure various global
variables on an event-by-event basis. The experiment took
data with the 158·A GeV 208Pb beams from the SPS in
1994, 1995, and 1996. The data presented here were taken
during the 1995 and 1996 beamtimes at the CERN SPS.
The layout of the WA98 experiment as it existed during
the final WA98 run period in 1996 is shown in Fig. 1.
Neutral pions are reconstructed on a statistical ba-

sis from their two-photon decay, using photons measured
with the LEDA spectrometer in the pseudorapidity inter-
val 2.3 < η < 3.0. This detector is located 21.5 m from
the target and consists of 10,080 modules. Each module is
a 4 × 4 × 40 cm3 (14.3 radiation lengths) TF1 lead-glass
block read out by an FEU-84 photomultiplier. The high
voltage is generated on-base with custom developed [22]
Cockcroft-Walton voltage-multiplier type bases which are
individually controlled by a VME processor. The photo-
multiplier signals are digitized with a custom-built ADC
system [23]. Twenty-four lead-glass modules are epoxied
together in an array 6 modules wide by 4 modules high
to form a super-module. Each super-module has its own
calibration and gain monitoring system based on a set of
3 LEDs and a PIN-photodiode mounted inside a sealed
reflecting front cover dome [24]. The photon spectrome-
ter is separated into two nearly symmetric halves above
and below the beam plane in the two regions of reduced
charged-particle density which result from the sweeping
action of the GOLIATH magnet. More details about the
experimental setup and the photon spectrometer can be
found in [25].
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The acceptance of the photon spectrometer for π0 de-
tection in rapidity and transverse mass is shown in Fig. 2.
The acceptance covers the region 2.3 < y < 3.0, near mid-
rapidity (ycm = 2.9).
The minimum bias trigger requires a valid signal of the

beam counters and a minimum amount of transverse en-
ergy ET >∼ 5GeV, detected by the Mid-Rapidity Calori-
meter, MIRAC [21], which is located 24 m downstream of
the target. MIRAC consists of a hadronic and an electro-
magnetic section and covers the pseudorapidity interval
3.5 < η < 5.5. Data have been taken with the 158·A GeV
lead beam on targets of Pb (495 and 239 mg/cm2) and Nb
(218 mg/cm2). For the present analysis 9.7 million Pb+Pb
and 0.23 million Pb+Nb minimum bias events were accu-
mulated. The minimum bias cross sections have been cal-
culated from the number of beam triggers and minimum
bias triggers and the target thicknesses. The yields have
been corrected for small non-target background contribu-
tions (typically a few percent) to obtain σmb ≈ 6300mb
and 4400mb for Pb+Pb and Pb+Nb reactions, respec-
tively. These absolute cross sections are estimated to have
an overall systematic error of less than 10%.

3 Pion reconstruction and efficiency

The method for pion reconstruction is similar to that used
by the WA80 collaboration as discussed in [6]. It is also
discussed at length in [25,26] so we will only briefly sketch
the basics of the method.
The showers used for the extraction of the neutral pion

yield via the γγ decay branch can be selected with differ-
ent criteria. It has been demonstrated that the extracted
yield does not depend significantly on the choice of these
photon identification cuts [25]. For the present analysis,
showers with a small lateral dispersion [27] have been se-
lected as photon candidates.
Hits in LEDA are combined pairwise to provide distri-

butions of pair mass vs.mT −m0 (wheremT =
√

p2
T +m

2
0

is the transverse mass and m0 is the π0 rest mass) for all
possible combinations. These distributions are obtained
both for real events, R(minv,mT ), and for so-called mixed
events, M(minv,mT ), where a hit from one event is com-
bined with a hit from another event with similar mul-
tiplicity. M(minv,mT ) provides a good description of the
combinatorial background and is subtracted from R(minv,
mT ) to obtain the mass distribution of neutral pions (see
Fig. 3).
The large multiplicities, especially in central reactions

of Pb + Pb, lead to a considerable probability that showers
in the detector overlap and influence each other. Particles
may be lost for reconstruction. In other cases the particle
might be measured with an incorrect energy. These effects
lead to a detector efficiency for pion reconstruction which
depends on particle density. To study this detection effi-
ciency, the GEANT [28] simulation package has been used
to create artificial signals for the lead glass modules cor-
responding to neutral pions incident on the detector. The
effects of detector noise and the digitization of the photo-
multiplier signals are also implemented. To obtain the π0
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Fig. 3. Invariant mass distributions of photon pairs for min-
imum bias Pb + Pb collisions in different intervals of mT −
m0. The combinatorial background has been calculated using
mixed-event distributions and subtracted

reconstruction efficiency, these simulated photon shower
pairs have been superimposed onto the measured events.
The simulation provides the means to extract the proba-
bility that a pion at a given input transverse massm(0)

T will
be measured with m(1)

T . These probabilities, extracted as
a function of m(0)

T , can be understood as a matrix which
transforms the real physical distributions into the mea-
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sured ones. These correction matrices are used to correct
the measured distributions. A detailed description of the
efficiency correction can be found in [25].
The distributions have then been corrected for con-

tributions from reactions of Pb projectiles with material
other than the target (e.g. residual gas, exit windows,
etc.). The corresponding corrections were obtained by
measurements performed without target. The corrections
are negligible for medium-central and central reactions.
The systematic errors on the measured transverse mass

spectra are dominated by the following contributions:
– An uncertainty in the absolute calibration of the mo-
mentum scale of 1%. This may be translated into an
uncertainty in the yields of a few% at low mT rising to
≈ 13% at mT −m0 = 3.5GeV/c2, which is indepen-
dent of centrality or reaction system.

– Uncertainties in the π0 extraction which include the
error in the determination of the invariant mass peak
content and the propagation of the energy resolution
through the acceptance and efficiency corrections. This
is largest in central collisions. It leads to an error below
10% for mT −m0 ≥ 0.5GeV/c2 for most samples.

– Uncertainties in the correction for contributions from
no-target reactions, which are only relevant for periph-
eral reactions. This leads to an error below 10% for
mT −m0 ≥ 0.5GeV/c2.

The total centrality dependent systematic error is below
10% for mT −m0 ≥ 0.5GeV/c2 for most centrality classes
and below 20% for the most central sample.

4 Results

4.1 Neutral pion spectra

Neutral pion spectra for Pb + Pb and Pb + Nb collisions
for minimum bias and selected centralities are presented in
Fig. 4. On the left hand side results for Pb + Pb minimum
bias as well as for the 12.7% most central and the 17%
most peripheral event selections are shown. Included also
are results of exponential fits:

f(mT −m0) = C · exp
(

−mT −m0

T

)

(1)
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fitted over the range 0.7GeV/c2 ≤ mT −m0 ≤ 1.9GeV/c2.
As noted previously [6,17], the data clearly deviate from
the exponential shape when considered over the full range
of transverse masses. The fit in the limited transverse mass
range can, however, still be used to extract slope param-
eters T . For the 12.7% most central collisions one finds
T = 221 ± 2MeV which is significantly larger than the
value of T = 208±5MeV for peripheral collisions. Spectra
for reactions of Pb + Nb (minimum bias and 10% central)
are shown on the right hand side. The spectral shapes are
very similar to those for Pb + Pb collisions. For central
collisions a slope parameter of T = 213 ± 13MeV is ex-
tracted which is intermediate compared to that of periph-
eral and central Pb + Pb collisions. Since the statistics
for the Pb + Nb dataset is limited, we will concentrate on
the Pb + Pb reactions in the rest of the paper.
In Fig. 5 the multiplicity distribution for central colli-

sions is compared to predictions of the event generators
FRITIOF 7.03 [29], VENUS 4.12 [10], and HIJING 1.36
[30]. Clearly FRITIOF does not describe the data at all,
while VENUS and HIJING yield a more reasonable de-
scription. The prediction of the pQCD calculation from
[18] is included as a solid line, which also shows a reason-
able agreement with the data. The degree of agreement
of the models can be better seen in Fig. 6 where the ra-
tio of the experimental data to the generator results is
shown. FRITIOF is not included as the discrepancies are
already evident from Fig. 5. VENUS overpredicts the pion
production at high mT by about a factor of two. HIJING
shows the best agreement at large momenta but underpre-
dicts the data slightly at intermediatemT . Also the Monte
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Fig. 6. Ratios of measured invariant multiplicities of neutral
pions to those from Monte Carlo event generators for central
Pb + Pb collisions as a function of mT −m0

Carlo models lead to a stronger concave curvature than
the data. The pQCD calculation overpredicts the data by
≈ 30% in the range 1.5GeV/c ≤ mT −m0 ≤ 3.0GeV/c.
The momentum spectra for central collisions have been

published already in [17]. As discussed in the correspond-
ing erratum, cross section estimates had turned out to
be incorrect. In the course of the present analysis it was
realized that for the presentation of the results in Fig. 1
of [17], the π0 multiplicities were incorrectly normalized.
All other results and conclusions of [17] are unchanged.
Unfortunately, the same improperly normalized distribu-
tions were analyzed in [18]. The correct normalization re-
duces the π0 mulitiplicities by 27% with the result that
the pQCD calculations presented there would overpredict
the measured WA98 π0 result, as shown in Fig. 6. Still
different parameters for the pT -broadening in these calcu-
lations might possibly enable the model to describe the
central distributions better. More stringent tests of such
a model can be performed when looking at the detailed
centrality dependence of the pion production which has
been done in the following.
The minimum bias sample has been subdivided into

eight centrality samples summarized in Table 1. Measure-
ments were performed with and without magnetic field,
which does not affect the neutral pion distributions, but
alters the transverse energy used to determine the central-
ity. The corresponding cuts have been adjusted so that al-
ways the same fractions of the minimum bias cross section
were selected. The data samples with and without mag-
netic field agree well with each other and have been com-
bined in the present analysis. Table 1 shows the transverse
energy cuts for one particular data set as an example.
All the transverse mass distributions for Pb + Pb col-

lisions for the different centrality classes as a function of
mT −m0 have a very similar shape (see Fig. 7). The dis-
tributions are compared more closely in Fig. 8 where the
spectra for given centrality classes are divided by the min-
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imum bias spectrum. Still in these ratios no drastic vari-
ations are seen when displayed in logarithmic scale. The
spectral shapes, especially for the intermediate central-
ity classes, are very similar. The spectra are broadened
when going from peripheral reactions to semi-peripheral
reactions, consistent with the nuclear enhancement seen
in p + A [7] and in S + Au collisions [6]. However, the
enhancement does not continue to grow for central colli-
sions. Instead there is an indication of a stronger fall off
in the most central class.
This observation is surprising, because both initial

state (parton multiple scattering) and final state (hadron
rescattering) mechanisms are expected to yield a further
broadening of the spectra with decreasing impact param-
eter, i.e. increasing thickness or volume.
The change in the spectrum for the most stringent cen-

trality selection of 1% of the minimum bias cross section
appears to be relatively strong, and the question arises
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error

whether this cut is really significant enough and whether
this sample should not behave similarly to the adjacent
sample. We have therefore performed detailed investiga-
tions of possible backgrounds and biases with respect to
this particular sample. Pile-up of multiple beam interac-
tions is effectively suppressed by strong time and am-
plitude cuts on the trigger level. In addition, the total
calorimeter coverage of MIRAC and the ZDC is sufficient
to reject all possible pile-up events, as the measured en-
ergy would exceed the beam energy.
Also, simulations of the centrality selections includ-

ing realtistic fluctuations in the detectors show that e.g.
classes 7 and 8 are significantly different. This can e.g.
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Table 1. Centrality classes, as selected by the amount of trans-
verse energy measured in MIRAC, for Pb + Pb collisions. The
average number of participants and binary nucleon-nucleon col-
lisions as calculated with VENUS 4.12 with an estimate of the
systematic error. Please note that the systematic error in the
number of collisions is correlated for all samples

class ET (GeV) σ/σmb 〈Npart〉 〈Ncoll〉
1 ≤ 24.35 17.2% 12 ± 2 9.9 ± 2.5

2 24.35− 55.45 15.8% 30 ± 2 30 ± 5

3 55.45−114.85 18.2% 63 ± 2 78 ± 12

4 114.85−237.35 23.5% 132 ± 3 207 ± 21

5 237.35−326.05 12.3% 224 ± 1 408 ± 41

6 326.05−380.35 6.2% 290 ± 2 569 ± 57

7 380.35−443.20 5.8% 346 ± 1 712 ± 71

8 >443.20 1.0% 380 ± 1 807 ± 81

6–8 >326.05 12.7% 323 ± 1 651 ± 65

be expressed by the mean (rms) of the distribution of the
number of participating nucleons which are 346 (20) and
380 (10), respectively.
As the centrality selection is performed with the trans-

verse energy measured slightly off midrapidity, one might
suspect that midrapidity particle production could suf-
fer a different bias, if e.g. the pseudorapidity distribution
would change significantly over the small range relevant
here. This is, however, not observed. The charged parti-
cle pseudorapidity density at η = 0 increases in a fashion
identical to the transverse energy as can be seen in [31].
While this leads us to expect no additional bias from

the event selection, the direct comparison of the spectra
obtained with different analysis cuts for the most central
sample (class 8) shows slightly larger variations than the
other samples. We have therefore assigned a larger sys-
tematic error of 20% to this sample, as was discussed in
Sect. 3.

4.2 Average pT and inverse slopes

Another means to characterize the spectral shape is via
the average transverse momentum 〈pT 〉, or via the inverse
slopes T of the spectra. The truncated average transverse
momentum has already been presented in [17], where it
was shown that the values of 〈pT (pmin

T )〉, with a lower
cutoff of pmin

T = 0.4GeV/c2, increase from peripheral to
medium central collisions but seem to saturate for still
smaller impact parameters. Since the 〈pT (pmin

T )〉 is domi-
nated by the momentum region near the cutoff, this is not
in contradiction with the dependence observed in Fig. 8.
A similar analysis has been performed with inverse slope
parameters which were obtained by fitting exponentials
(1) to the spectra in limited regions of transverse mass.
The extracted slope parameters as a function of the num-
ber of participants are shown in Fig. 9. Fits in the lowest
mT interval yield a slope of T = 204MeV for peripheral
reactions. In the intermediate centrality range the slope
appears to be constant at T ≈ 220MeV.
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Fig. 9. Inverse slope parameters T of neutral pion transverse
mass distributions as a function of the number of participants
in Pb + Pb collisions. The exponential fits are performed in
different regions mT −m0 as indicated. The error bars shown
contain statistical and systematic errors added in quadrature

Inverse slopes have also been extracted for other inter-
vals of transverse mass (see Fig. 9). For all centralities the
slopes increase with larger transverse mass, which is an-
other demonstration of the curvature of the spectra. The
centrality dependence is more pronounced for the higher
mT regions (1− 2 GeV/c2 and 2− 3 GeV/c2). There is a
continuous rise in the inverse slope from very peripheral
reactions up to reactions with Npart ≈ 130, the highest
slopes reaching T ≈ 240MeV and T ≈ 260MeV, respec-
tively. There is an indication of a decrease in the slope for
very central collisions which is however not conclusive in
view of the systematic errors.
From this analysis of the spectral shapes by looking at

spectral ratios or inverse slopes one may conclude, that
apart from the broadening in going from peripheral to
semi-peripheral collisions, no striking features are ob-
served. Apparently these analysis tools are not suited to
extract information on possible more subtle variations.

4.3 Scaling with system size

In addition to variations of the shape of the momentum
spectra it is of interest to study the variations in abso-
lute multiplicities. Especially at high transverse momen-
tum one näıvely expects an increase of the cross section
proportional to the mass number of the nuclei and, cor-
respondingly, an increase of the multiplicity proportional
to the number of binary collisions due to the importance
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Included for comparison are results for S+Au collisions at
200·AGeV [6] and the proton induced data from [7]

of hard scattering. In fact, it was already observed in pA
collisions at beam energies of 200 − 400GeV [7] that the
increase in cross section at high transverse momenta is
even stronger than the increase in the target mass.
This behaviour can be investigated by parameterizing

the data according to the phenomenological expression:

E
d3σ

dp3 (A + B) = (A ·B)α(pT ) E
d3σ

dp3 (p + p), (2)

where A and B are the mass numbers of the projectile and
target nuclei. For this purpose the experimental data have
been compared to a parameterization [26] of pp reactions
[32–39] scaled to the same

√
s:

E
d3N

dp3 = C ·
(

p0

pT + p0

)n

, (3)

with C = 4.125c3/GeV2, p0 = 9.02GeV/c and n = 55.77.
We have assigned a systematic error of 20% to this refer-
ence distribution. The values of the exponents α for min-
imum bias reactions of Pb+Pb and Pb+Nb are shown in
Fig. 10. Included for comparison are results for S+Au col-
lisions at 200·AGeV [6] and the proton induced data from
[7]. All data follow the same trend, i.e. the exponent is
considerably lower than one for low transverse momenta
and increases monotonically with pT finally reaching val-
ues > 1 for high pT . However, the values differ by about
10% for the different systems and the point where they
cross the line α = 1 ranges from pT = 1.5GeV/c2 to
2.5GeV/c2. It should be noted that the different experi-
mental trigger biases may influence these results.
This form of scaling analysis is only applicable to min-

imum bias reactions. To study the scaling behaviour for
heavy ion reactions of different centralities the scaling with
the number of participants or nucleon-nucleon collisions is
more appropriate. An analysis of the scaling of the charged

multiplicity with the number of participants has been per-
formed in [40]. A more general analysis of the scaling be-
haviour of transverse energy and particle production in
Pb + Pb collisions has been presented in [31] and the
scaling of neutral pion production with the number of par-
ticipants in [17]. For the present paper the number of par-
ticipants and collisions have been obtained as described
in [31]. The values are given in Table 1. The systematic
errors of these quantities have been obtained by compar-
ing calculations with different assumptions. In addition to
VENUS and FRITIOF calculations with default param-
eter settings, we have investigated VENUS calculations
with a modified nuclear density distribution, with a sig-
nificantly worsened energy resolution of the calorimeter,
with different assumptions on the size of the minimum
bias cross section and ignoring the target-out contribu-
tion. These calculations are described in [31]. Moreover
we have also investigated independently results of a toy
model calculation of nuclear geometry and also the in-
fluence of modest variations of the nucleon-nucleon cross
section entering into the calculations. The maximum de-
viation of any of these other calculations from the default
one is within the error given in Table 1. As expected, the
relative error is largest in the most peripheral sample. This
is due to the uncertainty in modelling the ET -fluctuations
and the trigger threshold —effects which have been in-
cluded in our error estimate.
It should be noted that the most peripheral data set

in this analysis does not correspond to the most periph-
eral collisions theoretically possible from nuclear geom-
etry, as they are rejected by the minimum bias trigger.
Our minimum bias trigger cross section of ≈ 6300 mb
corresponds to ≈ 85% of the expected total geometrical
cross section. The more peripheral reactions rejected by
our trigger would of course have a still larger uncertainty
due to e.g. the uncertainties in the nuclear density distri-
bution. In our samples the error is still at a reasonable
level as quoted in the table.
Furthermore, the error in ratios of e.g. the number

of collisions for different samples is considerably smaller,
since some of the systematic effects are correlated, as is
obvious e.g. for the size of the nucleon-nucleon cross sec-
tion.
The scaling of the neutral pion production is analyzed

both as a function of the number of collisions and as func-
tion of the number of participants. As in the earlier pub-
lications the yield is parameterized as:

E
d3N

dp3 (Npart) ∝ (Npart)αp (4)

or

E
d3N

dp3 (Ncoll) ∝ (Ncoll)αc . (5)

The results are presented in Fig. 11 where the upper panel
shows the scaling with the number of participants and the
lower panel with the number of collisions. The open cir-
cles represent the exponents calculated from the ratio of
semi-peripheral collisions (class 2) to the parameterization
of pp collisions (3). In this case a behaviour very similar
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to the original Cronin-effect is observed: The exponents
increase monotonically with increasing pT reaching val-
ues > 1 for large pT . A scaling of the particle yields with
(Ncoll)αc=1 is equivalent to a scaling of the minimum bias
cross sections with Aα=1. This value is reached in Fig. 11b
at pT ≈ 1.5GeV/c2, similar to where the scaling expo-
nents of the p+A and S+Au data in Fig. 10 reach the
value of 1. However, the minimum bias Pb+Pb data in
Fig. 10 show a weaker scaling exponent at intermediate
and higher pT .
Fits to the centrality classes 2-8 (displayed as filled cir-

cles in Fig. 11), i.e. up to the most central collisions, show
almost constant exponents for all transverse momenta. In
fact, the values even indicate a slight decrease with in-
creasing pT . At the highest pT the exponents appear to
be αp ≈ 1 and αc ≈ 0.8. They are considerably below the
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Fig. 12. Ratios of invariant multiplicity distributions of neu-
tral pions for central Pb+Pb reactions to the parameteriza-
tion of p+p reactions normalized to the number of binary col-
lisions, also called the nuclear modification factor. The grey
band shows the estimate of the systematic error due to the
calculation of the number of collisions and the absolute cross
section normalization relative to p+p

scaling exponents for semi-peripheral Pb+Pb relative to
p+p. Noticeably the scaling exponent αc is also signifi-
cantly below the value of 1 expected as a näıve scaling for
hard scatterings.
Ratios of the measured pion multiplicity distributions

for two different samples (labeled X and Y) normalized to
the number of collisions given in Table 1:

RXY (mT ) ≡

(

E d3N
dp3 (mT )/Ncoll

)

X
(

E d3N
dp3 (mT )/Ncoll

)

Y

(6)

are shown in Figs. 12, 13 and 14. In Fig. 12 the ratio of
the 12.7% most central collisions to the parameterization
of p+p is shown:

RX(mT ) ≡

(

E d3N
dp3 (mT )/Ncoll

)

X
(

E d3N
dp3 (mT )

)

pp

. (7)

This special case of (6) is sometimes referred to as the nu-
clear modification factor [42]. The ratio is ≈ 0.3 at lowmT

and increases exponentially towards higher mT approach-
ing values close to 10 1. This is in line with the earlier

1 The same ratio for central Pb+Pb(Au) collisions is shown
in [42]. There a curve is drawn which saturates at R = 2 for
high pT . It is actually dominated by data points at pT = 2 −
3GeV/c, and the WA98 data points can be seen to lie above
the curve at high pT . Remaining differences in the two figures
might be due to different estimates for the pp-spectra being
used in the ratios
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Fig. 13. Ratios of invariant multiplicity distributions of neu-
tral pions for central to peripheral Pb+Pb collisions normalized
to the number of binary collisions. The left plot shows the ratio
using the most peripheral sample, the right plot a similar ratio
with the second most peripheral sample. The grey bands show
the estimate of the systematic error due to the calculation of
the number of collisions and due to the systematic error in the
π0 distribution

observations and demonstrates again that relative to p+p
reactions there is a strong Cronin effect in heavy ion colli-
sions for all centralities. However, as evident from Fig. 11b,
most of the anomalous enhancement is already present in
peripheral reactions, and the additional enhancement in
central reactions is much weaker. In the following we will
concentrate on this particular observation.
Figure 13 shows ratios of the 12.7% most central colli-

sions to the two most peripheral samples. Both ratios are
below 1 for low mT . In comparison to the most periph-
eral sample (left part) the spectra are compatible with
a scaling with the number of collisions in central reac-
tions at higher mT , while relative to the semi-peripheral
class (right part) the enhancement is significantly weaker
even at high mT . Similar ratios for more detailed cen-
trality selections are shown in Fig. 14. The ratio of pe-
ripheral Pb+Pb collisions to p+p (3) (Fig. 14a) increases
strongly with increasing transverse mass – this is in line
with the Cronin effect discussed above. A similar trend is
observed when going from peripheral to medium-central
data (Fig. 14b). In addition, the pion production is seen to
increase roughly proportional to the number of collisions
even at low transverse masses. Going from medium cen-
tral to central (Fig. 14c) the trend is reversed: the ratio
decreases with increasing transverse mass as was already
seen in Fig. 8 and the pion multiplicities increase more
weakly than the number of collisions. The ratio of very
central to central collisions shows an indication of a simi-
lar effect although not very significant.

WA98

p+p

HIJING
pQCD (Wang)

( 
N

co
ll(

Y
) 

E
 d

3 N
/d

p3 (
X

) 
)  

/ (
 N

co
ll(

X
) 

E
 d

3 N
/d

p3 (
Y

) 
)

mT - m0 (GeV/c2)

(a)

(c)

(b)

(d)

0
0.5

1

1.5

2

2.5
3

3.5

4

4.5

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

0 21 3 1 30 2

Fig. 14a–d. Ratios of invariant multiplicity distributions of
neutral pions normalized to the number of binary collisions.
The upper left plot a shows the ratio of peripheral Pb+Pb col-
lisions to the parameterization of p+p [3]. The other plots b–d
show different ratios of a more central sample to a more pe-
ripheral sample of Pb+Pb collisions. The filled circles show the
experimental results, the open circles are results from the HI-
JING event generator and the solid lines similar ratios from
pQCD calculations including pT broadening [42]. The grey
bands show the estimate of the systematic error due to the
systematic error in the π0 distribution. The additional error
bar in a and b shows the normalization uncertainty due to the
calculation of the number of collisions and the absolute cross
section normalization relative to p+p

Included in Fig. 14 are results of HIJING calculations
(open circles) for the same centralities. They show a very
different trend: For all but the most central case the ratios
increase with increasing transverse mass, for high trans-
verse masses the ratio is always larger than one. HIJING
does not describe p+p data well at these energies while a
reasonable description of central Pb+Pb collisions is ob-
tained by an implementation of the Cronin effect via a soft
transverse momentum kick model which introduces a very
strong A dependence, as was pointed out already in [41].
Thus the reasonable description of central Pb+Pb colli-
sions by HIJING appears to be fortuitous. The authors
of [41] stated that a better implementation of the Cronin
effect should use an additional intrinsic pT of the incom-
ing partons and a likely weaker pT broadening. Still, in
any model of the Cronin effect one would expect the ra-
tios of central to less central spectra, as shown in Fig. 14c,
to be larger than one at high transverse mass. Similarly,
one would expect the scaling exponent shown in Fig. 11 to
be αc > 1 at high transverse momentum. A more refined
calculation including intrinsic pT was performed in [42] us-
ing the same model as in [18]. The results are also shown
in Fig. 14 as solid lines. As expected, the ratios show a
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weaker increase at high mT compared to HIJING, but are
all ≥ 1 and thus do not explain the centrality dependence
as seen in Fig. 14c.
With these observations in mind one can revisit the

evolution of the particle yields with system size at given
transverse mass. This is done in Fig. 15 where the neutral
pion yield per binary collision:

Rbin ≡ E
d3N

dp3 /Ncoll (8)

is shown as a function of the number of collisions for four
different transverse mass intervals. In addition to Pb+Pb
reactions also the parameterization of p+p is included.
At relatively low transverse mass the yield per collision
decreases as expected from the scaling exponent αc < 1.
With increasing transverse mass a rise of Rbin develops
which is most prominent for the highest mT . However, it
is also clear that Rbin decreases significantly with Ncoll for
Ncoll > 200. The exact point of turnover of the evolution
of the pion yields could not be so easily observed in the
investigation of the scaling exponents above – it is much
more clearly born out when normalizing to the number of
binary collisions as in Rbin.

5 Summary

We have presented transverse mass spectra of neutral pi-
ons in Pb+Pb reactions at 158·A GeV for different cen-

tralities. A comparison to several event generators found
none of them able to adequately describe the spectra.
While there is a strong broadening of the transverse

mass spectra in going from p+p to peripheral Pb+Pb re-
actions, and further to semi-peripheral reactions, there is
an indication of a stronger fall off of the spectra when
going to the most central selections. The absolute yields
at high transverse momenta show an enhancement which
grows stronger than with the number of collisions up to
medium central Pb+Pb collisions, which is qualitatively
similar to the Cronin effect observed in p+A collisions. For
central collisions, however, the further increase in multi-
plicity at high pT is weaker than with the number of colli-
sions. This is in qualitative contradiction to conventional
explanations of the Cronin effect (pT -broadening) which
is expected to cause a further strengthening of the nu-
clear enhancement with more central collisions. As a pos-
sible explanation of this behaviour one may consider that
the multiple scattering mechanisms which are expected to
be responsible for the apparent pT -broadening in pA and
peripheral Pb+Pb might be modified in central Pb+Pb
collisions. This might be possible if both initial and final
state scatterings are relevant for the enhancement, and
the relative contributions are shifted more towards final
state contributions in central collisions, reminiscent of a
more and more thermalized system. Alternative explana-
tions might involve suppression mechanisms independent
of the nuclear enhancement in question, e.g. an onset of
quenching via energy loss of produced particles (partons
or hadrons) in central Pb+Pb collisions.
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The first measurement of energy produced transverse to the beam direction at the Relativistic Heavy-Ion
Collider at Brookhaven National Laboratory is presented. The midrapidity transverse energy density
per participating nucleon rises steadily with the number of participants, closely paralleling the rise in
charged-particle density, such that �ET ���Nch� remains relatively constant as a function of centrality.
The energy density calculated via Bjorken’s prescription for the 2% most central Au 1 Au collisions
at

p
sNN � 130 GeV is at least eBj � 4.6 GeV�fm3, which is a factor of 1.6 larger than found at

p
sNN � 17.2 GeV (Pb 1 Pb at CERN).

DOI: 10.1103/PhysRevLett.87.052301 PACS numbers: 25.75. –q, 12.38.Mh, 13.60.Le, 13.85.Hd
The PHENIX detector [1] at RHIC, the Relativistic
Heavy-Ion Collider at Brookhaven National Laboratory, is
designed to measure the properties of nuclear matter at the
highest temperatures and energy densities. For example,
a transition to a quark-gluon plasma has been predicted
for energy densities on the order of a few GeV�fm3 [2].
The spatial energy density (e) in a relativistic collision
can be estimated (following Bjorken [3]) by measuring the
transverse energy density in rapidity, dET �dy, which is
effectively the comoving energy density in a longitudinal
expansion:
052301-2
eBj �
dET

dy
1

t0pR2 , (1)

where t0, the formation time, is usually taken as 1 fm�c,
and pR2 is the effective area of the collision. The trans-
verse energy (ET ) is a multiparticle variable defined as

ET �
X

i

Ei sinui ,

dET �h��dh � sinu�h� dE�h��dh ,
(2)
052301-2
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where u is the polar angle, h � 2 ln tanu�2 is the pseudo-
rapidity, Ei is by convention taken as the kinetic energy for
nucleons and the total energy for all other particles [4], and
the sum is taken over all particles emitted into a fixed solid
angle for each event. ET measurements, even in limited
apertures at midrapidity, provide excellent characterization
of the nuclear geometry of a reaction on an event-by-event
basis and are sensitive to the underlying reaction dynam-
ics [2].

During the RHIC run in the summer of 2000, PHENIX
accumulated close to 5 3 106 interaction triggers for
Au 1 Au collisions at

p
sNN � 130 GeV using zero

degree calorimeters and beam-beam counters (BBC) as
triggering devices. The events were selected with a re-
quirement on the collision vertex position along the beam
axis, jzj # 20 cm, as in the recent PHENIX publication
on midrapidity multiplicity distributions [5], where further
details are given.

The present measurement uses a section of the electro-
magnetic calorimeter (EMCal) from the PHENIX central
spectrometer, with front face 5.1 m from the beam axis.
This section is part of a sampling calorimeter, custom de-
veloped and built for PHENIX [6], composed of alternating
Pb and scintillator tiles (PbSc) with readout of individual
towers, 5.54 3 5.54 cm2 in cross section, via wavelength
shifting fibers in a “shashlik” geometry. The depth of the
PbSc calorimeter is 18 radiation lengths (X0) which corre-
sponds to 0.85 interaction lengths. The PbSc calorimeter
has an energy resolution of 8.2%�

p
E�GeV� © 1.9% for

test beam electrons, with measured response proportional
to incident electron energy to within 62% over the range
0.3 # Ee # 40.0 GeV [6].

During construction, the calibration of the calorimeter
was set by simultaneously recording the response to
laser excitation and to cosmic-ray muons penetrating
transversely to the tower axis. The calibration was main-
tained in situ during the run by monitoring relativistic
charged particles from Au 1 Au collisions. The absolute
energy scale was determined by test-beam measurements
normalized to electrons with known energy. A final ad-
justment of the absolute energy scale was performed using
in situ identified electrons �p . 500 MeV�c� by shifting
the originally measured energy/momentum �E�p� peak
from 1.02 6 0.01 to 1.00. The accuracy of the absolute
energy scale was cross-checked in situ against both the
minimum ionizing peak (MIP) of charged particles pene-
trating along the tower axis and the mass of the p0. The
corrected energy distribution of EMCal clusters from
1.0 6 0.1 GeV�c charged tracks (mostly pions) measured
in the drift chamber [1] exhibits a clear MIP (Fig. 1a), as
well as energy due to nuclear interactions in the material
of the EMCal. The MIP position is in agreement within
2% to the value obtained in the test beam (270 MeV).
The mass of the p0, reconstructed from pairs of EMCal
clusters (assumed to be photons [7]) of total energy greater
than 2 GeV (Fig. 1b), is within 1.5% of the published
052301-3
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FIG. 1. (a) The distribution of EMCal clusters corresponding
to 1 GeV�c charged tracks (mostly pions) from Au 1 Au col-
lisions. (b) The reconstructed p0 mass from pairs of EMCal
clusters with total energy .2 GeV.

value. This sets the systematic error of the absolute energy
scale at less than 1.5%.

The data sample for the present ET measurement
is taken from the same runs used in our multiplicity
measurement [5] (no magnetic field) and comprises
about 140 000 events from the BBC trigger which detects
�92 6 2�syst��% of the nuclear interaction cross section of
7.2 b with a background contamination of �1 6 1�syst��%
[5]. The transverse energy was measured using the PbSc
EMCal in a fiducial aperture jhj # 0.38 in pseudorapidity
and Df � 44.4± in azimuth. ET was computed for
each event [Eq. (2)] using clusters of energy greater than
20 MeV, composed of adjacent towers with deposited
energy of more than 3 MeV. The angle ui is computed
from the centroid of the cluster of energy Ei assuming a
particle originating from the event vertex.

The raw spectrum of measured transverse energy,
ETEMC, in the fiducial aperture of the PHENIX EMCal
for Au 1 Au collisions at

p
sNN � 130 GeV is shown in

Fig. 2, upper scale. The lower scale in Fig. 2 represents a
correction of the raw ETEMC by a factor of 12.8 to corre-
spond to the hadronic dET �dhjh�0 in the full azimuth.
The 12.8 is composed of a factor of 10.6 for the fiducial
acceptance, a factor of 1.03 for disabled calorimeter
towers and a factor, k � 1.17 6 0.01, which is the ratio
of the hadronic ET in the fiducial aperture to the measured
ETEMC. The k factor includes the response of the detector
to charged and neutral particles emitted from the event
vertex into the fiducial aperture, and additional corrections
for energy inflow from outside the fiducial aperture and
for losses [8]. These factors were calculated with a GEANT
[9] based Monte Carlo (MC) simulation of the detector
using HIJING as the event generator [10].

For ET measurements at midrapidity at a collider, the
EMCal acts as a thin but effective hadronic calorimeter.
Charged pions with pT # 0.35 GeV�c, kaons (pT #
0.64 GeV�c), and protons (pT # 0.94 GeV�c)—pT

values which are near or above the �pT � for all three
cases — stop (i.e., deposit all their kinetic energy) in the
EMCal. For higher pT hadrons, 43% leave the MIP and
57% interact, leaving an average of �65% of their energy.
052301-3
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FIG. 2. The raw ETEMC distribution measured in the Df �
44.4± azimuthal and jhj # 0.38 polar angle fiducial acceptance
for Au 1 Au at

p
sNN � 130 GeV (upper scale) and total

hadronic dET �dhjh�0 (lower scale); see text. The solid line is
the minimum bias distribution with the BBC trigger; the dashed
lines correspond to the distributions for the four most central
bins in Table I.

The measured ETEMC is 0.79 6 0.01 of the total ET

striking the EMCal, which is composed roughly of 40%
produced by charged pions, 40% by photons (from p0 and
other decays), and 20% by all other particles (including
decay muons). The particle composition and �pT � in
HIJING are close to the observed values, and furthermore,
the k factor is insensitive to reasonable variations (for
instance, varying the momenta of all particles by 615%
changes the overall k by less than 62%), leading to an
estimated systematic uncertainty in k of less than 63%
due to particle composition and momentum.

The main issues for the MC are the inflow contribution
and losses. The losses are due to particles which originate
within the aperture but whose decay products miss the
EMCal (10%), or whose energy is lost due to edge
effects (6%) or clustering (2%). The inflow, �24 6 1�%
052301-4
of the ET striking the EMCal, is principally of two types:
(i) albedo from the magnet poles and (ii) particles which
originate outside the aperture of the calorimeter but whose
decay products hit the calorimeter. The inflow compo-
nent of k was checked by comparing the MC and the
measurements for events with a vertex outside the normal
range, just at and inside a pole face of the axial central-
spectrometer magnet, 38 # z # 42 cm, for which the
calorimeter aperture is partly shadowed. The fraction
of the total energy, dEEMC�EEMC, in bins of width 2
towers along the z coordinate of the EMCal, zEMC, is
shown in Fig. 3a. The HIJING MC simulation agrees
with the measured data everywhere except in the range
zEMC . 100 cm, which is fully shadowed by the pole,
where the simulation shows �20% less energy than
the data. In Fig. 3b, the distributions of the cluster
energy, Ecl , for the open aperture, zEMC , 250 cm, are
shown for both HIJING and the data and are in excellent
agreement. The inflow component of HIJING is also
indicated as a dotted line and falls much more sharply
than the total Ecl spectrum. The residual discrepancy
of the energy in the shadowed region, which contributes
roughly 10% of the total signal, results in a 6�2 2 3�%
systematic uncertainty in ET due to the uncertainty in
the inflow. Combining this with the uncertainty due to
particle composition and momentum yields an overall
factor k � �1.17 6 0.01� 6 4% �syst�, which, according
to the MC, is independent of centrality.

Returning to Fig. 2, the shape of the measured trans-
verse energy spectrum shows the characteristic form of
ET distributions in limited apertures: a peak and a sharp
dropoff at low values of ET corresponding to peripheral
collisions with grazing impact; a broad, gently sloping
plateau at the midrange of impact parameters, dominated
by the nuclear geometry; and then at higher values of ET ,
which correspond to the most central collisions where the
nuclei are fully overlapped, a “knee” leading to a falloff
which is very steep for large apertures and which becomes
less steep, the smaller the aperture [11]. It should be
emphasized that the correction of ETEMC to dET �dhjh�0
TABLE I. Average transverse energy density vs centrality. The statistical errors are negligible.
Errors on �dET �dhjh�0� are the Npart-dependent systematic errors from the uncertainty of
the BBC cross section [5] such that all points move together. There is an additional overall
(Npart-independent) systematic uncertainty of 64.5%.

Centrality �dET �dhjh�0� (GeV) �dNch�dhjh�0� [5] �Npart� [5]

0%–5% 503 6 2 622 6 41 347 6 10
5%–10% 409 6 4 498 6 31 293 6 9

10%–15% 340 6 5 413 6 25 248 6 8
15%–20% 283 6 7 344 6 21 211 6 7
20%–25% 233 6 7 287 6 18 177 6 7
25%–30% 191 6 8 235 6 16 146 6 6
30%–35% 154 6 8 188 6 14 122 6 5
35%–40% 123 6 7 147 6 12 99 6 5
40%–45% 98 6 7 115 6 11 82 6 5
45%–50% 76 6 6 89 6 9 68 6 4
052301-4
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FIG. 3. (a) The fraction of ETEMC in bins of 11.08 cm along
the EMCal zEMC direction for event vertex near a pole face;
histogram from MC simulation and solid points from beam data.
(b) EMCal cluster energy spectrum from HIJING MC (solid
line), with inflow component (dotted line) compared to data
(solid points).

by a single scale factor (predominantly acceptance) is
valid up to the knee of the distribution, roughly the
upper 1 percentile. Above the knee, the falloff depends
on the aperture and is sensitive to detector effects as
well as statistical and dynamical fluctuations. Thus an
actual measurement of dET �dhjh�0 for Dh � 1.0 and
full azimuth would have a sharper falloff above the knee.
With this caveat, the uncertainty in the absolute energy
scale (61.5%) and the uncertainty in k of 64% are
combined to yield an overall uncertainty in the hadronic
dET �dhjh�0 of 64.5% �syst�, independent of ET , where
the statistical error is negligible.

Midrapidity ET distributions are a standard method of
defining centrality [2,11–13]. Thus, it is important to
determine for the present data the detailed relationship
of transverse energy production to Npart, the number
of nucleons participating in the collision (participants),
which in earlier fixed target experiments was deduced
straightforwardly by measuring the energy of spectator
nucleons and fragments in a zero degree calorimeter at
beam rapidity. Following a procedure used in our previous
publication on the midrapidity charged multiplicity (Nch)
distribution, in which a clear increase of �dNch�dhjh�0�
per participant with the number of participants was
demonstrated [5], we calculate �dET �dhjh�0� as a
function of centrality in upper percentile ranges of the
7.2 b Au 1 Au interaction cross section (see Table I).
Figure 4a shows that �dET�dhjh�0� per participant also
increases with Npart, closely paralleling the rise in charged
particle density (Table I). This is better illustrated in
Fig. 4b where the ratio �dET �dhjh�0���dNch�dhjh�0�
remains constant at a value of �0.8 GeV, independent
of centrality. Comparison to the measurements of WA98
[12] from Pb 1 Pb collisions at

p
sNN � 17.2 GeV is

instructive. The WA98 data for midrapidity �dET�dhjmid�
per participant are shown in Fig. 4a and are essentially
independent of Npart for Npart . 200 [14]. WA98
parametrizes their data as dET �dhjmid ~ Na

part with
a � 1.08 6 0.06 while the same parametrization for
052301-5
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FIG. 4. (a) PHENIX transverse energy density per partici-
pant dET �dhjh�0�Npart for Au 1 Au collisions at

p
sNN �

130 GeV as a function of Npart, the number of participants,
compared to data from WA98 [12] for Pb 1 Pb collisions atp

sNN � 17.2 GeV. The solid line is the Na
part best fit and the

dashed lines represent the effect of the 61s Npart-dependent
systematic errors for dET �dhjh�0 and Npart. There is an ad-
ditional overall (Npart-independent) systematic uncertainty of
64.5% from dET �dhjh�0 and 62.0% from Npart . (b) PHENIX
dET �dhjh�0�dNch�dhjh�0 versus Npart, including all system-
atic errors, compared to WA98. Note that the WA98 data in
both (a) and (b) have an additional 620% overall systematic
error which is not shown.

our data yields a � 1.13 6 0.05. Figure 4 also shows
that �dET �dhjh�0� for central Au 1 Au collisions at
p

sNN � 130 GeV is about 40% larger than found by
WA98, yet, for both c.m. energies, �dET �dh���dNch�dh�
remains constant versus centrality at roughly the same
value, �0.8 GeV (Fig. 4b).

The Bjorken energy density for Pb 1 Pb collisions
at

p
sNN � 17.2 GeV was given by the NA49 Collabo-

ration [13]. NA49 reported a value of midrapidity
dET �dhjmid � 405 GeV for the most central 2% of the
inelastic cross section, in agreement with WA98. This
corresponds [13] to a value of eBj � 2.9 GeV�fm3. A
straightforward derivation of eBj from our measured
dET �dhjh�0 of 578126

239 GeV for the same centrality
cut, corrected to dET �dyjy�0 by a factor of 1.19 6 0.01
from our HIJING MC, and taking pR2 � 148 fm2 (i.e.,
R � 1.18 fm A1�3) gives eBj � 4.6 GeV�fm3, an increase
of 60% over the NA49 value.

In conclusion, the midrapidity transverse energy density
for central Au 1 Au collisions, and likely the spatial
energy density, is at least 1.6 times larger at

p
sNN �

130 GeV (RHIC) than at
p

sNN � 17.2 GeV (CERN).
The variation of the ET density per participant with
centrality is very similar to the previously reported depen-
dence of charged multiplicity density per participant at
RHIC energies. These results, together with the observed
constancy of �ET ���Nch� at a value �0.8 GeV, indicate
that the additional energy density at RHIC energies is
achieved mainly by an increase in particle production
rather than by an increase in transverse energy per particle.
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We present results for the charged-particle multiplicity distribution at midrapidity in Au-Au collisions at
p

sNN � 130 GeV measured with the PHENIX detector at RHIC. For the 5% most central collisions we
find dNch�dhjh�0 � 622 6 1�stat� 6 41�syst�. The results, analyzed as a function of centrality, show
a steady rise of the particle density per participating nucleon with centrality.

DOI: 10.1103/PhysRevLett.86.3500 PACS numbers: 25.75.Dw
The Relativistic Heavy-Ion Collider (RHIC) at Brook-
haven National Laboratory started regular operation in
June 2000, opening new frontiers in the study of hadronic
matter under unprecedented conditions of temperature and
energy density. The research is focused on the phase
transition associated with quark deconfinement and chiral
symmetry restoration expected to take place under those
conditions.

In this Letter, we report results for the charged-particle
multiplicity distribution at midrapidity in Au-Au collisions
at

p
sNN � 130 GeV, as measured with the PHENIX de-

tector. These are the first RHIC results to span a broad
impact parameter range.
Particle density at midrapidity is an essential global vari-
able for the characterization of high energy nuclear colli-
sions, providing information about the initial conditions,
such as energy density. The results presented here should
help to constrain the wide range of theoretical predictions
[1] available at RHIC energies and to discriminate among
various mechanisms of entropy and particle production.
In particular, we analyze the particle density as a func-
tion of centrality, expressed by the number of participating
nucleons. Such an analysis may shed light on the rela-
tive importance of soft versus hard processes of particle
production and test the assumption of gluon saturation ex-
pected at RHIC energies [2,3]. Our results are compared to
3501
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different models, to similar studies obtained in Pb-Pb colli-
sions at the CERN SPS [4–6] and to a recent measurement
performed at RHIC by PHOBOS [7].

The PHENIX detector is described in Ref. [8]. The
present analysis relies primarily on three PHENIX subsys-
tems: two layers of pad chambers (PC), called PC1 and
PC3, used to determine the charged particle multiplicity,
the zero degree calorimeters (ZDC) and the beam-beam
counters (BBC), used to derive the trigger and the off-line
event selection. The PC provide three-dimensional co-
ordinates along the charged-particle trajectories [9]. The
two layers are mounted at radial distances of 2.49 m and
4.98 m, respectively, from the interaction region. Each
layer has 8 wire chambers with cathode pad readout (see
Fig. 1) and covers 90± in azimuth �f� and 60.35 units of
pseudorapidity �h�. The ZDC are small transverse-area
hadron calorimeters that measure neutron energy within
a 2 mrad �jhj . 6� cone around the beam direction and
are located at 618.25 m from the center of the interaction
region [10]. The BBC comprise two arrays of 64 photo-
multiplier tubes, each equipped with quartz Cherenkov ra-
diators. The BBC are located around the beam direction at
61.44 m from the center of the interaction region covering
the full 2p azimuth and the range h � 6�3.0 3.9� [11].

The primary interaction trigger is generated by a coin-
cidence between the two BBC with at least two photo-
multipliers fired in each of them and a requirement on
the collision vertex position, usually jzj # 20 cm. Based
on detailed simulations of the BBC, this trigger reflects
�92 6 2�syst��% of the nuclear interaction cross section of
7.2 b [12]. Another trigger is generated by a coincidence
between the two ZDC, each one with an energy signal
larger than 10 GeV. This trigger reflects the nuclear in-
teraction plus the mutual Coulomb dissociation cross sec-
tions. Most BBC triggers (97.8%) also satisfy the ZDC
trigger requirement. The small percentage of exclusive
BBC triggers is due to inefficiencies of the ZDC trigger

r = 5m

r = 2.5m

Z
PC1

PC3
FIG. 1. Sketch of the geometry. For clarity, three PC3 sectors
have been removed from the drawing.
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and background interactions. These two sources are dif-
ficult to distinguish and we estimate a background event
contamination of �1 6 1�syst��% of the total event sample.

This analysis is based on a sample of 137 784 events
taken without magnetic field, satisfying the BBC trigger
and with a reconstructed vertex position jzj # 17 cm.

The number of primary charged particles per event is
determined on a statistical basis by correlating hits in PC1
and PC3. The analysis procedure was developed and cor-
roborated by extensive simulations using the GEANT [13]
response of the PHENIX detector to events generated with
HIJING [14]. The vertex is reconstructed using the follow-
ing algorithm: all hits in PC3 are combined with all hits
in PC1 and the resulting lines are projected onto a plane
through the beam line, perpendicular to the symmetry axis
of the chambers (see Fig. 1). For events with more than
�5 tracks, the distribution of these projections along the
Z axis produces a distinct peak which defines the vertex
position. For low multiplicity events the vertex is recon-
structed from the time difference between the two BBC.

Once the vertex is known, all hits in PC3 are again com-
bined with all hits in PC1 and the resulting tracks are pro-
jected onto the plane previously defined. The distribution
of the distance R of the intersection points to the vertex
position, is shown in Fig. 2. This distribution contains
real tracks and tracks from the obvious combinatorial back-
ground inherent to the adopted procedure of combining all
hits in PC3 with all hits in PC1. The latter can be deter-
mined by a mixed event technique; in the present analysis,
each sector in PC1 was exchanged with its neighbor and
the resulting combinatorial background is shown in Fig. 2
by the dotted line. The yield of this background increases
quadratically with R (leading to a linear dependence in the
differential dN�dR vs R presentation of Fig. 2).

The R distribution of real tracks obtained by subtracting
the background �NB� from the total number of tracks is
shown in Fig. 2 by the dashed line. The sharp peak at small
R is due to tracks from primary particles originating at the
vertex and the long tail is due to decay products of primary
particles decaying in flight. In practice, the track counting
is performed up to a given R value. The fraction of counted
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tracks as a function of R is obtained from the integral
of the dashed curve normalized to the total integral up to
R � `. The tail at large R values is very well described
by an exponential function and therefore the extrapolation
of the dashed curve to R � ` is straightforward. The
larger the value of R, the smaller is the correction for the
fraction of uncounted tracks, but the larger the background
to be subtracted. Since the background can be reliably
subtracted we performed the track counting up to R �
25 cm, thus including 95.9% of all tracks.

After subtracting the background, a raw multiplicity dis-
tribution is obtained to which we apply several corrections
to obtain the corrected distribution of primary charged
particles:

(i) A correction of 15.3% accounts for inactive gaps
between the chambers, inactive electronic readout cards,
and dead pads in the PC1 and PC3 detectors.

(ii) Using cosmic rays, the pad chamber hit efficiency
was measured to be 99.4% for isolated single hits in agree-
ment with an analytical study of the chamber perform-
ance [15].

(iii) The track losses due to the finite double hit reso-
lution of the chambers depend on the event multiplicity.
The losses occur in the direct counting of tracks and in
the combinatorial background subtraction. The two effects
were studied in great detail with Monte Carlo techniques.
For the first one, the correction amounts to 13.3% for
the 5% most central collisions, whereas it is only 4.9% for
the 20%–25% bin. The second effect is a reduction of the
combinatorial background which leads to an increase in
the track multiplicity by 0.036 3 NB.

(iv) Finally there is a correction due to uncounted
charged tracks. Two sources contribute here. First, there
is a correction of 4.3% from tracks missed because the
analysis is limited to R � 25 cm. The second source
has two components. On the one hand there are primary
charged particles (mainly p6) which decay in flight. A
large fraction of these decays is accounted for since, as
discussed above, they produce the tail of the R distribution
in Fig. 2. However, there are still a small number of
decays which miss altogether PC1 and/or PC3 and those
have to be added. On the other hand, there is feed down
from neutral particle decays (mainly Ko

S and po) which
lead to valid tracks. Those have to be subtracted. Both
components depend on particle composition and momen-
tum distribution. Lacking precise information about them,
we performed Monte Carlo simulations, applying to the
GEANT response of the pad chambers the same analysis
procedure as to real data and comparing the resulting
multiplicity to the original HIJING input. The result is a net
correction of only �2.8%. This correction is quite robust
against changes in the input. For example, a uniform
20% increase in momentum p of all pions reduces the net
correction to 1%.

The systematic error in the multiplicity due to correc-
tions (i) and (ii) is estimated at less than 2%. To these
we have to add the errors associated with the background
subtraction, double hit resolution (which are multiplicity
dependent) and particle decays (which is multiplicity in-
dependent). We estimate the first two uncertainties to be
4.6% at the highest multiplicities, based on Monte Carlo
guidance and a comparison with an identical analysis in
which we imposed a 50% larger double hit resolution in
PC1 and PC3. For the particle decay correction, we assign
an error of 4% based on the effect of varying the momen-
tum distribution and the particle composition in the simu-
lations and a comparison with the results obtained with
another data set measured while the detectors were re-
tracted by 44 cm from the nominal position. Adding these
errors in quadrature results in a total systematic error of
6.5% at the highest multiplicities. An additional error in
dNch�dh, which enters in the analysis of the multiplicity
versus centrality presented below, is the uncertainty in the
total number of events due to the BBC trigger �62%� and
the event contamination �61%�.

After applying the appropriate corrections we obtain
in the lower panel of Fig. 3 the minimum-bias charged-
particle multiplicity distribution, in the track acceptance
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jhj , 0.35, df � 88.4±. A factor of 5.82 thus converts
the observed number of tracks to dNch�dhjh�0 in one
unit of pseudorapidity and full azimuth, yielding the lower
horizontal scale in Fig. 3.

Figure 3 also shows the multiplicity distributions for the
four most central bins, 0%–5% to 15%–20%. The bins
were defined by cuts in the space of BBC versus ZDC
analog response (see Fig. 3— upper panel) and refer to
percentiles of the total interaction cross section of 7.2 b.
In order to avoid the ambiguities inherent in the BBC
vs ZDC distribution, we selected events with increasing
centrality based upon the monotonic response of another
PHENIX detector. The centroids of these events projected
onto the ZDC-BBC space determine the centrality contour
indicated by the solid line. The cuts are made perpen-
dicular to this contour. Simulations of the BBC and ZDC
response were used to account for the effect of physics and
detector fluctuations in the definition of these event classes
and to relate them via a Glauber model [12] to the number
of participating nucleons Np and of binary collisions Nc.
The average charged particle density scaled up to one unit
of rapidity and the corresponding numbers Np and Nc are
tabulated in Table I for various centrality bins.

The PHOBOS experiment has recently reported an av-
erage dNch�dhjh�0 � 555 6 12�stat� 6 35�syst� for the
6% most central collisions [7]. For the same centrality
bin, we find dNch�dhjh�0 � 609 6 1�stat� 6 37�syst�.
From the preliminary results reported by NA49 in Pb-Pb
collisions at

p
sNN � 17.2 GeV [6], we derive a particle

density dNch�dyjy�0 � 410. Our result, dNch�dhjh�0 �
622 for the same centrality bin (0%–5%), represents an
increase of �80% after scaling it by 1.2 to account for the
transformation from h to y.

It has recently been emphasized [2] that the centrality
dependence of dNch�dh allows one to discriminate be-
tween various models of particle production. We show in
Fig. 4 our results for dNch�dh per participant pair as a
function of the number of participants Np . Figure 4 also
shows the pp value at the same

p
s taken from the UA5

TABLE I. Charged-particle density, number of participants,
and collisions for various centrality bins expressed as percentiles
of sgeo � 7.2 b. The statistical errors are negligible and only
systematic errors are quoted.

Centrality bin �dNch�dhjh�0� �Np� �Nc�

0–5 622 6 41 347 6 10 946 6 146
5–10 498 6 31 293 6 9 749 6 116

10–15 413 6 25 248 6 8 596 6 93
15–20 344 6 21 211 6 7 478 6 75
20–25 287 6 18 177 6 7 377 6 61
25–30 235 6 16 146 6 6 290 6 47
30–35 188 6 14 122 6 5 226 6 38
35–40 147 6 12 99 6 5 170 6 30
40–45 115 6 11 82 6 5 130 6 24
45–50 89 6 9 68 6 4 101 6 19
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analysis [16]. It is interesting to note that the extrapola-
tion of our data points to low multiplicities approaches the
pp value.

Models such as HIJING predict that there is a component
of particle production from soft interactions that scales lin-
early with Np and a second component from hard pro-
cesses (pQCD jets) that scales with Nc. Following that,
we fit the data of Fig. 4 with the function dNch�dh �
A 3 Np 1 B 3 Nc using the values of Nc and Np tabu-
lated in Table I. The results of the fit are shown in Fig. 4.
Note that the errors in A and B are anticorrelated. In such
models, the values of A and B imply a large contribution of
hard processes to particle production, which increases with
centrality from �30% at Np � 68 to �50% for central
collisions. HIJING predicts the same trend although the cal-
culated values are lower than the data by �15%. However,
this is not a unique interpretation. At alternating gradient
synchrotron energies, where hard processes do not occur,
the particle production per participant was also observed
to increase with centrality [17]. At the CERN SPS energy
of

p
sNN � 17.2 GeV, a similar behavior was observed.

Using a different parametrization, dNch�dh ~ Na
p , WA98

finds a best fit value of a � 1.07 6 0.04 [4]. Experiment
WA97 quotes a value a � 1.05 6 0.05, consistent with
the result of WA98 but also compatible with their assump-
tion of proportionality between multiplicity and partici-
pants [5]. A good fit to our data can also be obtained with
this functional form with a higher value of a � 1.16 6

0.04. One should note that the CERN results are in the lab
frame, whereas ours are in the center of mass system.

Other models such as the EKRT [3] predict that at RHIC
energies, the large production of semihard gluons in a
small volume may saturate the gluon density. The resulting
gluon fusion limits the total entropy production and thus
lowers the final particle production per participant. The
predictions of the EKRT model are also shown in Fig. 4.
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We observe no such saturation effect within our errors for
Au 1 Au collisions at

p
sNN � 130 GeV, but instead see

a steady rise in the particle production per participant pair.
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Localized fluctuations in the multiplicity of charged particles and photons produced in central 158A GeV/c
Pb1Pb collisions are studied. The charged versus neutral correlations in commonh2f phase space regions of
varying azimuthal size are analyzed by two different methods. The analysis provides a model-independent
demonstration of nonstatistical fluctuations in both charged particle and photon multiplicities in limited azi-
muthal regions. However, no correlated charge-neutral fluctuations are observed, contrary to expectations for
the production of a disoriented chiral condensate. The result is not explained by the widely used VENUS
model.
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The formation of hot and dense matter in high ene
heavy-ion collisions offers the possibility to create a n
phase where matter is deconfined and chiral symmetr
restored. Indications for the formation of such a quark glu
plasma~QGP! phase are provided by several results fro
experiments at the CERN SPS@1#. Event-by-event fluctua-
tions in the particle multiplicities and their ratios have r
cently been predicted to provide information about the nat
of the QCD phase transition@2,3#. Fluctuations may also be
caused by Bose-Einstein correlations, resonance decay
more exotic phenomena such as pion lasers@4#. Enhanced
fluctuations in neutral to charged pions have been predi
as a signature of the formation of disoriented chiral cond
sates~DCC! @5–8#, which might be one of the most interes
ing predicted consequences of chiral symmetry restoratio

Theoretical predictions suggest that isospin fluctuatio
caused by formation of a DCC, would produce clusters
coherent pions in localized phase space regions or dom
The probability distribution of the neutral pion fraction
such a domain would follow the relationP( f )51/2Af ,
where f 5Np0 /Np . Thus DCC formation in a given domai
would be associated with large event-by-event fluctuation
the ratio of neutral to charged pions in that domain. Expe
mentally, such fluctuations can be deduced from the m
surement of fluctuations in the number of photons to char
particles in limitedh2f regions. The anti-Centauro event
reported by the JACEE Collaboration@9#, with large
charged-neutral fluctuations are possible candidates for D
events. The studies carried out so far inp2 p̄ @10# and
heavy-ion @11,12# reactions have searched for fluctuatio
which extend over a large region of phase space. These m
surements have provided upper limits on the presence
DCC-like fluctuations.

In this Rapid Communication we present first results
the search for nonstatistical event-by-event fluctuations
the relative number of charged particles and photons in
calizedh2f phase space regions for central 158A GeV/c
Pb1Pb collisions. The data presented here were taken w
the 158A GeV Pb beam of the CERN SPS on a Pb targe
213 mm thickness during a period of WA98 operation wit
out magnetic field. The analysis makes use of a subse
detectors of the WA98 experiment. Charged particle h
(Nch) were counted using a circular silicon pad multiplici
detector~SPMD! @11# located 32.8 cm downstream from th
target. It provided uniform pseudorapidity coverage in t
region 2.35,h,3.75. The detector was 99% efficient fo
charged particle detection. The photon multiplicity was m
sured using a preshower photon multiplicity detector~PMD!
@13# placed 21.5 m downstream of the target and cover
the pseudorapidity range 2.9,h,4.2. Clusters of hit scintil-
lator pads having total energy deposit above a hadron re
tion threshold are identified as photonlike (Ng-like). For this
analysis the pseudorapidity region of common coverage
the SPMD and PMD was selected (2.9,h,3.75). The ac-
ceptance in terms of transverse momentum (pT) extends
down to 30 MeV/c, although no explicitpT selection is ap-
plied. Strict data selection and cleanup cuts have been
plied as described in Refs.@11,14#. After cuts, a total of 85 K
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central events, corresponding to the top 5% of the minim
bias cross section as determined from the measured
transverse energy, have been analyzed. Average multip
ties of ^Nch&5323.8 and^Ng-like&5335.7 are obtained for
this centrality selection.

The measured results are interpreted by comparison
simulated events and with several types of mixed eve
Simulated events were generated using the VENUS 4.12@15#
event generator with default parameters. The output was
cessed through a WA98 detector simulation package in
GEANT 3.21 @16# framework. The centrality selection fo
the simulated data has been made in a manner identical to
experimental data by selection on the simulated total tra
verse energy in the WA98 acceptance (3.2,h,5.4). The
simulated VENUS1GEANT events~referred as V1G! were
then processed with the same analysis codes as used fo
analysis of the experimental data. The photon counting e
ciency and the purity of theg-like sample were determine
from these simulations to be 68% and 65%, respectively,
central events@14#.

The effect of nonstatistical DCC-like charged-neut
fluctuations has been studied within the framework of
simple model in which the output of the VENUS event ge
erator has been modified. To implement the DCC effect,
charges of the pions within a localizedh2f region from
VENUS are interchanged pairwise (p1p2↔p0p0) accord-
ing to theP( f )51/2Af probability distribution. The DCC-
like fluctuations were generated overh53 –4 for varying
intervals inDf. Since the probability to produce events wi
DCC domains is unknown, ensembles of events, here
ferred to as ‘‘nDCC events,’’ were produced as a mixture
normal events with varying fractions of pure DCC-lik
events. The nDCC events were then tracked throu
GEANT.

In the search for evidence of nonstatistical charg
neutral fluctuations, two different analysis techniques ha
been applied. The first method employed in the pres
analysis is the technique of discrete wavelet transformati
~DWT!. DWT methods are now widely used in many app
cations, such as data compression and image processing
have been shown to provide a powerful means to search
localized domains of DCC@17,18#. While there are severa
families of wavelet bases distinguished by the number
coefficients and the level of iteration, we have used the
quently employedD24 wavelet basis@20#. The analysis has
been performed with the sample function chosen to be
photon fraction, given by f 8(f)5Ng-like(f)/„Ng-like(f)
1Nch(f)… as a function of the azimuthal anglef, with high-
est resolution scalej max55. The input to the DWT analysis
is the spectrum of the sample function at the smallest bin
corresponding to the highest resolution scale,j max, where
the number of bins is 2j max. The sample function is then
analyzed at different scalesj by being rebinned into 2j bins.
The DWT analysis yields a set of wavelets or father funct
coefficients~FFC! at each scale fromj 51 to (j max21). The
coefficients obtained at a given scale,j, are derived from the
distribution of the sample function at one higher scalej
11. The FFCs quantify the deviation of the bin-to-bin flu
tuations in the sample function at that higher scale relative
the average behavior. The presence of localized nonstatis
1-2
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fluctuations will increase the root mean square~rms! devia-
tion of the distribution of FFCs and may result in no
Gaussian tails@17,18#.

The sensitivity of the DWT technique as used in th
analysis is demonstrated in Fig. 1 where it has been app
to the simulated nDCC events. The rms deviation of the F
distribution is shown as a function of the fraction of DCC
like events in the nDCC sample. The rms deviation is o
served to increase strongly with increasing DCC-like fra
tion. Due to the inherent uncertainties in the description
‘‘normal’’ physics and detector response in the V1G simu-
lations, the observation of an experimental result with r
which differs from simulation with zero DCC fraction cann
be taken alone as evidence of DCC observation. For
reason four different types of mixed events have been
ated from the real or simulated events in order to search
nonstatistical fluctuations by removing various correlatio
in a controlled manner while preserving the characteristic
the measured distributions as accurately as possible. The
type of mixed events~M1! are generated by mixing hits i
both the PMD and SPMD separately, with no two hits tak
from the same event. Hits within a detector in the mix
events are not allowed to lie within the two track resoluti
of that detector. The second kind of mixed events~M2! are
generated by mixing the unaltered PMD hits of one ev
with the unaltered SPMD hits of a different event. Interm
diate between the M1 and M2 kinds of mixed events is
case where the hits within the PMD are unaltered while
SPMD hits are mixed~M3-g), or the SPMD hits are unal
tered while the PMD hits are mixed~M3-ch). In each type of
mixed event the global~bin 1! Ng-like2Nch correlation is
maintained as in the real event.

The rms deviations of the FFCs for the different kinds
mixed events produced from the nDCC events are a
shown in Fig. 1. In the case of vanishing DCC-like fluctu
tions, the rms values of the various types of mixed events
very close to each other, and higher than the V1G rms val-
ues. This is due to the presence of additional correlati
betweenNch and Ng-like , mostly as a result of the charge
particle contamination in theNg-like sample. The rms devia

FIG. 1. The rms deviations of the FFC distributions atj 51 for
simulated nDCC events with extentDfDCC590° and for various
mixed events constructed from those events, as a function of
fraction of DCC-like events present in the nDCC sample.
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tions for the M1 events are found to be almost independ
of probability of DCC-like events, while the rms deviation
of the M2 events increase similarly, but more weakly, th
those of the nDCC events. The rms deviations for the
sets of events are found to lie between M2 and M1. Thus,
sequence of the mixed events relative to the simulated ev
~or data! gives a model independent indication of the pre
ence and source of nonstatistical fluctuations. The sim
DCC model used here results in an anticorrelation betw
Ng-like andNch. It also results in nonstatistical fluctuations
bothNg-like andNch. It is seen that the M2 events have on
the Ng-like-Nch anticorrelation removed while the M1 even
have all nonstatistical fluctuations and correlations remov
The M3 mixed events give intermediate results because
contain only theNg-like ~M3-g) or Nch ~M3-ch) nonstatistical
fluctuations.

The FFC distributions extracted from the measuredf 8(f)
ratio are shown in the bottom panel of Fig. 2 for the expe
mental data, for M1 events~from data!, and for V1G events.
The results are shown for scalesj 51 and 2, which carry
information about fluctuations at 90° and 45° inf. The FFC
distributions of the experimental distributions are seen to
broader than the V1G and M1 results. This suggests th
presence of nonstatistical fluctuations.

A more conventional method similar to that described
Ref. @11# has also been used to search for nonstatistical fl
tuations. The correlation betweenNg-like and Nch has been
studied in varyingf intervals, by dividing the entiref space
into two, four, eight, and 16 bins. The correlation plot ofNch
versusNg-like @19# is obtained for eachf segmentation, and
fitted to a second order polynomial to obtain a correlat
axis (Z). The distance of separation (DZ) between the data
points and theZ axis has been calculated with the conventi

he

FIG. 2. TheSZ and FFC distributions for four and eight divi
sions inf. The experimental data, M1, and V1G events are shown
by solid circles, solid and dashed histograms, respectively.
number of data and mixed events is the same. The distribution
the V1G events is normalized to the data.
1-3
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that DZ is positive for points below theZ axis ~increasing
Ng-like). In order to compare fluctuations at different b
sizes having different multiplicities we use a scaled variab
SZ5DZ /s(DZ), wheres(DZ) is the rms deviation of theDZ

distributions for V1G events. The presence of events w
localized nonstatistical fluctuations would be expected to
sult in a broader distribution ofSZ compared to those fo
normal events. TheSZ distributions calculated at four an
eight bins inf angle are shown in the top panel of Fig. 2 f
data, M1, and V1G events. The experimental distribution
are broader than the simulation and M1 results, again in
cating the presence of additional fluctuations.

The rms deviations of theSZ and FFC distributions as
function of the number of bins in azimuth is shown for e
perimental data, mixed events, and V1G in Fig. 3. As noted
in the discussion of Fig. 1, even in the absence of DC
there exist uninteresting correlations betweenNg-like andNch

which are removed by the event mixing procedure a
thereby result in a difference between the real and mi
events. The mixed event rms values of Fig. 3 have there
been rescaled by the percentage difference between the
deviations of the V1G distributions and those of the corre
sponding V1G mixed events in order to better illustrate e
fects in the data beyond those present in V1G. The statisti-
cal errors on the values are small and lie within the size
the symbols. The error bars include both statistical and s
tematic errors. The systematic errors have been estimate
investigation of effects such as the uncertainties in the de
tion efficiencies, gain fluctuations, backgrounds, binn
variations, and fitting procedures. The total systematic e

FIG. 3. The rms deviations of theSZ and FFC distributions for
various divisions in the azimuthal angle. For V1G s(DZ)517.2,
11.8, 8.12, 5.66, and 4.01 for one to 16 bins, respectively.
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was obtained as the sum in quadrature of the individual e
contributions which have been determined from the variat
of the final result according to the maximum estimated u
certainty for each effect.

Since the mixed events are constructed to maintain
Ng-like2Nch correlations for the full azimuth~bin 1!, the rms
deviations of data and mixed events for this bin are identic
The difference of theSZ rms deviations between data an
V1G for this bin is the same as reported in an earlier WA
publication@11#. The comparison of V1G and the M1 mixed
events demonstrates the utility of the DWT method to n
malize out the average behavior when the bin-to-bin fluct
tion information is extracted. For two, four, and eight bi
the values of theSZ rms deviations of the data are 2.5s,
3.0s, and 2.4s larger than those of M1 events, respective

wheres5A(s lower
data )21(supper

M1 )2 is the sum in quadrature o
the total error separating the points. Similarly, the FFC r
deviations at four and eight bins for data are 3.7s and 2.8s
larger than those of the M1 events. At 16 and 32 bins,
result for mixed events and data agree within the quo
errors. The rms deviations of the M2 events agree with th
of the experimental data within error for all bins. The M
type mixed events are found to be similar to each ot
within the quoted errors and lie between M1 and M2.

The observation that the rms deviations of theSZ and FFC
distributions for experimental data are larger than those
the M1 events provides model-independent evidence for
presence of localized nonstatistical fluctuations. Howev
the comparision of the rms deviations for data with those
M2 events implies the absence of event-by-event correla
fluctuations inNg-like versusNch. The M3-type mixed events
indicate the presence of localized independent fluctuation
Ng-like andNch of similar magnitude.

If the amount of DCC-like fluctuations in the experime
tal data were large, then the rms deviations shown in Fig
for data would have been larger compared to those of
events. Since this is not the case, we compare the meas
results with those obtained from the simulation as shown
Fig. 1 to extract upper limits on the probability of DCC-lik
fluctuations at the 90% confidence level. Within the cont
of this simple DCC model, upper limits on the presence
localized nonstatistical DCC-like fluctuations of 1022 for
Df between 45–90° and 331023 for Df between
90–135 ° are extracted.

In summary, a detailed event-by-event analysis of
fluctuations in theh2f phase space distributions of charg
particles and photons has been performed for central Pb1Pb
collisions at 158A GeV using two complementary analys
methods. The first analysis employed the discrete wav
transformation technique to investigate the relative mag
tude of theNg-like /(Nch1Ng-like) fluctuations in adjacentf
intervals of varying size. The second method studied
magnitude of theNg-like versusNch multiplicity fluctuations
in decreasingf regions. Both analysis methods provid
model-independent evidence for nonstatistical fluctuation
the 3s level for f intervals of greater than 45°. This i
shown to be due to nonstatistical fluctuations in bothNg-like
and Nch. However, no significant correlated fluctuations
1-4
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Ng-like versusNch were observed, contrary to naive expec
tions for a DCC effect. The result is not explained
VENUS1GEANT simulations or by a simple model o
DCC-like fluctuations. The interpretation of the result r
mains an open question.
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Three-particle correlations have been measured for identified p2 from central 158A GeV Pb 1 Pb
collisions by the WA98 experiment at CERN. A substantial contribution of the genuine three-body
correlation has been found as expected for a mainly chaotic and symmetric source.
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In nuclear and particle physics, the study of Bose-
Einstein correlations between identical particles is widely
used. It is an essential tool to obtain information on the
size and time evolution of expanding systems created in
heavy ion collisions [1]. In particular, two-particle Bose-
Einstein interferometry has been used for a sophisticated
analysis of the dynamical evolution of the freeze-out
volume via selection on the transverse momentum and
rapidity of the correlated particles.

Three-particle interferometry measurements can provide
additional information on the space-time emission which
is not accessible by two-particle interferometry [2–5].
In particular, if the emission is fully chaotic, the three-
particle interference study gives access to the phase of
the source function’s Fourier transform, which is affected
by the emission asymmetry. These asymmetries may be
induced by source geometry, flow, or resonance decays.
If the source is not completely chaotic, as is likely to be
the case, the interpretation is more difficult. Nevertheless,
a comparison of the three-particle to the two-particle
result allows one to extract the relative strength of the
true three-body correlation and can in principle remove
obscuring effects, such as background from misidentified
tracks or long-lived decay products, and therefore provide
information more directly about the degree of coherence
of the emission source [4]. In this Letter we present
first results from three-particle interferometry in central
208Pb 1 208Pb collisions at the CERN SPS.

The fixed target experiment WA98 [6] combined large
acceptance photon detectors with a two arm charged par-
ticle tracking spectrometer. The incident 158A GeV Pb
beam impinged on a Pb target near the entrance of a large
dipole magnet. The results presented here have been ob-
tained from an analysis of the 1995 data set. These data
were taken with the most central triggers corresponding to
about 10% of the minimum bias cross section of 6190 mb.
The p2 measurements were obtained with data from the
negative particle tracking arm of the spectrometer. This
tracking arm consisted of six multistep avalanche cham-
bers with optical readout [7]. A time of flight detector
with a time resolution better than 120 ps allowed for par-
ticle identification. The rapidity acceptance ranged from
y � 2.1 to 3.1 with an average at 2.7, close to midrapidity
which was 2.9. The momentum resolution of the spec-
trometer was Dp�p � 0.005 at p � 1.5 GeV�c. Se-
vere track quality cuts were applied, resulting in a final
sample of 4.2 3 106 p2, providing 7.2 3 106 pairs and
8.2 3 106 triplets. The p2p2 correlation analysis has
been reported elsewhere [8].
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The most common use of hadron interferometry con-
cerns the study of pairs of identical particles. The two-
particle correlation function can be defined as

C2�p1, p2� �
d2N�p1, p2��dp1dp2

dN�p1��dp1 ? dN�p2��dp2
,

where p1 and p2 are the three-momenta of the correlated
particles. The product of single particle distributions in
the denominator is usually obtained experimentally by a
mixed event technique, whereas the pair distribution in
the numerator is constructed from all pair combinations of
identical particles found in each event. C2 is normalized
to unity far away from the interference region. In the
plane wave approximation for chaotic sources of identical
particles C2 can be written as [9]

C2�p1, p2� � 1 6 jF12j
2 (1)

with the 1 �2� sign for bosons (fermions). F12 is the
Fourier transform of the space-time source function
S�x, k12�

jF12j
2 �

j
R

d4x S�x, k12� exp�iq12x�j2

j
R

d4x S�x, k12�j2
(2)

with q12 � p1 2 p2, the four-momentum difference of
the two particles, and k12 � �p1 1 p2��2. F12 is unity
as q12 ! 0. Thus the production of identical bosons is
enhanced for pairs created close together in phase space
with a small momentum difference Q12 �

p
2q2

12.
Typically pp correlation data are fit with a Gaussian

form for jF12j
2,

C2 � 1 1 l exp�2Q2
12R2� , (3)

or an exponential form,

C2 � 1 1 l exp�22Q12R� , (4)

where the parameter l is inserted to take into account
the possibility that the source may not be fully chaotic
and also that any wrongly reconstructed tracks, or tracks
coming from decays of long-lived resonances, will dilute
the correlations in the data.

The measurement of C2 gives access to the radius R of
the source, but not to the phase f12 contained in F12 �
jF12j exp�if12� since C2 is only a function of the square
of the Fourier transform of the source distribution S. By
contrast, the three-boson interference produced by a fully
chaotic source is sensitive to the phase information of the
Fourier transform of the source emission function. Indeed,
for a chaotic source the three-body correlation function C3,
which is
C3�p1, p2, p3� �
d3N�p1, p2, p3��dp1dp2dp3

dN�p1��dp1 ? dN�p2��dp2 ? dN�p3��dp3
,

can be written [2–5] as

C3 � 1 1 jF12j
2 1 jF23j

2 1 jF31j
2 1 2 Re�F12F23F31� ,

(5)
where Fij is the Fourier transform for the pair ij contained
in the triplet 123. The genuine three-body correlation in
C3 is the term 2 Re�F12F23F31�.
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With Fij � jFijj exp�ifij� and W � cos�f12 1 f23 1

f31� one may rewrite

2 Re�F12F23F31� � 2jF12j jF23j jF31jW . (6)

Having determined jFijj from the pair correlation func-
tion C2, the measurement of C3 gives direct access to W ,
the cosine of the sum of the three phases of the Fourier
transforms, and hence provides complementary informa-
tion on the shape of the source. Indeed, W is related to the
odd space-time moments of the source which generate the
phases fij [4]. For example, if the source is fully chaotic
and symmetric, Fij are real, f12 � f23 � f31 � 0, and
W is equal to 1. C3 is then fully determined by C2, and
the genuine three-particle correlation is maximum. If the
source is not fully chaotic, more complicated expressions
should be used, mixing the effects of fully chaotic and
coherent sources [4]. Nevertheless, Eq. (6) is valid in gen-
eral with W interpreted as a factor expressing the rela-
tive strength of the true three-body correlation compared
to that expected for a fully symmetric chaotic source. Con-
sequently, measuring W values less than 1 does not allow
one to differentiate between asymmetries or coherence in
the source.

Assuming a Gaussian form of the source function, which
for two bosons leads to a correlation function described by
Eq. (3), one obtains

C3 � 1 1 l
X

ij�12,23,31

exp�2Q2
ijR

2�

1 2l3�2 exp�2Q2
3R2�2�W (7)

with Q2
3 � Q2

12 1 Q2
23 1 Q2

31. If the exponential form
of the Fourier transform is assumed instead [Eq. (4)], one
obtains

C3 � 1 1 l
X

ij�12,23,31

exp�22QijR�

1 2l3�2 exp�2�Q12 1 Q23 1 Q31�R�W . (8)

Inserting the values of l and R obtained from the two-
particle analysis into Eqs. (7) or (8), one can extract the
three-particle strength information W .

The one-dimensional correlation function C2, analyzed
in terms of Q12, is shown in Fig. 1. The two-track resolu-
tion of the spectrometer (2 cm) is dealt with by application
of a proximity cut to each track pair. The data are corrected
for the Coulomb and strong final state interactions in an
iterative way [10], taking into account the source size ob-
tained in the fit. The Gamow correction was abandoned as
we found that it overcorrects the data for Q12 in the range
of 0.1 to 0.3 GeV�c.

The effect of the experimental resolution, which is es-
timated by a full Monte Carlo, can be approximated in
the interference region by a Gaussian of constant s of
7 MeV�c both for Q12 and Q3. It is taken into account
1

1.1

1.2

1.3

1.4

0 0.02 0.04 0.06 0.08 0.1
Q12 [GeV/c]

C
2

FIG. 1. The measured p2p2 correlation function C2 (full
symbols) fit with an exponential (solid curve) or Gaussian form
(dashed curve) corrected for resolution. The empty symbols
show the data before Coulomb and resolution corrections. Only
statistical errors are shown.

by replacing the function C2�Q12� used to fit the noncor-
rected data by

Crc
2 �Q12� �

Z
r�Q12, Q0

12�C2�Q0
12� dQ0

12 ,

which is the convolution of C2�Q12� with the resolution
function r�Q12, Q0

12� of the spectrometer. For display pur-
poses, Fig. 1 is obtained by multiplying each data point by
Crc

2 �Q12��C2�Q12�. Fitting the corrected data with C2 gives
the same results as fitting the noncorrected data with Crc

2 .
The correlation function C2 is seen to be non-Gaussian.
Instead, it is better represented by an exponential form [8].
For the C3 analysis, an accurate description of the shape
of C2 is essential since the estimate of the W factor ex-
tracted from C3 depends on it. The exponential fit [Eq. (4)]
yielding R � 7.29 6 0.11 fm and l � 0.753 6 0.013 is
shown in Fig. 1.

Figure 2 shows the three-pion correlation as a func-
tion of Q3, after correction for resolution. A very strong
p2p2p2 correlation is observed, which is robust under
all tracking criteria. The result shown is obtained for the
same sample and the same cuts applied on the three pair
combinations contained in each triplet as used for the two-
pion interference analysis. For the C3 result, the Coulomb
correction applied to a particular triplet is the product of the
Coulomb corrections used for the three pair combinations
contained in that triplet. The resolution is taken into ac-
count using the same procedure as in the two-pion analysis.
The resolution has a tiny effect compared to the Coulomb
correction, and it has been checked that the results are not
affected by the order in which these corrections are applied
to the data. The dashed line is a fit to a double exponential
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FIG. 2. The three-pion correlation function C3 as a function
of Q3 with a fit to a double exponential form (dashed line—see
text). The result is also compared to an estimate of C3 with
W � 1 (upper solid line) and W � 0 (lower solid line). The
inset shows C3 over a larger Q3 range.
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function

C3 � 1 1 l1 exp�22Q3R1� 1 l2 exp�22Q3R2� (9)

with fitted parameters R1 � 5.01 6 0.38 fm, l1 �
2.79 6 0.32, R2 � 1.72 6 0.12 fm, l2 � 0.343 6

0.072, and a x2 per degree of freedom of 0.88. The three-
pion correlation data cannot be well fitted by a Gaussian
or a single exponential as a function of Q3. Such non-
Gaussian behavior has been predicted by a final-state
rescattering model [11].

In Fig. 2, the three-pion correlation data are compared
to an estimate using Eq. (8) with W � 1 (upper line) and
W � 0 (lower line). This estimate is made using triplets
from mixed events with the l and R parameters extracted
from the two-pion interferometry analysis. Although the
calculated contribution to C3 from the genuine three-pion
correlation is rather small and becomes insignificant for
Q3 . 60 80 MeV�c, the experimental results clearly in-
dicate a W factor which lies between 0 and 1.

As proposed in Refs. [4,12], a method to extract the
experimental value of W as a function of Q3 is to invert
Eqs. (5) and (6) and rewrite jFijj in terms of C2 using
Eq. (1) to obtain
W �
�C3�Q3� 2 1� 2 �C2�Q12� 2 1� 2 �C2�Q23� 2 1� 2 �C2�Q31� 2 1�

2
p

�C2�Q12� 2 1� �C2�Q23� 2 1� �C2�Q31� 2 1�
. (10)
In this method, the analysis must be performed in two
steps. First, the l and R parameters are determined for
both the two-pion and the three-pion correlations with a fit
to the data of Eqs. (4) and (9) as previously explained.
Then the data are analyzed again, and, for each triplet
found, characterized by the value Q3, W is determined
using Eqs. (4), (9), and (10) with the values Q12, Q23,
and Q31 corresponding to the three pair combinations con-
tained in the triplet.

For each bin in Q3 containing N triplets, the statistical
error on the mean value 	W 
 is s�

p
N , where s2 is the

variance of the W distribution in this particular bin. The
estimate of systematic errors is done by varying the dif-
ferent analysis cuts in the two- and three-pion interference
studies. It includes, in particular, the cuts used to identify
the pions with the time of flight system. The systematic
error on the Coulomb correction due to the error on the de-
termination of the R parameter in the two-pion fit, as well
as a possible 10% systematic error on the evaluation of
the Q12 and Q3 resolution, is also taken into account. The
effects on W of the statistical errors in the determination
of C2 and C3 are treated as systematic errors by changing
C2 and C3, respectively, by 6sC2 and 6sC3 . All of these
variations are then added in quadrature.

Figure 3 shows the W values obtained for five bins of
10 MeV�c in Q3. The error bars are the sum of statistical
and systematic errors. The statistical errors (not shown
separately in Fig. 3) are nearly negligible. The slight Q3
0

0.2

0.4

0.6

0.8

1

0.01 0.02 0.03 0.04 0.05 0.06
Q3 [ GeV/c]

W

FIG. 3. The factor W as a function of Q3. The error bars
include statistical and systematic errors. The statistical errors
alone (not shown) are contained within the size of the symbols
except for the first bin where it amounts to twice the size of the
symbol. The horizontal bars indicate the bin width.
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dependence observed is not significant in view of the er-
rors. The genuine three-body correlation is substantial
with a weighted mean 	W
 � 0.606 6 0.005 6 0.179 for
Q3 , 60 MeV�c. (The weighted systematic error is ob-
tained by calculating the weighted average over the five Q3
bins separately for each kind of systematic error. These er-
rors are then added in quadrature. On the contrary, adding
quadratically the systematic errors of the five Q3 bins as
done for weighted statistical errors, or as done in [12],
would give 60.097 instead of 60.179 for the systematic
uncertainty.) This result should be compared to the lower
p1p1p1 result of 	W 
 � 0.20 6 0.02 6 0.19 observed
by the NA44 Collaboration [12] in S 1 Pb minimum bias
collisions at 200 GeV per nucleon.

In conclusion, we have studied the p2p2p2 interfer-
ence of pions produced in central Pb 1 Pb collisions at
158 GeV per nucleon. Although its contribution is small,
the genuine three-pion correlation, the portion of the cor-
relation not trivially due to the two-pion interference, has
been extracted and found to be substantial. The genuine
three-pion correlation is greater than reported for S 1 Pb
minimum bias collisions [12], but not as large as expected
for a fully chaotic and symmetric source.
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Abstract. Transverse energy, charged particle pseudorapidity distributions and photon transverse momen-
tum spectra have been studied as a function of the number of participants (Npart) and the number of binary
nucleon-nucleon collisions (Ncoll) in 158·A GeV Pb+Pb collisions over a wide impact parameter range. A
scaling of the transverse energy pseudorapidity density at midrapidity as ∼ N1.08±0.06

part and ∼ N0.83±0.05
coll is

observed. For the charged particle pseudorapidity density at midrapidity we find a scaling as ∼ N1.07±0.04
part

and ∼ N0.82±0.03
coll . This faster than linear scaling with Npart indicates a violation of the naive Wounded

Nucleon Model.

1 Introduction

Heavy-ion collisions at ultrarelativistic energies probe nu-
clear matter at high temperatures and densities. A major
goal of these studies is the search for a deconfined phase
of nuclear matter. A necessary condition to reach such a
phase transition is local equilibration as might be achiev-
able through rescattering of the produced particles. Since
the amount of rescattering should increase with the size
of the reaction system, it is of interest to study these re-
actions over a wide range of centralities.

For hard processes, where cross sections are small, the
naive expectation is a scaling of the particle yields with the
number of binary collisions. Experimentally, the scaling of
cross sections with target mass in p+A collisions was stud-
ied and the scaling was observed to be even stronger than
this expectation [1]. This was later attributed to multiple
parton scattering in the initial state [2,3]. From the same
experiment it was also seen that particle production at in-
termediate pT shows a much weaker increase with target
mass.

The gross features of particle production in nucleon-
nucleus collisions and reactions of light nuclei are well de-
scribed in the framework of the Wounded Nucleon Model
[4]. In this model the transverse energy and particle pro-
duction in p+A and A+A reactions is calculated by as-
suming a constant contribution from each participating
nucleon. This kind of scaling has also been observed by the
WA80 collaboration in reactions of 16O and 32S projectiles
with various targets where dET /dη|max was found to de-
pend approximately linearly on the average total number
of participants [5].

While a scaling with the number of collisions arises
naturally in a picture of a superposition of nucleon-nu-
cleon collisions, with a possible modification by initial
state effects, the Wounded Nucleon Model or participant
scaling is more naturally related to a system with strong
final state rescattering, where the incoming particles lose
their memory and every participant contributes a similar
amount of energy to particle production. The scaling be-
havior of particle production may therefore carry impor-
tant information on the reaction dynamics. Various exper-
imental signatures in heavy ion reactions require a com-
parison of observables for different system sizes. Therefore
it is important to have a good understanding of these ba-
sic scaling properties. The scaling behavior can also be
used as a valuable test for models of particle production
in heavy ion reactions (see e.g. [6]).

Furthermore, several observables in heavy ion reac-
tions seem to show qualitative changes once a certain sys-
tem size is reached. Strangeness production is enhanced

in S+S reactions compared to p+p, but seems to saturate
for even larger nuclei (see e.g. [7]). Recent results from
the WA98 experiment [8] show a significant change of the
shape of the π0 pT spectrum in peripheral Pb+Pb colli-
sions compared to p+p data. The shape, however, remains
unchanged in the range of semi-central Pb+Pb collisions
with about 50 participating nucleons up to central reac-
tions.

The NA50 collaboration has observed an anomalously
suppressed J/ψ yield in central Pb+Pb collisions in con-
trast to peripheral reactions [10] where the suppression of
the J/ψ yield can be explained by absorption in nuclear
matter. This anomalous J/ψ suppression provides an ad-
ditional incentive to study the scaling behavior of particle
production with the number of participants. Most models
based on J/ψ absorption by hadronic comovers assume
the comover density to scale linearly with the number of
participants and are then not able to fit the anomalous
suppression [11,12]. Only if the hadronic comover density
scales substantially faster than linearly with the number
of participants it is possible to obtain reasonable fits to
the anomalous suppression. It is therefore of interest to
study in detail the centrality dependence of particle pro-
duction and investigate its scaling properties with respect
to the number of participants or collisions.

2 Experiment and data analysis

The CERN experiment WA98 is a general-purpose ap-
paratus which consists of large acceptance photon and
hadron spectrometers together with several other large
acceptance devices which allow to measure various global
variables on an event-by-event basis. The experiment took
data with the 158·A GeV 208Pb beams from the CERN
SPS in 1994, 1995, and 1996. The layout of the WA98
experiment as it existed during the final WA98 run pe-
riod in 1996 is shown in Fig. 1. The data presented here
were taken during the 1996 lead beamtime. The trans-
verse energy and charged particle distributions shown in
this paper were measured with the magnetic field of the
Goliath magnet turned off. The minimum bias cross sec-
tion for this configuration was σmb = (6260 ± 280) mb.
The error of the minimum bias cross section relates to the
uncertainty of the target thickness and the uncertainty
in the subtraction of the contribution from interactions
outside the target. The contribution of these interactions
was determined in special target-out runs. A 20% uncer-
tainty of this contribution was assumed in the calculation
of the uncertainty of the minimum bias cross section. The
WA98 experiment took most of the data with the Goliath
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magnet turned on. Since the analysis of the photon and
neutral pion scaling requires high statistics the respective
spectra used here were measured in a field-on configura-
tion. The minimum bias cross section for this data set was
σmb = (6440 ± 300) mb.

The Zero Degree Calorimeter is located 30 m down-
stream of the target and measures the total energy of all
particles within an angle Θ < 0.3◦ relative to the beam
axis in the laboratory system. The MIRAC calorimeter is
placed 24 m downstream of the target [13]. It consists of
a hadronic and an electromagnetic section and covers the
pseudorapidity interval 3.5 < η < 5.5. MIRAC plays the
central role in the WA98 minimum bias trigger where the
measured ET is required to be above a minimum thresh-
old. The systematic errors of dET /dη at midrapidity are
dominated by the correction for the differences in the re-
sponse of the MIRAC to hadronic and electromagnetic
showers and to the extrapolation of the distribution of
dET /dη to midrapidity. These combine to give an overall
systematic uncertainty of ≈ 20% in the absolute result for
dET /dη|max. The centrality dependent part of this uncer-
tainty is much smaller and estimated to be approximately
5% only. The correction of dET /dη due to interactions
outside the target for peripheral Pb+Pb reactions is less
than 2%.

The charged particle multiplicity is measured with a
circular Silicon Pad Multiplicity Detector (SPMD) located
32.8 cm downstream of the target [14]. It consists of four
quadrants each produced from a 300 µm thick silicon
wafer. This detector provides full azimuthal coverage of
the pseudorapidity region 2.35 < η < 3.75 with 180 Φ-
bins and 22 η-bins. The pad size increases radially to pro-
vide an approximately uniform pseudorapidity coverage.
In central Pb+Pb collisions the probability that a pad
is hit by two or more particles is not negligible. There-
fore the multiplicity in an η-ring is determined from the
sum of the measured energy losses of the charged parti-

cles traversing the η-ring divided by the average energy
loss per charged particle. The charged particle pseudora-
pidity distribution is corrected for δ-electrons produced
by lead ions traversing the 213 µm thick 208Pb target
foil. On average these electrons give rise to roughly 11
additional hits in the SPMD. This contribution has been
determined from beam triggers where no inelastic interac-
tion took place. The systematic error of dNch/dη relates
to the uncertainty in the determination of the total en-
ergy loss of the charged particles in the SPMD and to
the correction for δ-electrons. The uncertainty in the en-
ergy loss measurement is estimated to result in a 3% cen-
trality independent systematic error. The correction for
δ-electrons at midrapidity (dNδ/dη|mid ≈ 9) is assumed
to be known with an accuracy of 10% and contributes
significantly to the total uncertainty only for peripheral
reactions. However, the dNch/dη distributions as shown
in Fig. 6 exhibit a slight asymmetry around midrapidity.
We can force the dNch/dη distribution to be symmetric
by arbitrarily increasing the subtracted δ-electron contri-
bution. For central events the δ-electron yield has to be
increased by roughly 80%. This factor decreases when go-
ing to semi-central and peripheral events. It’s difficult to
imagine a physical reason for a much larger δ-electron pro-
duction than what was measured for beam triggers. How-
ever, by making these extreme assumptions we estimate
the centrality dependent error of dNch/dη by comparing
the dNch/dη distributions with δ-electrons subtracted as
measured in beam events with the dNch/dη distributions
that were forced to be symmetric. For peripheral and semi-
central events this uncertainty typically is of the order of
3− 4% and decreases to 2% in central events. The correc-
tion of dNch/dη measured with the SPMD in peripheral
events due to interactions outside the target is typically
of the order of 15%. The uncertainty of dNch/dη due to
this correction is estimated to be around 3%.
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The photon distributions used in this analysis were
measured with the LEDA spectrometer in the rapidity
interval 2.3 < η < 3.0. This detector is located 21.5 m
from the target and consists of 10080 leadglass modules
each read out by a photomultiplier. A streamer tube array
placed directly in front of LEDA was used as a charged
particle veto detector to correct for the charged hadron
contamination in the leadglass. The remaining correction
for neutrons and anti-neutrons has been made based on
simulation results using the GEANT package [15]. The de-
tection efficiency of photons in LEDA is based on GEANT
simulations and experimental data in order to take into ac-
count the effects of overlapping showers which can result
in a shift in the measured transverse momentum. These
corrections require high statistics and therefore only 8 cen-
trality classes have been used for the photon analysis here.
These are the same 8 centrality classes used in the analy-
sis of the scaling of neutral pion production presented in
[8]. The systematic error on the photon and neutral pion
multiplicities is estimated to be ≈ 10% mainly originating
from corrections for efficiency and contamination.

3 Model calculations

In the present analysis, the photon and charged particle
scaling has been investigated with the centrality of the
Pb+Pb collision determined from the transverse energy,
ET , measured with the MIRAC calorimeter. However, in
the ET scaling analysis, the forward energy EF of projec-
tile spectators measured with the Zero Degree Calorimeter
has been used for the centrality selection, in order to avoid
auto-correlations. Twenty-one centrality classes have been
defined based on the measured ET . Each class corresponds
to 5% of the minimum bias cross section, with an addi-
tional very central class corresponding to the 1% most cen-
tral events. The ZDC cannot resolve the centrality of very
peripheral collisions as well as the MIRAC calorimeter and
therefore the ET scaling analysis is limited to centrality
classes which correspond to more than approximately 40
participants.

The number of participants Npart and collisions Ncoll

for a given centrality class have been determined from
a simulation based on the event generator VENUS 4.12
[16]. Control calculations were made with the FRITIOF
event generator [29]. The definition of Npart and Ncoll in
these models is based on a geometrical picture (Glauber
model) where nucleons travel on straight-line trajectories
and the nucleon-nucleon cross section is independent of
the number of collisions a nucleon has undergone before.
The approach of using event generators allowed to take
into account the energy resolution of the ZDC and MIRAC
calorimeters. Furthermore, the minimum bias trigger effi-
ciency has been included in the simulation. Figure 2 shows
a comparison of the measured ET and EF distributions
to the VENUS simulations. The overall agreement in the
ET distribution between the data and the model is good.
However, the VENUS prediction extends to slightly higher
transverse energy for the most central reactions. In the
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Fig. 2. Distributions of the transverse energy ET as measured
in MIRAC (upper graph) and the forward energy EF as mea-
sured with the ZDC (lower graph) in 158·A GeV Pb+Pb col-
lisions. Predictions of the event generator VENUS 4.12 are
included

forward energy distribution, the strong peak for periph-
eral reactions is not precisely reproduced, while the gen-
eral shape is quite similar. Also the event-by-event anti-
correlation of ET and EF observed in the experimental
data is in good agreement with the model calculations
(see Fig. 3).

To obtain a robust estimate of Npart and Ncoll, which
is less sensitive to discrepancies in the energy distribu-
tions, the centrality classes in the model have been chosen
to represent the same absolute cross section as the data.
The effect of the centrality cuts on the distributions of the
number of participants can be seen from Fig. 4, where dis-
tributions of Npart for centrality classes corresponding to
fractions of the minimum bias cross section of 0-1%, 1-5%,
5-10%, 10-20%, 20-40%, 40-60%, 60-80% and 80-100% are
shown. One can see that the limited acceptance, the detec-
tor resolution, and the fluctuations in particle production
as implemented in the model lead to an overlap of the dis-
tributions of adjacent centrality classes. Nevertheless, it is
observed that even a strong cut on the 1% most central
reactions yields a significantly different selection than e.g.
the 5% most central reactions.

Figure 5 shows a summary of the RMS-values versus
the average values of the distributions of Npart for the
centrality selections as used in the later analysis in this
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paper. While the classes selected with EF have a slightly
smaller width for very central reactions, for peripheral re-
actions the resolution of the selection is much better using
ET .

The precise number of participants or number of col-
lisions may, however, depend on the specific model as-
sumptions. We have therefore performed a detailed study
of the influence of these assumptions and other sources of
systematic errors for the analysis presented here. A sum-
mary of these studies is given in Appendix A.

4 Results

The pseudorapidity distributions for the transverse en-
ergy, the charged particle multiplicity, and the photon
multiplicity are shown in Fig. 6 for five centrality classes.
All distributions have been corrected for possible contri-
butions of reactions upstream and downstream of the tar-
get and in the target frame by subtracting the respective
yield determined in target-out runs, see [19] for further
details. To obtain dET /dη|max the measured data points
have been reflected at midrapidity (ηcm = 2.91) and fitted
with a Gaussian.

A first impression of the centrality dependence of ET

and charged particle production can be obtained by nor-
malizing the yields to the number of participants. This is
shown in Fig. 7. Both for ET and the charged multiplic-
ity the yield per participant increases when going from
peripheral to more central reactions. As described in the
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appendix we have also used the FRITIOF model instead
of VENUS to calculate the number of participants and
the number of nucleon-nucleon collisions. The results of
these two calculations for the number of participants are
compared in the appendix (Fig. 16) and used to obtain the
estimated uncertainty of the number of participants which
was used in the calculation of the error bars in Fig. 7.

The scaling behavior is studied in more detail in Fig. 8
which shows the dependence of the ET and Nch pseudo-
rapidity densities at midrapidity on the number of par-
ticipants. The scaling behavior of these observables was
parameterized as

dX

dη

∣

∣

∣

∣

mid

∼ N
αp

part, N
αc

coll, X = ET , Nch . (1)

This functional dependence gives a reasonable descrip-
tion of the data for the entire centrality range. Taking
the number of participants from the VENUS calculation
(denoted as calculation A in the appendix) the charged
particle scaling can be described by a scaling exponent
αp = 1.08. The calculations of the number of participants
using VENUS, or VENUS with an experimentally deter-
mined nucleon density distribution, or FRITIOF (denoted
as calculations A, B, and F in the appendix) are all based
on reasonable assumptions. These three calculations give
slightly different participant numbers. We quote the aver-
age of the corresponding three scaling exponents αp as the
final result. As described in the appendix the estimated
uncertainty of αp due to the uncertainty of the number of
participants is 0.036. In the fit from which we obtain the
value of αp we only take the statistical error of the data
points into account. Since the statistical errors are small
the fit error is negligible. In order to estimate the influ-
ence of the centrality dependent errors of dNch/dη on αp

we systematically move the data points within the error
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Fig. 8. Pseudorapidity density of ET and Nch at midrapid-
ity as a function of the number of participants. The partici-
pant numbers shown here were calculated in a VENUS simu-
lation (denoted as calculation A in the appendix). Both for
ET and Nch the fit results obtained from a fit of all data
points are shown. In order to demonstrate the stronger than
linear increase of the data points a linear extrapolation of the
charged particle multiplicity in peripheral Pb+Pb reactions
(Npart ≈ 50) is shown as a dotted line in the lower left plot.
The scaling behavior can be verified in more detail on the right
panel where the local scaling exponents are shown. The local
scaling exponents have been obtained from a fit of 5 neighbor-
ing ET and Nch data points

bars and repeat the fit. From this procedure we estimate
an uncertainty of 0.02 for αp due to the centrality depen-
dent errors of dNch/dη. Adding all errors in quadrature
we finally obtain αp = 1.07± 0.04 for the charged particle
scaling.

For the ET scaling we perform a similar error analysis.
An additional uncertainty comes from the assumed cen-
troid of the dET /dη distribution. Primarily due to massive
particles like protons and neutrons, the difference between
pseudorapidity and rapidity could lead to an increase of
the centroid relative to midrapidity (ymid = 2.91). By
varying the assumed dET /dη centroid position in the η-
range 2.91 ± 0.3 a corresponding error of 0.02 was esti-
mated for the ET scaling exponent αp. Adding all errors
in quadrature we obtain αp = 1.08 ± 0.06.

In more detail, the relative scaling for different central-
ities can be judged from the local scaling exponent αlocal

shown on the right hand side of Fig. 8. These have been ob-
tained from a fit of 5 neighboring ET and Nch data points.
For the charged particles it can be seen that the scaling
remains approximately constant over the whole centrality
range. For ET the local scaling exponent appears to be al-
most constant in the range Npart > 100. However, below
Npart ≈ 100 the local scaling exponent seems to increase
slightly.

Considering the scaling with the number of binary
nucleon-nucleon collisions and averaging the results deter-
mined with calculations A, B, and F we obtain a similarly
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Fig. 9. Pseudorapidity density of ET and Nch at midrapidity
as a function of the number of participants as in Fig. 8 from
VENUS 4.12 simulations

good description with αc = 0.82±0.03 for the charged par-
ticle scaling. For the ET scaling we obtain αc = 0.83±0.05.
These results are not surprising since for symmetric sys-
tems one naively expects a scaling relation to hold between
the number of collisions and the number of participants:

Ncoll ∝ N
αcp

part with αcp =
4
3
. (2)

Fits of the parameters extracted from VENUS simulations
indeed yield a value of αcp = 1.28 which is close to the
above value. For a scaling with N1.08

part this would lead to a
behavior as N0.84

coll .
A similar analysis can be performed on the data ob-

tained from the VENUS simulation itself. The results of
such an analysis are displayed in Fig. 9. It is observed that
the scaling exponents are higher in the simulation, and
that both for ET and Nch the exponent α shows a ten-
dency to increase with centrality. We note here that the
extraction of the number of participants and the number
of binary nucleon-nucleon collisions is almost completely
independent of the scaling exponent present in the under-
lying event generator. As described in Sect. 3 this is due
to the fact that the centrality classes defined in the model
calculations correspond to the same absolute cross section
as the experimental centrality classes.

It is interesting to extrapolate this scaling towards
smaller system sizes and compare to the expectation from
pp collisions [22]. This has been done in Fig. 10. It can
be seen that the scaling obtained from charged particle
production in Pb+Pb collisions extrapolates nicely to pp
collisions. In particular, there is no threshold effect visible
in the charged particle multiplicity when going to central
Pb+Pb collisions.

In a recent publication [18] we have discussed the sys-
tematics of inclusive photon production as measured with
the WA98 Photon Multiplicity Detector. There it was
found that the pseudorapidity density of photons at
midrapidity scales with the number of participants as
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Fig. 11. Exponents for a scaling with the number of partici-
pants and nucleon-nucleon collisions for photons measured in
LEDA as a function of the transverse momentum. Only reac-
tions with Npart ≥ 30 have been used. The data points shown
were obtained using the number of participants from VENUS.
The error bars reflect the uncertainty of the photon measure-
ment, the uncertainty in the calculation of Npart/Ncoll and the
fit error

N1.12±0.03
part . This is slightly larger, but consistent with the

exponent from the present analysis of ET and Nch. Pho-
ton production can be investigated in further detail with
the photon spectrometer LEDA. It can very naturally be
studied as a function of the transverse momentum. The
corresponding scaling exponents α extracted are shown in
Fig. 11. The photon measurement in LEDA suffers from
larger systematic uncertainties at low momenta, so only
photons for pT > 500 MeV/c have been considered. At
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a transverse momentum of pT ≈ 500 MeV/c the inclu-
sive photon yield shows a scaling behavior similar to that
observed for ET and Nch. However, the extracted scaling
exponents tend to rise with increasing pT and at pT ≈
2 GeV/c the scaling can be described as ∼ N1.2

part and
∼ N0.9

coll.
Since a large fraction of the inclusive photons orig-

inates from the decay of neutral pions it is of interest
to compare the scaling of photons to that of neutral pi-
ons which have already been discussed in [8]. These data
have been reanalyzed [9] and the results of the scaling
exponents with respect to the number of participants are
shown in Fig. 12. The values are nearly constant at α ≈ 1.1
with a tendency to decrease towards higher transverse mo-
menta. It should be noted that the extracted exponents
are smaller compared to the values given in [8]. This is
mostly due to a more sophisticated calculation of the num-
ber of participants used here.

We have recently published results on the production
of direct photons in 158·A GeV Pb+Pb collisions [20,21].
A significant yield of direct photons at pT > 1.5 GeV/c
is observed in central collisions, while in peripheral colli-
sions the photon production is consistent with the yield
expected from the decays of neutral pions, η mesons, and
other hadrons. At pT ≈ 2 GeV/c the direct photon yield in
central collisions amounts to roughly 20% of the photons
from hadronic decays. The scaling of the neutral pion yield
presented in Fig. 12 appears to be consistent with the scal-
ing of charged particles and the transverse energy, while
the photon yield at higher transverse momenta seems to
increase more strongly with the number of participants.
We assume that for a relatively small yield of direct pho-
tons in central collisions, the centrality dependence of the
inclusive photons can still be described with a scaling law
as in (1). It’s then obvious that the production of direct
photons in central Pb+Pb collisions necessarily increases
the scaling exponent α of the inclusive photons at high
transverse momenta. In this respect the behavior of the
extracted scaling exponents for inclusive photon and neu-
tral pion production are consistent with the direct photon
excess observed in central Pb+Pb collisions. However, due
to the uncertainties of the scaling exponents for photons
and neutral pions it is not possible to draw quantitative
conclusions about direct photon production from Figs. 11
and 12.

In simple multiple collision models a heavy ion reaction
is regarded as a sequence of independent nucleon-nucleon
collisions which can be described as in free space [23,24].
After a projectile nucleon suffers an inelastic collision the
assumption of local baryon number conservation assures
that a baryon-like object is still present. This baryon-like
object is assumed to contribute to the particle produc-
tion in subsequent collisions with the same cross section
as the initial nucleon. In this picture the contribution of
each nucleon-nucleon collision is added incoherently which
leads to a linear scaling of ET and particle production with
the number of binary collisions. If the energy degradation
in each nucleon-nucleon reaction is taken into account a
reasonable description of ET and particle production can
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Fig. 12. Exponents for a scaling with the number of partic-
ipants and nucleon-nucleon collisions for neutral pions mea-
sured in LEDA as a function of the transverse momentum.
Only reactions with Npart ≥ 30 have been used. The data
points shown were obtained using the number of participants
from VENUS. The error bars reflect the uncertainty of the π0

measurement, the uncertainty in the calculation of Npart/Ncoll

and the fit error

be obtained. The approximate scaling as N0.83
coll for the

transverse energy and charged particles may be used to
obtain information on the average energy degradation in
a nucleon-nucleon collision.

A simple way of investigating this hypothesis is to
study the particle production per binary collision as a
function of the effective thickness x of the two nuclei,
which might be characterized in the following way [23–
25]:

dNch

dη
(AA) = Ncoll · f(x) · dNch

dη
(pp). (3)

Here f(x) should describe the effect of energy degrada-
tion on particle production with x being a suitable thick-
ness variable – we have chosen x ≡ Ncoll/Npart. Figure 13
shows the pseudorapidity density of Nch at midrapidity in
Pb+Pb collisions normalized to the number of collisions
and the charged particle density in pp collisions. The data
show a continuous decrease of the multiplicity per colli-
sion for increasing x, i.e. the more collisions a participant
suffers, the smaller is the contribution of each collision
to particle production. As an example, this can be illus-
trated more quantitatively for the centrality classes with
Ncoll/Npart ≈ 1, i.e. for the case that each participating
nucleon on the average suffers two nucleon-nucleon colli-
sions. For these reactions the actual charged particle den-
sity at midrapidity is 40% lower than one would expect
from a linear scaling of the charged particle density in pp
reactions with the number of binary nucleon-nucleon col-
lisions. In a simple multiple collision picture this means
that on the average the second collisions of each partici-
pant contributes only 20% of the yield of the first collision
to the charged multiplicity at midrapidity.
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Fig. 13. Pseudorapidity density of Nch at midrapidity in
Pb+Pb collisions normalized to the number of collisions and
the charged particle density in pp collisions. The solid line
shows a fit with (4)

In proton-nucleus reactions multiplication of the
charged particle multiplicity observed in pp reactions by
the number of binary nucleon-nucleon collisions overes-
timates the measured multiplicity by 20 − 30% [26,27].
In case of proton-nucleus reactions the target participants
suffer exactly one nucleon-nucleon collision. This is of
course not true in AA collisions. Nevertheless, it is in-
teresting to apply the same recipe to heavy ion reactions.
Figure 13 shows that multiplying the pp yield with the
number of binary nucleon-nucleon collisions gives as much
as 60% too many charged particles in central Pb+Pb re-
actions.

We have attempted to fit the data in Fig. 13 with the
form:

ffit

(

Ncoll

Npart

)

=
[

1 + a

(

Ncoll

Npart
− 0.5

)]−1

. (4)

This function basically represents a first order Taylor ap-
proximation of the function 1/f in (3). A good fit is ob-
tained with a = 1.19 ± 0.05.

In the case of the Wounded Nucleon Model the even-
tual fragmentation of an excited nucleon after an inelastic
collision is not affected by further collisions with other nu-
cleons, no matter how many times it is successively struck.
The observation of a stronger than linear increase of ET

and Nch with the number of participants indicates that
this model is only approximately correct. It can be clearly
seen, regarding the two possible centrality variables in-
vestigated here, that the number of participants is better
suited, because the scaling exponent is closer to one com-
pared to the number of collisions.

With the present data it is possible to determine the
average transverse energy per charged particle at midra-
pidity

〈ET 〉/〈Nch〉|mid ≡ 〈dET /dη|mid〉/〈dNch/dη|mid〉, (5)
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Fig. 14. 〈ET 〉/〈Nch〉|mid as a function of the number of par-
ticipants. For comparison results of VENUS 4.12 calculations
are included. The error bars indicate the centrality depen-
dent errors of the experimental result. The overall uncertainty
of 〈ET 〉/〈Nch〉|mid which is mainly due to the uncertainty in
(dET /dη)mid is indicated by brackets

a quantity that can be seen as a measure of the global
mean transverse momentum averaged over all particle
species. 〈ET 〉/〈Nch〉|mid is plotted in Fig. 14 as a function
of centrality, represented by the number of participants.
For this figure both dET /dη and dNch/dη were evaluated
in identical centrality classes, defined with the forward en-
ergy EF .

〈ET 〉/〈Nch〉|mid appears to increase up to a system size
of Npart ≈ 100 which corresponds to an impact parameter
of b ≈ 9 fm. For more central collisions 〈ET 〉/〈Nch〉|mid

levels off at a value of 0.80 GeV. This value is slightly
higher than the maximum 〈ET 〉/〈Nch〉|mid ≈ 0.66 GeV
observed in 200·A GeV S+Au and S+Al reactions [17].
VENUS 4.12 predicts a qualitatively similar behavior for
〈ET 〉/〈Nch〉|mid, while the absolute value is approximately
100 MeV lower at Npart ≈ 100. One may also note that
the VENUS results continue to rise by ≈ 50MeV when
going from Npart ≈ 100 to Npart ≈ 400, while the exper-
imental data appear to be completely flat in this region.
A similar saturation with increasing number of partici-
pants as observed here has been seen in the (truncated)
mean pT of neutral pions with pT > 400 MeV/c produced
in Pb+Pb reactions [8]. A natural explanation of such a
behavior would be the assumption that thermalization is
reached once the system exceeds a certain minimum size.

5 Conclusions

We have analyzed the dependence of transverse en-
ergy and charged particle pseudorapidity distributions
and photon transverse momentum spectra in 158·A GeV
Pb+Pb collisions on the number of participants and
the number of binary nucleon-nucleon collisions. A scal-
ing behavior as N1.07±0.04

part and N0.82±0.03
coll describes the
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charged particle production over the whole impact param-
eter range. The ET production was studied for collisions
with more than approximately 40 participants. In this cen-
trality range the ET production scales as N1.08±0.06

part and
N0.83±0.05

coll .
Photons at pT ≈ 500 MeV/c show a scaling behavior

similar to the scaling of ET and Nch. The pT -dependence
of the photon scaling was studied and a rise of the ex-
tracted scaling exponents with increasing transverse mo-
mentum was found.

We have studied the transverse energy per charged
particle as a function of centrality and found an indication
of an increase from peripheral to semi-central collisions
with approximately 100 participants with a subsequent
saturation for larger systems.

While the global variables like ET and charged particle
multiplicity seem to scale closer to the number of partic-
ipants than to the number of binary collisions, there is a
clear participant scaling violation compared to a purely
linear dependence. This scaling violation might e.g. have
consequences for the suppression of J/ψ production from
comovers, since the implied central particle densities are
considerably larger than estimated based on a linear scal-
ing.
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Appendix A: Systematic uncertainties
in model calculations

In order to obtain an estimate of the systematic uncer-
tainties in the calculation of the number of participants
and the number of nucleon-nucleon collisions we have var-
ied several assumptions in the model calculations. The
dependence of the particle and transverse energy yield on

the number of participants and collisions is described with
the scaling exponents αp and αc in this paper. In this sec-
tion we investigate how the extracted scaling exponents
αp and αc for the charged particle yield (with similar con-
clusions for the other observables) are affected by the dif-
ferent model assumptions.

In the VENUS 4.12 simulations used to obtain the
number of participants and collisions we have varied

– the parameterization of the nucleon density distribu-
tion,

– the energy resolution of MIRAC and
– the minimum bias cross section.

As a cross check we have also calculated the number of par-
ticipants and collisions using the event generator
FRITIOF [29].

The nuclear density profile used in VENUS and
FRITIOF is an effective parameterization using a Woods-
Saxon shape:

ρ(r) = ρ0 · 1
1 + exp

(

r−R
a

) . (6)

However, the two models make slightly different assump-
tions for the nuclear radius R and the diffuseness param-
eter a. The VENUS parameterization is

RVEN = (1.19A1/3 − 1.61A−1/3) fm
aVEN = 0.54 fm

(7)

which results in RVEN ≈ 6.78 fm for a lead nucleus. The
radius parameter in FRITIOF for nuclei with A > 16 is
calculated as

RFRI = r0 ·A1/3 with
r0 = 1.16 · (1 − 1.16A−2/3) fm.

(8)

This gives RFRI ≈ 6.65 fm for lead nuclei. The diffuse-
ness parameter a is taken to be slightly A-dependent in
FRITIOF and lies in the range 0.47 fm− 0.55 fm. For lead
nuclei FRITIOF uses

aFRI = 0.545 fm. (9)

Electron scattering experiments have shown, however,
that the density distribution has a slightly more compli-
cated structure1. For a comparison we will use a parame-
terization fitted to electron scattering data on 208Pb pre-
sented in [28]:

ρexp(r) = ρ0 · c1 + c2r + c3r
2

1 + exp
(

r−Rexp

aexp

) (10)

with

c1 = 0.0633, c2 = −0.002045 fm−1, c3 = 0.000566 fm−2

1 Strictly this applies only to the charge distribution. The
true nucleon distribution, especially in the inner part of the
nuclei, is not experimentally accessible
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Fig. 15. Different nuclear density distributions used in the
calculations of the number of participants and the number of
collisions. The solid line shows the distribution implemented
in the VENUS 4.12 Monte-Carlo model ((6) with the param-
eters (7)), the dashed line shows a parameterization of the
charge distribution obtained from electron scattering (10) and
the dotted line shows the density used in the FRITIOF model
((6) with the parameters (8) and (9))

and
Rexp = 6.413 fm, aexp = 0.5831 fm.

The three different distributions are shown in Fig. 15. It
can be seen that the overall agreement is quite good. The
default distribution of VENUS has a slightly larger radius,
while the parameterization of the experimental data shows
small oscillations compared to the other two distributions.

With respect to the experimental resolution we have
varied the energy resolution of the MIRAC calorimeter
in the simulations. The measured values of the resolution
[13] are for the electromagnetic section:

σem

E
=

17.9%
√

E/GeV
(11)

and for the hadronic section:

σhad

E
=

46.1%
√

E/GeV
. (12)

This has been arbitrarily worsened to

σem,had

E
=

85%
√

E/GeV
(13)

for both sections of the calorimeter.
For an accurate determination of the number of partic-

ipants and the number of nucleon-nucleon collisions it is
necessary that the experimental minimum bias threshold
is reproduced in the simulation. In Sect. 2 we stated the
two sources in the determination of the experimental min-
imum bias cross-section: the error of the target thickness
and the error due to subtraction of interactions outside the

Table 1. The number of participants and binary collisions for
different centrality classes obtained with the measured trans-
verse energy in Pb+Pb collisions calculated from VENUS and
FRITIOF (see text)

% Emin
T Npart Ncoll Npart Ncoll

of c.s. (GeV) VENUS FRITIOF

1 398.8 380.7 810.7 380.3 717.4

5 355.8 355.8 739.4 355.4 662.3

10 313.1 310.9 621.7 313.0 562.9

15 275.2 269.7 518.5 270.0 469.9

20 239.8 233.3 429.5 232.8 389.4

25 208.0 202.0 357.2 201.0 324.5

30 179.2 174.2 293.6 172.3 264.7

35 153.7 149.3 240.1 147.3 218.6

40 130.3 128.2 197.3 125.7 177.2

45 109.7 109.3 159.4 105.4 141.8

50 91.2 91.4 126.1 89.2 114.6

55 74.8 76.2 99.2 73.3 89.2

60 60.4 62.6 76.7 60.3 69.1

65 47.9 51.2 59.1 49.2 53.4

70 37.0 41.3 44.8 39.1 39.6

75 27.9 32.4 32.6 30.9 29.8

80 20.5 25.5 24.2 23.9 21.5

85 14.7 19.5 17.3 17.8 15.1

90 10.3 14.6 12.1 13.1 10.4

95 6.9 10.9 8.6 9.8 7.4

100 0.0 8.3 6.2 7.5 5.4

target. In our approach of calculating the number of par-
ticipants and nucleon-nucleon collisions we define central-
ity classes based on the simulated ET (in case of the Nch

scaling analysis) which correspond to the same absolute
cross-sections as the respective classes for the measured
ET . The uncertainty of the minimum bias cross-section
due to the error of the target thickness therefore directly
leads to an error of the Npart-values which affects the
entire centrality range. However, the uncertainty in the
correction for interactions outside the target affects the
experimental dσ/dET distribution only in the peripheral
range. More precisely, since the maximum ET measured in
target-out events is around 75 GeV, according to Table 1
only the range Npart < 50 is affected.

The measured target thickness is 213 ± 3µm. The un-
certainty of the target thickness contributes a relative er-
ror of roughly 1.5% to the error of the experimental min-
imum bias cross section. In order to check the influence
on the extracted scaling exponent we arbitrarily increase
the minimum bias threshold in the simulation by roughly
2% to σsim

mb = 6386mb. We have furthermore checked the
error of αp due to the uncertainty of the minimum bias
cross section that relates to the subtraction of non-target
contributions. To do this, we have used an ET distribu-
tion without correction for reactions outside the target
to translate the experimental ET cuts into cross section
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Fig. 16. Relative difference of the number of participants (left)
and the number of nucleon-nucleon collisions (right) calculated
with VENUS (calculation A) and FRITIOF (calculation F).
The dashed line on the left plot indicates the assumed uncer-
tainty of the participant scale that is used in the calculation of
the error bars in Fig. 7

cuts. The apparent minimum bias cross section for this
ET distribution was σmb = 6530 mb.

The different calculations of the number of participants
and collisions are summarized in the following list:

A VENUS 4.12 calculations using the standard settings
for the density distribution, the experimental resolu-
tion and the minimum bias cross section.

B VENUS 4.12 calculations as in case Appendix A: with
a modified density distribution according to (10).

C VENUS 4.12 calculations as in case Appendix A: with
a modified MIRAC resolution.

D VENUS 4.12 calculations as in case Appendix A: with
an a minimum bias cross section increased to σsim

mb =
6386mb.

E VENUS 4.12 calculations with cross section cuts de-
rived from an experimental ET -spectrum that was not
corrected for interactions outside the target (apparent
minimum bias cross section: σmb = 6530 mb).

F FRITIOF calculations using standard settings as in
calculation A.

As an example, the number of participants and colli-
sions from calculation A and F are compared in Fig. 16.
In peripheral Pb+Pb reactions VENUS gives up to 10%
more participants than FRITIOF whereas in central reac-
tions both simulations yield almost identical results. Al-
most independent of centrality the number of collisions
from VENUS is roughly 10% higher than the FRITIOF
result. The results of calculation A and F together with
the experimental ET intervals are given in Table 1.

For the case of the Nch scaling the impact of the differ-
ent model assumptions on the extracted scaling exponents
α is summarized in Table 2. Considering the scaling with
the number of participants we take the average of the αp

values from calculations A, B and F as our final result
since all three calculations are based on reasonable as-
sumptions. The maximum difference of 0.03 between the
αp values from these calculations is taken as one contribu-

Table 2. Influence of different model assumptions on the ex-
tracted exponents αp and αc which describe the scaling of the
charged particle yield with Npart and Ncoll according to (1). In
addition to the scaling exponents we quote the proportionality
constants for the scaling with Npart (cp) and Ncoll (cc) for each
calculation. The full centrality range was used in the fit of (1)
to the measured charged particle yields

Calculation cp αp cc αc

A 0.83 1.08 1.94 0.83

B 0.88 1.07 2.15 0.81

C 0.86 1.07 1.99 0.83

D 0.98 1.05 2.13 0.83

E 0.87 1.07 2.01 0.82

F 0.97 1.05 2.13 0.83

tion to the systematic error. By adding the deviations of
the results from calculations C, D and E from the mean
value 1.07 in quadrature we estimate the total systematic
error of αp related to the uncertainty of the number of
participants to be 0.036. The same prescription yields an
uncertainty of 0.024 for the exponent αc that described
the scaling with the number of binary nucleon-nucleon
collisions.
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A measurement of direct photon production in 208Pb 1 208Pb collisions at 158A GeV has been carried
out in the CERN WA98 experiment. The invariant yield of direct photons in central collisions is extracted
as a function of transverse momentum in the interval 0.5 , pT , 4 GeV�c. A significant direct photon
signal, compared to statistical and systematical errors, is seen at pT . 1.5 GeV�c. The result constitutes
the first observation of direct photons in ultrarelativistic heavy-ion collisions. It could be significant for
diagnosis of quark-gluon-plasma formation.
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The observation of a new phase of strongly interacting
matter, the quark-gluon plasma (QGP), is one of the most
important goals of current nuclear physics research. An ex-
tensive experimental program has been undertaken at the
CERN SPS accelerator with Pb-ion beams of 158A GeV
to search for and investigate the QGP. Several observa-
tions, such as suppression of the J�c resonance [1] and
the enhancement of strangeness [2], hint at an interesting
new behavior of the matter produced in these collisions.
While such observations imply a hot and dense initial
phase with strong rescattering, consistent with the assump-
tion that a quark-gluon plasma was formed, a direct sig-
nature of the plasma and its properties is missing. It is
therefore of great interest to search for photons emitted di-
rectly from the early hot phase of the relativistic heavy-ion
collisions.

Following early estimates of photon emission rates
[3–6], Kapusta et al. [7] made detailed comparisons of the
emissivity of the QGP and a hadron gas as two contrasting
scenarios. It was demonstrated that the thermal emission
rates of a hadron gas and a QGP were very similar and
dependent essentially only on the temperature T . This
led the authors to conclude that direct photons are a good
thermometer for strongly interacting matter, but would not
in themselves allow one to distinguish between the two
scenarios.

Recently, it was shown by Aurenche et al. [8] that pho-
ton production rates in the QGP, when calculated up to
two-loop diagrams, are considerably greater than the ear-
lier lowest order estimates. A new higher order process
of qq annihilation with rescattering was found to domi-
nate the photon emission rate from quark matter at high
photon energies. Following this result, Srivastava [9] rein-
vestigated the predicted photon production in heavy-ion
collisions and showed that at sufficiently high initial tem-
peratures the photon yield from quark matter may signifi-
cantly exceed the contribution from the hadronic matter to
provide a direct probe of the quark matter phase.

A large number of measurements of prompt photon pro-
duction at high transverse momentum �pT . 3 GeV�c�
exist for proton-proton, proton-antiproton, and proton-
nucleus collisions (see e.g., Ref. [10]). To a great extent,
especially at higher

p
s, these data can be successfully

described by perturbative quantum chromodynamics
calculations and provide an important foundation from
which to study photon production in nucleus-nucleus col-
lisions. First attempts to observe direct photon production
in ultrarelativistic heavy-ion collisions with oxygen and
sulphur beams found no significant excess [11–14]. The
WA80 Collaboration [14] provided the most interesting
result with a pT dependent upper limit on the direct
photon production in S 1 Au collisions at 200A GeV.
This result was subsequently used by several authors
to rule out a simple version of the hadron gas scenario
[15–18] and has been interpreted to set an upper limit on
the initial temperature of Ti � 250 MeV [19].
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In this paper we report on the first observation of di-
rect photon production in ultrarelativistic heavy-ion colli-
sions. The results are from the CERN experiment WA98
[20] which consists of large acceptance photon and hadron
spectrometers. In addition, several other large acceptance
devices allow one to measure various global variables on
an event-by-event basis for event characterization. Pho-
tons are measured with the WA98 lead-glass photon detec-
tor, LEDA, which consisted of 10 080 individual modules
with photomultiplier readout. The detector was located at a
distance of 21.5 m from the target and covered the pseudo-
rapidity interval 2.35 , h , 2.95 � ycm � 2.9�. The par-
ticle identification was supplemented by a charged particle
veto detector in front of LEDA.

The results presented here were obtained from an analy-
sis of the data taken with Pb beams in 1995 and 1996. The
20% most peripheral and the 10% most central reactions
have been selected from the minimum-bias cross section
(smin-bias � 6300 mb) using the measured transverse en-
ergy ET . In total, �6.7 3 106 central and �4.3 3 106

peripheral reactions have been analyzed.
The extraction of direct photons in the high multiplicity

environment of heavy-ion collisions must be performed on
a statistical basis by comparison of the measured inclusive
photon spectra to the background expected from hadronic
decays. Individual photons cannot be tagged as isolated di-
rect photons in these reactions due to the high multiplici-
ties. To obtain the direct photon spectrum the following
steps are performed (for a detailed description of the de-
tectors and the analysis procedure, see Ref. [21]): The
raw photon spectra are accumulated after application of
the photon identification criteria (such as transverse shower
size) to the showers observed in the LEDA. The raw pho-
ton spectra are then corrected for contamination by charged
and neutral hadrons, for conversions, for the identifica-
tion efficiency, and for acceptance. The efficiency includes
all effects of the detector response such as distortions by
shower overlap, dead and bad modules, and energy reso-
lution. Neutral pions are reconstructed via their gg de-
cay branch. Invariant mass spectra are accumulated for all
photon pairs for each pair pT bin. The photon-pair com-
binatorial background is estimated by event mixing and
then subtracted from the real-pair spectra. The yield in
the p0 mass peak is extracted to obtain the raw neutral
pion pT spectra. These are then corrected for conversions,
for the p0 identification efficiency, and for geometrical ac-
ceptance. In addition, h mesons are extracted in a limited
transverse momentum range with an analogous procedure.

The final measured inclusive photon spectra are then
compared to the calculated background photon spectra
to check for a possible photon excess beyond that from
long-lived radiative decays. The background calculation
is based on the measured p0 and h spectra. The mea-
sured h�p0 ratio is found to be consistent with mT scaling
[21,22] which is assumed for the spectral shapes of the h

and for other unmeasured hadrons having radiative decays.
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The unmeasured hadron yields relative to p0’s are taken
from the literature [21]. It should be noted that the mea-
sured contribution (from p0 and h) amounts to �97% of
the expected total photon background.

Figure 1 shows the fully corrected inclusive photon
spectra for peripheral and central collisions. The spec-
tra cover the pT range of 0.3 4.0 GeV�c (slightly less for
peripheral collisions) and extend over 6 orders of magni-
tude. Figure 1 also shows the distributions of neutral pions
which extend over a similar momentum range with slightly
larger statistical errors. The calculated decay photon back-
ground is shown by the solid curves.

The ratio of measured photons to calculated background
photons is displayed in Fig. 2 as a function of transverse
momentum. The upper plot shows the ratio for peripheral
collisions which is seen to be compatible with 1, i.e., no
indication of a direct photon excess is observed. The lower
plot shows the same ratio for central collisions. It rises
from a value of �1 at low pT to exhibit an excess of about
20% at high pT .

A careful study of possible systematical errors is cru-
cial for the direct photon analysis. The various sources of
systematical errors have been investigated and are summa-
rized in Table I. The largest contributions are from the g

and p0 identification efficiencies and the uncertainties re-
lated to the h measurement. It should be emphasized that
the inclusive photon, p0, and h yields have been extracted
with the same detector for exactly the same data sample.
This decreases the sensitivity to many detector related er-
rors and eliminates all errors associated with trigger bias
or absolute yield normalization. The estimate of the sys-
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FIG. 1. The inclusive photon (circles) and p0 (squares) trans-
verse momentum distributions. Only statistical errors are shown.
tematical errors has been checked by performing the en-
tire analysis with various photon selection criteria which
change the efficiency and background corrections by fac-
tors of 2–3. The final results were verified to be consis-
tent within the systematical errors for the different analysis
cuts. Full details on the systematical error estimates are
given in [21]. The total pT dependent systematical errors
are shown by the shaded regions in Fig. 2. A significant
photon excess is clearly observed in central collisions for
pT . 1.5 GeV�c.

The final invariant direct photon yield per central colli-
sion is presented in Fig. 3. The statistical and asymmetric
systematical errors of Fig. 2 are added in quadrature to ob-
tain the total upper and lower errors shown in Fig. 3. An
additional pT dependent error is included to account for
that portion of the uncertainty in the energy scale which
cancels in the ratios. In the case that the lower error is
less than zero, a downward arrow is shown with the tail of
the arrow indicating the 90% confidence level (C.L.) upper
limit (gexcess 1 1.28supper).

No published prompt photon results exist for proton-
induced reactions at the

p
s of the present measurement.

Instead, prompt photon yields for proton-induced reactions
on fixed targets at 200 GeV are shown in Fig. 3 for com-
parison. Results are shown from FNAL experiment E704
[23] for proton-proton reactions, and from FNAL experi-
ment E629 [24] and CERN SPS experiment NA3 [25] for
proton-carbon reactions. These results have been divided
by the total pp inelastic cross section (sint � 30 mb)
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collisions. The errors on the data points indicate the statistical
errors only. The pT dependent systematical errors are indicated
by the shaded bands.
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TABLE I. Various sources of systematical error in the WA98 158A GeV 208Pb 1 208Pb direct photon analysis specified as a per-
centage of �g�p0�meas (items a), �g�p0�bkgd (items b), or �p0�meas��p0�bkgd (item c). The systematical errors are quoted at two pT
values to give an indication of the dependence on transverse momentum. See Ref. [21] for full details.

Source of Error Peripheral Collisions (20% smb) Central Collisions (10% smb)
pT � 1.0 GeV�c pT � 2.5 GeV�c pT � 1.0 GeV�c pT � 2.5 GeV�c

(a) g yield measurement 2.7 3.2 2.6 3.1
(a) p0 yield measurement 3.1 3.0 6.5 4.2
(a) Nontarget background 1.5 ,0.1 ,0.1 ,0.1

(a) Energy scale calibration 0.9 1.7 0.8 1.7
(b) Detector acceptance 0.5 0.5 0.5 0.5

(b) h�p ratio, mT scaling 2.9 3.2 13.4 (24.8) 13.7 (25.2)
(b) Other radiative decays 1.0 1.0 1.0 1.0

(c) p0 fit 1.6 6.8 2.9 0.4

Total: (quadratic sum) 5.7 8.9 18.3 (29.1) 16.7 (27.6)
and by the mass number of the target to obtain the in-
variant direct photon yield per nucleon-nucleon collision.
They have then been multiplied by the calculated aver-
age number of nucleon-nucleon collisions (660) for the
central Pb 1 Pb event selection for comparison with the
present measurements. This scaling is estimated to have
an uncertainty of less than 10%. The proton-induced re-
sults have also been scaled from

p
s � 19.4 GeV to the

lower
p

s � 17.3 GeV of the present measurement un-
der the assumption that Ed3sg�dp3 � f�xT ��s2, where
xT � 2pT �

p
s [26]. The

p
s scaling effectively reduces
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FIG. 3. The invariant direct photon multiplicity for central
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downward arrows indicate unbounded 90% C.L. upper limits.
Results of several direct photon measurements for proton-
induced reactions have been scaled to central 208Pb 1 208Pb
collisions for comparison.
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the 19.4 GeV proton-induced results by about a factor of 2.
This comparison indicates that the observed direct photon
production in central 208Pb 1 208Pb collisions has a shape
similar to that expected for proton-induced reactions at the
same

p
s but a yield which is enhanced.

In summary, the first observation of direct photons in
ultrarelativistic heavy-ion collisions has been presented.
While peripheral Pb 1 Pb collisions exhibit no significant
photon excess, the 10% most central reactions show a clear
excess of direct photons in the range of pT greater than
about 1.5 GeV�c. The invariant direct photon multiplicity
as a function of transverse momentum was presented for
central 208Pb 1 208Pb collisions and compared to proton-
induced results at similar incident energy. The compari-
son suggests excess direct photon production in central
208Pb 1 208Pb collisions beyond that expected from
proton-induced reactions. The result suggests modifica-
tion of the prompt photon production in nucleus-nucleus
collisions, or additional contributions from preequilibrium
or thermal photon emission. The result should provide a
stringent test for different reaction scenarios, including
those with quark-gluon-plasma formation, and may
provide information on the initial temperature attained in
these collisions.
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L. Carlen,13 V. Chalyshev,6 S. Chattopadhyay,3 R. Cherbatchev,5 T. Chujo,14 A. Claussen,9 A.C. Das,3

M.P. Decowski,18 H. Delagrange,10 V. Djordjadze,6 P. Donni,4 I. Doubovik,5 S. Dutt,8 M.R. Dutta Majumdar,3

K. El Chenawi,13 S. Eliseev,15 K. Enosawa,14 P. Foka,4 S. Fokin,5 M.S. Ganti,3 S. Garpman,13 O. Gavrishchuk,6

F.J.M. Geurts,12 T.K. Ghosh,16 R. Glasow,9 S. K.Gupta,2 B. Guskov,6 H. Å.Gustafsson,13 H. H.Gutbrod,10
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A measurement of direct photon production in208Pb+208Pb collisions at 158A GeV has been
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direct photon excess is observed atpT > 1.5 GeV/c in central collisions. The results are compared
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I. INTRODUCTION

A major current goal of the field of nuclear physics is the experimental confirmation of the existence of a new
phase of strongly interacting matter, the quark gluon plasma (QGP) [1], which is predicted to exist according to lattice
calculations of quantum chromodynamics. Enhanced production of strange hadrons, photons, and dileptons, and
suppression ofJ/ψ mesons are some of the proposed consequences of QGP formation. BothJ/ψ suppression [2] and
strangeness enhancement [3] have been observed in relativistic heavy-ion collisions with strongly enhanced nuclear
effects. While these observations naturally lead to the conclusion that the initial phase of the collision consisted of
a hot and dense system with strong rescattering, which may beexplained by the assumption of QGP formation, the
direct experimental detection of QGP through observation of direct emission of real or virtual photons from the quark
matter remains to be attained.

Historically, photons and lepton-pairs were the probes first suggested to use to search for evidence of quark-gluon
plasma formation in ultrarelativistic heavy ion collisions. During the collision, real photons are produced mainly
by scattering amongst the electrically charged objects while virtual (i.e. massive) photons, which later decay into
pairs of oppositely charged leptons, or dileptons, are produced mainly by particle-antiparticle annihilations. Once
produced, the real and virtual photons will interact with the surrounding hot dense matter through the electromagnetic
interaction only. The resulting small interaction cross section implies a long mean free path in the dense matter with the
consequence that the photons are likely to escape unscathedonce produced. As a result, real and virtual photons carry
information about the conditions of the matter from which they were produced throughout the entire history of the
heavy ion collision, including especially the initial hot dense phase. Therefore, if the initial phase includes a quark-
gluon plasma which radiates real and virtual photons differently than would dense hadronic matter this difference
may be apparent in the photon and dilepton spectra observed by the experimentalist. This is in contrast to hadrons
which, due to their extremely short mean free path in the hot dense matter, are unlikely to escape until the system
has cooled and expanded to the low temperature and low density freezeout stage. As a result, quark-gluon plasma
formation during the initial stage of the collision will make its presence evident via hadronic probes only if it alters the
macroscopic features of the system, such as its strangenesscontent or collective flow, in a way which is different from
dense hadronic matterandif these altered features are preserved until the time of freezeout. Thus the electromagnetic
and hadronic probes provide complementary information. Since the real and virtual photon emission rate is greatest in
hot dense matter the electromagnetic probes should carry information mostly about the dynamics (or thermodynamics)
of the initial phase of the collision, while hadronic probescarry information dominantly about the late stage of the
collision.

Originally, Feinberg [4] and Shuryak [5] suggested that thermal emission might be an important process in hadron-
induced and even lepton-induced reactions when a large multiplicity of particles are produced in the final state. In
particular they pointed out that rescattering amongst the produced particles in local thermal equilibrium during the
later stages of the interaction would give rise to real and virtual photon emission. (Bjorken and Weisberg made similar
suggestions at that time about the possible importance of rescattering [6]). Such a mechanism could explain the, at
that time, puzzling excess dilepton yield observed at intermediate dilepton masses,M ≤ 5 GeV/c2 [5]. Feinberg [4]
speculated upon the nature of the hot prematter remaining after the interaction and suggested that it may even be
gluonic matter with embedded quarks. Shuryak [5] went on to assume formation of such a quark-gluon plasma in
order to calculate the emission rates by perturbative QCD methods.

While it remains unknown whether quark-gluon plasma may be produced in hadron-induced reactions, it was sug-
gested shortly afterwards that relativistic collisions ofheavy ions provide conditions likely to result in the production
of quark-gluon plasma. Initially it was suggested that sucha plasma might occur at incident laboratory energies as
low as a few GeV per nucleon [7] due to compression of the colliding nuclei and the resulting high baryon density.
Another estimate based on extrapolations of known properties of NN and NA collisions at energies ofEcm ≥ 30 GeV
suggested that the fragmentation regions of AA collisions were likely to result in quark-gluon plasma formation [8].
Later calculations solving the relativistic hydrodynamicequations indicated that the highest energy densities would
instead occur in the mid-rapidity region with energy densities considered sufficient for QGP formation at incident
energies of around 400 GeV per nucleon [9].

Almost concurrent with the suggestions to use relativisticheavy ions as a means to produce the QGP in the lab-
oratory were suggestions to use dilepton or photon measurements to diagnose whether QGP has been formed. First
estimates considering only the lowest order elementary processes and thermal parton distributions [10,11] concluded
that the thermal dilepton emission rate from the QGP should exceed that from a hadronic gas in the mass region below
theρ [10], and that real and virtual photons should provide accurate information on the temperature of the plasma [11].
A simple counting estimate indicated an expected photon enhancement relative to the number of pions in the case of
QGP formation [12]. First calculations which performed thespace-time integration of the lowest order production
rates by solving the relativistic hydrodynamic equations confirmed [13] that the dilepton yield in the mass region
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below theρ was sensitive to the initial temperature of the QGP and to thecritical temperature. Alternatively, it was
suggested that the ratio of the simultaneously observed photon and dilepton pair yield might provide a signal which
was sensitive to QGP formation while being insensitive to the details of the collision dynamics [14].

While these initial estimates indicated that photons and dileptons should be useful probes to diagnose the presence
of QGP, the rate estimates themselves were suspect since lowest order perturbative calculations had been applied at
energies, or temperatures, similar toΛQCD, the QCD scale factor. The dilepton and photon rate estimates were put on
firmer ground when McLerran and Toimela [15], following the suggestion by Feinberg [4] that the photon and dilepton
rates could be determined from the expectation value of the electromagnetic current correlation function, demonstrated
that for each order the emission rates had an invariant form with thermal structure functions entering in a manner
exactly analogous to the usual structure functions for finding a quark or gluon in a hadron. Also, it was observed
that terms which contribute to the dilepton or photon emission which are problematic at the basic diagram level, are
regularized in the QGP. For example, dilepton emission fromquark-antiquark annihilation is infrared divergent in the
limit of zero mass gluons while in the plasma gluons propagate as plasma oscillations with a plasmon mass which
provides a cutoff to eliminate the divergences for small gluon momenta [15].

Later, using the resummation techniques of Braaten and Pisarski [16,17], Kapusta et al. [18] demonstrated that
the photon emission rates of quark gluon matter and hadronicmatter were very similar. As a consequence, it could
be concluded that while photon emission was notper sea signature of quark gluon matter, detection of the emitted
photons could provide a good measurement of the temperatureof the hot and dense matter.

Recently, the situation has changed again with the demonstration by Aurenche et al. [19] that the contribution
to the photon emission rate from two-loop diagrams are significantly larger than the lowest order contributions of
the Compton (q(q)g → q(q)γ) and annihilation (qq → gγ) processes which were previously thought to dominate
the photon emission rate from the quark matter. The two-loopdiagrams were shown to give a large bremsstrahlung
(qq(g) → qq(g)γ) contribution and a contribution from a previously neglected process ofqq annihilation accompanied
by q(g) rescattering. This annihilation with rescatteringprocess is found to dominate the photon emission rate of the
quark matter at large transverse momenta. Inclusion of these rates in hydrodynamic model calculations of heavy-ion
collisions has recently shown that photon yield from the quark matter may be significantly larger than the photon yield
from the hadronic matter [20]. The direct photons may therefore dominantly carry information about the quark gluon
plasma.

A large body of data on prompt photon emission exists for proton-induced reactions on targets of protons, anti-
protons, and light nuclei [21–35]. The prompt photon measurements have provided important input on gluon structure
functions [36]. It is now possible to perform complete and fully consistent next-to-leading order (NLO) QCD calcula-
tions of the prompt photon cross sections. In general, the prompt photon data can be well described from fixed target
energies up to Tevatron energies [37] which provides an important foundation for the intrepretation of direct photon
production in nucleus-nucleus collisions. In the past, discrepancies with calculation have sometimes been attributed
to effects of intrinsickT smearing arising from higher order contributions such as soft-gluon emissions [33,36,38].
While the evidence for intrinsickT effects remains under debate [39], the observed trend of an underestimated prompt
photon yield at low transverse momentum and low incident energy is suggestive of an intrinsickT effect [37,39]. A
thorough understanding of the source of this discrepancy will be important in the search for thermal direct photons at
low transverse momentum in nucleus-nucleus collisions at the presently available low incident energies.

First attempts to observe direct photon production in ultrarelativistic heavy-ion collisions with oxygen and sulphur
beams found no significant excess [40–43]. The WA80 collaboration [43] provided the most interesting result with apT

dependent upper limit on the direct photon production in S+Au collisions at 200AGeV. This result was subsequently
used by several authors to rule out a simple version of the hadron gas scenario [44–47] and to establish an upper
limit on the initial temperature ofTi = 250 MeV [48]. In this paper, the first observation of direct photons from
ultrarelativistic heavy-ion collisions is reported for central 158A GeV 208Pb+208Pb collisons. The implications of the
result are discussed.

The organization of the paper is as follows: A description ofthe WA98 experimental setup including the event
selection and photon spectrometer are presented in the nextsection. A general description of the WA98 direct photon
analysis method is given in Sec. III. The details of the data analysis including a presentation of the various corrections
and their associated errors for extraction of the inclusivephoton,π0, andη yields is given in Sec. IV. The final inclusive
photon,π0, andη distributions are presented in Sec. V. The direct photon result is also presented in Sec. V and the
results are compared to calculation and discussed. A summary and conclusion is given in Sec. VI.
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II. WA98 EXPERIMENTAL SETUP

The CERN experiment WA98 is a general-purpose apparatus which consists of large acceptance photon and hadron
spectrometers together with several other large acceptance devices which allow to measure various global variables on
an event-by-event basis. The experiment took data with the 158A GeV 208Pb beams from the SPS in 1994, 1995, and
1996. The results presented here were obtained from analysis of the 1995 and 1996 data sets. The layout of the WA98
experiment as it existed during the final WA98 run period in 1996 is shown in Fig. 1.
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FIG. 1. The WA98 experimental setup.

A. Detector Subsytems

Each 158A GeV 208Pb beam particle is qualified in a series of trigger counters located upstream of the target.
The208Pb target is mounted in a thin target wheel at the center of a 20cm diameter spherical thin-walled aluminum
vacuum chamber located within the Plastic Ball detector. The target wheel has 5 target positions, one of which was
empty for non-target background measurements.

The Plastic Ball detector consists of 655 modules which provide energy measurement and particle identification of
charged pions and light particles by∆E − E measurement [49]. The Plastic Ball detector provides particle measure-
ment over the interval−1.7 < η < 1.3. Each module comprises a slow 4 mm thick CaF2 ∆E scintillator followed
by a fast plastic scintillator readout by a common photomultiplier. The signals from the photomultipliers of the two
forward-most rings of Plastic Ball modules, subtending theangular region from30◦ to 50◦, are split and a portion of
the signals are analog summed to provide an online energy signal for trigger purposes. This signal is used to suppress
interactions downstream of the target.

The target vacuum chamber is extended downstream in a30◦ conical vacuum chamber which contains the Silicon
Drift Detector (SDD) and the Silicon Pad Multiplicity Detector (SPMD) [50], each consisting of 300µm thick silicon
wafers. The SDD and SPMD are located 12.5 cm and 30 cm downstream from the target, respectively. These detectors
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provide charged particle multiplicity measurement over the intervals of2.5 < η < 3.75 and 2.3 < η < 3.75,
respectively.

Charged particle momentum measurement and particle identification is accomplished using two tracking spectrom-
eter arms. The momentum measurement is accomplished by magnetic analysis in a large (1.6 m) aperture dipole
magnet called GOLIATH which provides 1.6 Tm bending power. Both tracking spectrometers use straight-line track-
ing outside the magnetic field. Particle identification is obtained using time-of-flight measured with scintillator slat
detectors in each tracking arm. In the normal magnetic field configuration the negative tracks are deflected to the right,
looking downstream, into the first tracking arm. The first tracking arm consists of six planes of multi-step avalanche
chambers [51]. The active area of the first tracking chamber is 1.2 × 0.8 m2 while that of the other five chambers is
1.6 × 1.2 m2. The chambers produce UV photons by means of a photoemissivevapor which are then converted to
visible light via wavelength shifter plates. On exiting thechamber, the visible light is reflected45◦ by thin-foil mirrors
to CCD cameras equipped with two-stages of image intensifiers. Each CCD pixel viewed a chamber area of about
3.1 × 3.1 mm2.

The second tracking arm measures positive-charged tracks in the normal field condition. It consists of four chambers
of 1.6 × 1.2 m2 [52]. The first two chambers are multi-step avalanche chambers similar to those of the first tracking
arm, but with the avalanche signal collected directly on an anode plane with pad readout. In total about 35000 pads
per chamber are read out. The last two tracking chambers consist of streamer tubes read out with 6000 pads each. The
second tracking arm was installed and operated for the 1996 run period only.

The Photon Multiplicity Detector (PMD) [53] is located at a distance of 21.5 m downstream from the target. The
PMD is a large (21 m2) preshower detector consisting of 3.3 radiation lengths oflead used to convert and count
photons. The lead converter is backed by over 50000 scintillator tiles individually wrapped and readout via wavelength
shifter optical fibers coupled in groups to a set of CCD cameras with image intensifiers. The PMD provides a photon
multiplicity measurement over the interval2.8 < η < 4.4.

The WA98 photon spectrometer comprises the LEad-glass photon Detector Array (LEDA), and a charged particle
veto detector. The photon spectrometer is divided into two halves placed above and below the beam plane to benefit
from the charge-sweeping effect of the GOLIATH magnet, and is located at about the same distance as the PMD. It
provides photon energy measurement over the interval2.4 < η < 3.0. The photon spectrometer is described in more
detail below.

Further downstream, at a distance of 24.7 m from the target, the total transverse energy is measured in the MIRAC
calorimeter [54]. The MIRAC is a sampling calorimeter with 180 calorimeter towers readout on two sides with
wavelength shifter plates coupled to photomultipliers. Each tower is segmented longitudinally to provide separate
measurement of the electromagnetic and hadronic energy deposit. A portion of the signal from each photomultiplier
of MIRAC is split off and the analog signal is summed with appropriate weight to form a total transverse energy signal
for trigger purposes. The MIRAC is deployed in a rectangularwall 3.3 m wide by 2.4 m high centered on the beam
axis with a central aperture 61 cm wide by 23 cm high through which the beam passes. A portion of the MIRAC
coverage overlaps with the PMD preshower detector. The MIRAC provides total transverse energy measurement with
varying azimuthal coverage over the interval3.2 < η < 5.4.

Finally, the total energy of the uninteracting beam, or of the residual beam fragments and produced particles emitted
near to zero degrees, is measured in the Zero Degree Calorimeter (ZDC). The ZDC consists of 35 lead/scintillator
sampling calorimeter modules of15 × 15 cm2 cross sectional area each. For each module the scintillatoris read out
from the side with a fast wavelength shifter plate coupled toa photomultiplier with an active base. This allowed stable
operation with intensities up to 1 MHz of the full 33 TeV208Pb beam. The ZDC modules were stacked in an array 7
modules wide by 5 modules high. Since it serves as the WA98 beam stop the ZDC is located in a shielded cave (not
shown in Fig. 1) for radiological protection reasons. The cave is located just behind MIRAC with an entrance aperture
the same size as the aperture through MIRAC.

In order to minimize backgrounds, WA98 has been designed with attention to minimize the amount of material in
the beamline and in the flight paths of the detected particles. Thus, except for trigger detectors in the beamline and
a small air gap in the GOLIATH magnet, the beam is transportedin an evacuated beampipe (not shown in Fig. 1)
from the point of extraction from the SPS through the entire experiment until just before being stopped in the ZDC. A
trapezoidal chamber extends the vacuum beyond the silicon detectors to the entrance of the GOLIATH magnet. It ends
with a1.4 × 1. m2 exit window of 125µm thick mylar suspended by a kevlar mesh of 240µm average thickness. For
the 1995 run period a 2.5 mm thick aluminum ring of 15 mm diameter with a 11 mm diameter hole was attached to the
exit window at the location of the beam exit. The thick mylar and kevlar mesh was removed from the ring aperature
and replaced by a thin mylar foil. While the purpose of the thin foil had been to reduce downstream interactions, the
ring caused significant interactions from the beam halo and so the exit window was replaced with a homogeneous
mesh and mylar foil for the 1996 run period. After a 75 cm air gap, the vacuum continues with a series of 0.5 mm
thick carbon fiber beam tubes. The first beam tube is of 5 cm diameter and 1.44 m length followed by a second tube of
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10 cm diameter and 4.5 m length. A third beam tube continues through the experiment with a 20 cm diameter to the
front of the MIRAC calorimeter where it attaches to a rectangular vacuum pipe which defines the aperture in MIRAC
and terminates the vacuum at the rear of MIRAC just before theentrance to the ZDC.

The PMD, SDD, and tracking spectrometers are not used in the present analysis and will not be discussed further.
Additional details on event selection and on the photon spectrometer are given next.

B. Event Selection

The WA98 trigger detectors comprise a nitrogen gasČerenkov counter [55] to provide a fast start signal (≤ 30 ps
time resolution), beam-halo veto counters, and the MIRAC calorimeter. A clean beam trigger is defined as a signal in
the start counter, located 3.5 m upstream of the target, withno coincident signal in the veto scintillator counter (which
had a 3 mm diameter circular hole and was located 2.7 m upstream of the target), or in beam halo scintillator counters
which covered the region from the veto counter to 25 cm transverse to the beam axis. Beam fragments from upstream
interactions are rejected by use of a high threshold on the start counter signal, set just below the208Pb signal. Short
timescale pileup events are vetoed by an anti-coincidence requirement with a higher threshold start signal, set just
above the208Pb signal. Additional background event rejection is performed offline using the amplitude and timing
information from the trigger detectors. For purposes of background rejection each of the trigger logic signals is copied
multiple times and recorded on TDCs with various delayed starts or delayed stops which allow to inspect the time
period immediately preceeding or following the trigger event. This set of TDCs allows to reject pileup beam particles
or interactions over preceeding or following time ranges of100 ns, 500 ns, or 10µs in the offline analysis.

The MIRAC calorimeter provides an analog total transverse energy sum for centrality selection for online trigger
purposes. The WA98 minimum bias trigger requires a clean beam trigger with a MIRAC transverse energy signal
which exceeds a low threshold. Two additional trigger signals are derived from the MIRAC transverse energy signal
using thresholds set somewhat above and far above the minimum bias threshold. These three MIRAC thresholds define
three non-overlapping event classes which are used to definethe WA98 physics triggers. The thresholds were adjusted
such that the so-called peripheral event class, between thelowest and next-to-lowest thresholds, corresponded to about
20% of the minimum bias event rate and the central event class, above the highest threshold, corresponded to about
10% of the minimum bias event rate. The remaining≈ 70% of the minimum bias cross section between central and
peripheral event classes is referred to as the not-so-central event class. Taken together the three event classes were
equivalent to the minimum bias event class. In normal run operation the central event class triggers were taken without
prescale factor while the peripheral event triggers were typically downscaled by a factor of two and the not-so-central
triggers were usually prescaled by a factor of 32 (after deadtime suppression) for the 1995 run period. For the 1996 run
period the peripheral and not-so-central event classes were typically downscaled by a factor of 4 and 16, respectively.
Downscaled beam triggers and in-spill pedestal triggers were also taken at a low rate as well as various out-of-spill
calibration triggers for monitoring and calibration purposes for the various detectors. In order to obtain absolute cross
section information, all trigger logic signals were counted with scalers before and after deadtime suppression, and
after application of downscale factors. The scalers were recorded between spills.

In order to obtain the maximum data rate for the direct photonmeasurement, WA98 was operated with three different
event types. The event types were distinguished by different groups of detectors with different readout deadtimes,
varying up to about5ms,10 ms, or15 ms for event types one, two, or three, respectively. Event type one included the
trigger detectors, MIRAC, ZDC, Plastic Ball, and the photonspectrometer. Event type two also included the PMD,
SPMD, and SDD. Event type three further included the tracking spectrometers. Zero-suppressed data volumes of
about 50 kbyte/event were produced for central collisions.The experiment operated with a typical beam intensity of
≈ 0.5 MHz 208Pb delivered to target over an effective SPS spill of about 2.5 s during the 14.4 s machine cycle. About
250 events were recorded per spill with a typical deadtime ofabout 80%.

C. Photon Spectrometer

The WA98 photon spectrometer consists of a large area lead-glass detector array, LEDA, supplemented with a
charged particle veto (CPV) detector placed immediately infront of it (see Fig. 1). The spectrometer has an unob-
structed view of the target through the vacuum chamber exit window at the entrance to the GOLIATH magnet. The
photon spectrometer is separated into two nearly symmetrichalves above and below the beam plane in the two regions
of reduced charged particle density which result from the sweeping action of the GOLIATH magnet. The two detector
halves are inclined by an angle of8◦ such that photons near the center of the detector impinge with normal incidence.
The maximum deviation from normal incidence to the detectorsurface is less than9◦ at the detector corners. The
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perpendicular distance to the front surface of the lead-glass is 22.1 m. This distance was chosen to allow the pho-
ton measurement near mid-rapidity while maintaining a maximum local particle hit occupancy below 3%, which is
necessary to insure that overlapping shower effects remainmanageable.

The acceptance of the photon spectrometer forπ0 andη detection, in rapidity and transverse momentum of theπ0

or η, is shown in Fig. 2. The acceptance is calculated for a 750 MeVphoton energy threshold. The acceptance in
part a) is shown for detection of a single photon from the decaying π0. It indicates the phase space region over which
π0’s contribute photons into the acceptance of the spectrometer. The acceptance for simultaneous detection of both
photons from theπ0 andη two-photon decay branch is shown in parts b) and c), respectively. The acceptance covers
the region2.4 < y < 3.0, near mid-rapidity (ycm = 2.9).
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FIG. 2. The acceptance of the WA98 photon spectrometer in parent particle rapidity versus transverse momentum for a) single
photons fromπ0 decay and for photon-pairs from b)π0 decay or c)η decay with a 750 MeV photon energy threshold. The contours
show the fraction of full phi acceptance in steps of factors of two.

1. Lead-Glass Detector

The lead-glass detector comprises 10,080 individual lead-glass modules. Each module is a4 × 4 × 40 cm3 (14.3
radiation lengths) TF1 lead-glass block with photomultiplier readout. The sides of each block are wrapped in an
aluminized mylar reflective foil and sealed in a PVC plastic shrink tube of 0.15 mm wall thickness. Twenty-four
lead-glass modules are epoxied together in an array 6 modules wide by 4 modules high to form a super-module. Each
super-module has its own calibration and gain monitoring system based on a set of 3 LEDs mounted inside a sealed
reflecting front cover dome [56]. Each lead-glass module views the reflected LED light through an aperture on the
front surface, while the LED light is simultaneously monitored by a PIN-photodiode.

All 10,080 lead-glass modules were calibrated with 10 GeV electrons in the X1 beamline in the west area of the
CERN SPS during the period of fall 1993 to spring 1994. The calibration beam was used to determine the GeV
equivalent of the photodiode-normalized LED light viewed by each lead-glass module. The LED system allowed
the calibration to be maintained after the lead-glass was installed in the WA98 experimental area with a new readout
system. The energy and position resolution, and the non-linearity of the lead-glass detector were measured in the
same test beam using electrons of incident energies from 3 GeV to 20 GeV. The measured energy resolution could be
parameterized as [56]
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σ/E = (5.5 ± 0.6)%/
√
E + (0.8 ± 0.2)% (2.1)

and the measured position resolution could be parameterized as

σx = (8.35 ± 0.25) mm/
√
E + (0.15 ± 0.07) mm (2.2)

with energy measured in GeV.
Each lead-glass module is read out by an FEU-84 photomultiplier with individually controlled high voltage. The

high voltage is generated on-base with custom developed [57] Cockcroft-Walton voltage-multiplier type bases. The
bases are controlled using a VME based processor and controllers. The photomultiplier signals are digitized with a
custom-built ADC system [58] which was installed in the fallof 1994. The system features a fast shaping amplifier
with dual gain ranges separated by a factor of 8 in gain. Each gain range is digitized with 10-bits resolution for 13-bits
of effective dynamic range. The ADC system includes an analog memory in which the integrated signal is sampled
and stored at 20 MHz in a ring buffer 16 cells deep. The analog memory provides the latency needed (≈ 400 ns) for
the WA98 trigger decision without the need for cable delay ofthe photomultiplier signals. The readout system also
includes a constant fraction discriminator with TAC for time-of-flight measurement, and overlapping module current
sums for possible trigger purposes, neither of which are used for the present analysis.

After calibration and installation in WA98 with the new readout system, the high voltage of each module was
adjusted to set the full-scale ADC value at 40 GeV, based on the GeV-equivalent of the calibrated LED light. During
the period of datataking, the LED system was pulsed and all lead-glass modules and photodiodes were read out
and recorded between spills at a frequency of a few Hz. These calibration events were used offline to provide time-
dependent gain correction factors for each module. The gaincorrection factors were stored in a database and applied on
a run-by-run basis in the offline analysis. The overall stability of the lead-glass system is indicated in Fig. 3 where the
time-dependent gain correction, averaged over all lead-glass modules, is plotted as a function of time during the 1995
run period. The rms of the distribution of module gains at a given time is indicated by the vertical bars. The smallness
of the rms values throughout the run period demonstrates thestability of the high voltage and readout systems while
the diurnal variation of the average gain factors suggests asensitivity of the photomultiplier gains to the temperature
in the experimental hall. Fig. 3 gives a good indication of the magnitude and importance of the time-dependent gain
corrections which have been applied.
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FIG. 3. The stability of the lead-glass calibration as determined with the LED monitoring system. The time-dependent gain
factor, averaged over all modules, is shown as a function of time for the entire 1995 run period. The vertical size of the points
indicates the rms of the distribution of time-dependent gains of all modules.
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2. Charged Particle Veto Detector

In order to tag and thereby directly deduce the fraction of showers observed in the lead-glass originating from
charged hadron, the photon spectrometer is supplemented bya Charged Particle Veto (CPV) detector which covers
the lead-glass region of acceptance [59]. The two sections of the CPV each consist of 86 Iarocci-type plastic streamer
tubes in a single layer. Each tube is tilted by30◦ to avoid normal particle incidence which would result in a 7%
geometrical inefficiency due to the streamer tube walls. Thestreamer tubes are operated with a gas mixture of 10%
argon, 30% isobutane, and 60% carbon dioxide at atmosphericpressure. A streamer discharge induces a charge signal
on externally mounted pads which have a size of 42 mm× 7 mm. Groups of 16 pads are connected to a charge
sensitive chip which converts a charge signal into a 6 bit ADCvalue. In total 49120 pads and 3070 chips are necessary
to read out the 19 m2 active area of the CPV. The CPV detector is nearly transparent to high energy photons with only
2.0% of incident photons converting and producing detectable signals inside the streamer tubes. The CPV was under
construction at the time of the 1995208Pb run and was fully operational only for the 1996 run period.As a result, the
CPV has been used in the analysis of the 1996 data set only.

By employing magnetic field off data, with straight-line trajectories from the target, the silicon pad multiplicity
detector can be used together with the lead-glass detector to determine the average CPV efficiencyin situ. The SPMD
consists of four quadrants each divided into 1012 pads with 46 azimuthal divisions and 22 radial divisions. Each pad
has roughly equal size in∆η × ∆φ of about0.065× 2◦. The efficiency for detecting a charged particle in the SPMD
was measured in a test beam to be better than99%.

III. DATA ANALYSIS METHOD

In this section we discuss the WA98 direct photon analysis method. An overview of the method is presented followed
by a discussion of the details of the photon identification criteria and the photon andπ0 efficiency determination.
These are the main sources of systematical error in the present direct photon analysis. Next, the method to determine
the charged particle contamination in the photon yield is discussed. Then the calculation of the photon background
expected from radiative decays of long-lived resonances isdescribed. Finally, the extraction of the direct photon excess
is discussed.

A. Direct Photon Analysis Overview

Due to the high photon multiplicity in central Pb+Pb collisions, and the limited photon spectrometer acceptance, it is
not feasible to identify isolated single direct photons on an event-by-event basis. Instead, in the direct photon analysis
presented here, the transverse momentum distribution of direct photons is determined on a statistical basis. In brief,
the direct photon excess is extracted from the difference between the measured inclusive photon yield and the photon
yield predicted from a calculation of the radiative decays of long-lived resonances. Among such decay photons, the
π0 andη comprise the largest source, contributing roughly 97% of the photon yield according to the expected relative
abundances of produced particles (see Fig. 28). Therefore,in order to maximize the sensitivity of the measurement to
a direct photon excess, it is imperative to accurately determine theπ0 andη yield.

In the WA98 measurement, theπ0 andη yield are determined via their two-photon decay branch for exactly the same
event sample for which the inclusive photon yield is measured. This eliminates all systematical error sources related to
absolute cross section normalization or centrality selection. In fact, this analysis method allows to determine the decay
background correctly even if data sets with very different centralities or run conditions were combined arbitrarily
since the averaged decay photon distribution would follow directly from the averagedπ0 andη distributions. Thus, for
example, contributions from background sources such as a secondary target will not produce an apparent photon excess
in this analysis, as long as their contribution to theπ0 andη yield can be extracted from the two-photon invariant mass
peaks. Such background sources would distort the extractedπ0 andη transverse momentum distributions, but this
distortion would also be reflected in the inclusive photon distribution. Similarly, a distortion of the photon momentum
distribution due to a calibration error or non-linearity ofthe detector response would be reflected in the momentum
(and mass) distribution of the reconstructedπ0’s andη’s. This means that the sensitivity of the direct photon search to
detector calibration or non-linearity errors is reduced inthis analysis. Furthermore, the momentum dependence of the
π0 invariant mass peak provides anin situ means to verify and quantify the accuracy of the detector calibration.

A major source of systematical error in the present analysisis the determination of the photon detection efficiency.
Roughly speaking, since the photon detection efficiency enters quadratically in the efficiency correction of theπ0

yield extracted via its two-photon decay, but only linearlyin the photon yield correction, an error in the photon
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detection efficiency directly modifies the apparent photon excess. Thus a major emphasis of the present analysis is
to demonstrate an accurate determination of the identification efficiencies and associated systematical errors. This is
accomplished by applying different photon identification criteria having very different efficiencies and sensitivities to
backgrounds, and verifying that the final corrected resultsare consistent in all cases.

Another source of error may be due to mis-identified non-photon backgrounds. Since the number of charged hadrons
exceeds the number of photons by about a factor of three at large transverse momenta, they pose a large potential
background of apparent excess photons if mis-identified as photons. Fortunately, high energy hadrons deposit only
a small fraction of their incident energy in the lead-glass detector (its 40 cm length is about one interaction length).
As a result, showers with large energy deposit, or large apparent transverse momentum, are predominantly photons
with a hadron contamination of only about10%. Since hadronic showers typically have large transverse dimension
the hadron shower contamination can be further reduced by a factor of 2-3 by excluding showers with large width.
Since the magnetic field alters the distribution and apparent transverse momenta of the charged hadrons while leaving
the neutral particle distributions unchanged, a comparison of the extracted neutral shower result for magnetic field on
and field off provides a consistency check of the charged hadron rejection. The Charged Particle Veto detector is used
to determine the charged hadron contribution to the photon spectrum.

Another source of apparent photons is neutrons and anti-neutrons. This contribution is estimated by simulation only.
Its contribution can similarly be reduced by excluding showers with large width. Consistency in the final result with
different shower identification criteria and run conditions provides confirmation that the background contributions are
properly eliminated.

B. Particle Identification and Yield Determination

The most critical requirement of the direct photon search isan accurate determination of the inclusive photon andπ0

yields. In general, the accuracy of the yield determinationis verified by using different identification criteria with large
differences in efficiency and background sensitivity, and demonstrating consistent final results. Theπ0 yield is largely
insensitive to background particles since theπ0’s are self-identified by their mass peak in the two-photon invariant
mass spectrum. The effect of background particles is mainlyto increase the combinatorial background in the invariant
mass spectrum which makes the problem of extraction of the peak content more difficult. On the other hand, charged
hadrons and neutrons are significant backgrounds to the photon yield determination. In the present analysis, the
Charged Particle Veto detector is used to identify charged hadron showers and remove the charged hadron contribution
from the photon spectrum. At the same time, care must be takennot to remove converted photons from the photon or
π0 data.

The photon yield extraction involves the following steps:

Γ-1. The photon identification criteria are applied to the reconstructed showers and a photon candidatepT spectrum
is accumulated.

Γ-2. The normalized target-out background photon candidatepT spectrum is subtracted, if necessary.

Γ-3. The CPV detector is used to determine the charged hadron contamination included in the photon candidate
spectrum. The charged shower contribution is subtracted from the photon candidate distribution to produce the
uncorrected neutral showerpT spectrum.

Γ-4. The neutral shower spectrum is corrected for photon conversions and for the reconstruction efficiency.

Γ-5. The neutron and anti-neutron contamination, based on simulation, is removed to produce the raw photonpT

spectrum, within the lead-glass detector acceptance.

Γ-6. The raw photon spectrum is corrected for the geometricalacceptance to produce the final photonpT spectrum.

Theπ0 (or η) yield extraction involves the following steps:

Π-1. The photon identification criteria are applied to the reconstructed showers to produce a list of photon candidates
for each event.

Π-2. The invariant mass of each photon pair within an event is calculated and sorted into invariant mass histograms
according to thepT of the photon pair. An invariant mass histogram is accumulated for eachpT bin to be used
in the finalπ0 pT spectrum.
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Π-3. The photons are simultaneously used to construct artificial mixed events of similar multiplicity for each central-
ity class. The mixed events are analyzed in exactly the same manner as the real events to produce background
invariant mass spectra as a function ofpT .

Π-4. The final mixed event invariant mass spectra are normalized and subtracted from the the final real event invariant
mass spectra to remove the combinatorial background from the real event spectra.

Π-5. The normalized target-out final invariant mass spectra are subtracted from the final invariant mass spectra, if
necessary.

Π-6. The final invariant mass spectra are analyzed to extract the content in theπ0 (or η) peak at eachpT . The result
is the uncorrectedπ0 pT spectrum.

Π-7. Theπ0 pT spectrum is corrected for theπ0 reconstruction efficiency and losses due to photon conversions to
produce the rawπ0 pT spectrum within the lead-glass detector acceptance.

Π-8. The rawπ0 spectrum is corrected for the geometrical acceptance and photon energy threshold to produce the
final π0 pT spectrum.

For both the photon andπ0 analysis, the shower reconstruction itself involves the following steps [60]: First, all
lead-glass detector modules with energy deposit are analyzed and contiguous modules are associated together as a
cluster. The list of clusters is then analyzed to determine the number of local maxima in each cluster. Clusters with a
single maximum are treated as single showers. Clusters withmultiple maxima are assumed to result from overlapping
showers, with one shower per maximum. The energy deposit in each module in the cluster is partitioned to the
overlapping showers according to the distance of the modulefrom the shower maxima, assuming all showers to have
electromagnetic radial shower profiles. The individual showers are then analyzed to calculate the total shower energy,
position, and spatial dispersion (width) [60]. The shower positions are calculated with a logarithmic weighting of the
energy deposit [61] and are projected to the front surface ofthe lead-glass detector, correcting for the shower depth
and the non-projective geometry. The distance from the shower position to the nearest hit in the CPV is also extracted.
All of this information is recorded on Data Summary Tapes (DSTs) as an intermediate analysis step.

After application of the minimum energy threshold of 750 MeVused in the analysis and acceptance calculations, the
showers are subject to various sets of further identification criteria. The different criteria result in varying non-photon
background contaminations and photon (π0) identification efficiencies, which must then be determined. In order to
avoid shower distortions near the detector edges, or around“dead” detector modules, an edge cut is applied to require
that the reconstructed shower position lies beyond a specified distance from the detector edges or dead modules. A
distance cut of two module widths from the detector edge and 1.5 modules widths from the center of a dead module
was used.

In the present analysis, the photon selection has been made with the following shower identification criteria:

S1. Use all reconstructed showers.

S2. Use only narrow showers which have a dispersion (width) which is less than a specified value.

S3. Use only showers which have no associated CPV hit.

S4. Use narrow showers satisfying the dispersion cut with noCPV hit.

The first condition will have the highest photon identification efficiency but largest non-photon background contribu-
tion, while the last condition will have the lowest efficiency but lowest background contributions. For the extraction
of the photon yield, the criteria S1 and S2 are not entirely independent from the criteria S3 and S4 since the CPV
detector is used in the first case also to determine the charged hadron contamination. The distinction is mainly in the
manner in which the data is processed and in how the corrections are applied. In particular, with criteria S3 and S4 the
neutral shower distribution is acquired directly, but mustbe corrected for photons which were rejected due to random
associated hits in the CPV, or due to photon conversions, while for criteria S1 and S2 the charged shower distributions
are extracted using the CPV and corrected for random associated hits and conversions and then the corrected charged
shower contribution is removed from the total shower distribution to obtain the neutral shower distribution. For the
π0 yield extraction the CPV is not used at all when criteria S1 orS2 are used with the result that no corrections for
random CPV hits are needed and smaller conversion corrections are required. Criteria S2 and S4 make use of the fact
that the transverse size of hadronic showers, with large energy deposit, is significantly greater than that of electromag-
netic showers in the lead-glass calorimeter. The cut on the shower dispersion is chosen to accept more than99% of
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the isolated photon showers while rejecting hadron showersby a factor of 2-3. However, the shower dispersion cut is
more likely to lose electromagnetic showers in the case of shower overlap.

For additional consistency checks, the data has also been analyzed with the shower energy threshold increased from
750 MeV to 1.5 GeV, with the outer edge module cut increased tothree module widths, and with a photon energy
asymmetry cut applied in theπ0 analysis.

C. Particle Reconstruction Efficiency

The large particle multiplicities in central Pb+Pb collisions result in module occupancies in the WA98 lead-glass
detector of up to20%, which poses a special problem for the direct photon search.These large occupancies result
in overlapping showers in which photons may be lost, mis-identified, or significantly altered in position or energy.
This results in a significant dependence of the photon andπ0 identification efficiency on the centrality of the collision.
Furthermore, the position and energy resolution, and even the energy scale, will be centrality dependent due to the
effect of shower overlap. For an accurate direct photon search it is imperative to accurately determine and account for
these effects. For the present analysis this has been accomplished by the method of randomly inserting test showers
into real events and studying how they are altered and the efficiency with which they are recovered. This procedure
has been used to determine theγ, π0, andη reconstruction efficiency.

For this reconstruction procedure the WA98 experiment geometry was implemented in GEANT [62] with the
GEANT tracking parameters for LEDA adjusted to reproduce test beam measurements of the LEDA response to
electrons. The generation and transport ofČerenkov photons in GEANT was parameterized and this parameterized
Čerenkov response was used in the full WA98 GEANT simulationdue to the prohibitive CPU-time consumption of
the full Čerenkov tracking in GEANT. Singleπ0’s (η’s) were simulated with a uniform distribution in transverse mo-
mentum and pseudo-rapidity over the LEDA acceptance and thedecay photons were tracked through GEANT. The
simulated LEDA response was recorded to create a library of photon test showers in the form of digitized LEDA
signals. Only simulatedπ0’s with both decay photons in the nominal LEDA acceptance were recorded. The recon-
struction efficiency was then extracted with the procedure illustrated in Fig. 4. First the raw data were calibrated
and the event was characterized by the trigger detectors andother detectors of WA98. Then three passes were made
through the LEDA event analysis software. In the first pass, the calibrated LEDA data was analyzed to perform the
clustering and shower characterization as described above. The position, energy, shower dispersion, and distance to
nearest hit in the CPV were saved for all identified showers together with the calibrated information from the other
WA98 detectors. Next, aπ0 event was read from the shower library and inserted into an empty LEDA raw event.
Simulated signals in dead modules were eliminated and the event was then analyzed as a real event. The shower
information reconstructed from the simulated showers in the empty LEDA was recorded together with the primaryπ0

and photon information prior to the GEANT response. Finally, the real LEDA event was overlaid with the simulated
LEDA event and the signals were summed. Then the superimposed event was analyzed. In this step the position,
energy, shower dispersion, and distance to nearest hit in the CPV were saved only for all new showers which were not
in the list of showers found in the original raw event. Also, all showers of the original event found to be missing from
the reanalyzed overlap event were marked as lost. All of thisinformation was stored for each event in a single pass
through the WA98 raw data and recoded on the Data Summary Tapes. Thereafter the data analysis was performed
from the DSTs since they could easily be analyzed multiple times, or simultaneously, with different shower selection
criteria.

In order to determine the photon reconstruction efficiency it is necessary to determine which shower in the overlap
event corresponds to the simulated photon incident on the LEDA. In the first step, the empty LEDA GEANT shower
information is analyzed to determine the reconstructed position of the highest energy shower in the vicinity of the
incident GEANT photon. The overlap event is then analyzed tofind the shower nearest to that position. If that
shower has less than twice the energy1 of the shower in the empty LEDA event it is taken as the reconstructed photon.
Otherwise the photon is considered to be lost. After the associated shower is identified, it is tested to determine whether
it passes the photon energy threshold requirement and whether it passes the detector edge cut. Also, if its position falls
on the location of a so-called “bad” module with questionable gain, as described below, it is eliminated. Finally, it is
tested against the various shower identification criteria S1-S4 described above.

1The factor of two change in energy criterion determines who “eats” whom when showers overlap and is necessary to avoid double
counting.
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The efficiency corrections are made as a function of the measured transverse momenta. The photon reconstruction
efficiency can be constructed as a two-dimensional responsematrix which transforms the transverse momentum of the
incident photon into the transverse momentum of the reconstructed test shower, if it passes all identification criteria
(the reconstructed transverse momentum is set to zero if thecriteria are not satisfied). This two-dimensional efficiency
matrix must then be inverted and applied to the measured transverse momentum distribution to obtain the final effi-
ciency corrected result [63]. Alternatively, the efficiency can be applied as an iterative one-dimensional correction.
In this case, one-dimensional histograms are accumulated of the incident transverse momentum and reconstructed
transverse momentum with each entry weighted according to the final transverse momentum spectrum and rapidity
distribution. The reconstruction efficiency is given as theratio of reconstructed to input distributions. This one-
dimensional efficiency determination must be iterated until the weighted input distribution matches the final measured
distribution.

I. Calibrated
 Raw Event

II. GEANT
  Particle

III. GEANT
+ Raw Event

          Analyze Event:
Clustering, shower finding...

                Shower Selection:
Apply energy, position, identification cuts

γγ Mixed EventM

Photons Non−Photons

π  ,η 0

Background Calculation

Background Photons

Record

FIG. 4. An outline of the analysis procedure using the methodof GEANT shower overlap used for the photon andπ0 efficiency
determination. The intermediate results are recorded to DSTs after the event analysis step. The shower selection and further analysis
is performed on the DSTs.

Theπ0 reconstruction efficiency is similarly obtained by requiring that the showers from both of the decay photons
simultaneously pass the photon identification criteria. The π0 mass and transverse momentum is then calculated
from the momenta of the two reconstructed photon showers. Itis then required that the reconstructed mass fall
within theπ0 peak mass integration region, and it may be additionally required that the photons pass an asymmetry
(α = |E1 − E2|/|E1 + E2|) cut on their reconstructed energies. Theπ0 reconstruction efficiency is applied as a
one-dimensional function of the transverse momentum. As inthe photon case, the correction is determined from the
ratio of reconstructed to input transverse momentum distributions. The inputπ0 transverse momentum and rapidity
weights must be adjusted by iteration until the assumed input transverse momentum distribution is the same as the
final corrected distribution.

It should be noted that while these correction factors have been referred to as efficiency corrections, they might more
properly be termed response corrections. They include essentially all detector effects other than the nominal detector
acceptance. Specifically, they include the effects of detector edge cuts, dead and bad modules, energy resolution, and
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distortions or loss due to shower overlap, as well as the efficiency to satisfy the specified identification criteria. In
particular, the correction for smearing due to overlap and energy resolution can result in efficiency correction factors
which exceed unity.

D. Background Calculation and Direct Photon Excess

As described above, the direct photon excess is obtained from the difference between the measured inclusive pho-
ton yield and the background photon yield expected from radiative decays of long-lived final state hadrons. The
background photon yield in the WA98 LEDA acceptance is calculated by a Monte Carlo simulation of radiative de-
cays of hadrons. The most important input to this calculation is the measured WA98π0 yield, which is extracted from
the same data sample used to obtain the inclusive photon yield (see Fig. 4). Photons fromπ0 decay account for about
80 − 90% of the total expected background from radiative decays. It is important to note that the background photon
yield attributed toπ0 decay includes both directly producedπ0’s, as well as those from hadronic decays withπ0’s in
their final state. Thus, photons resulting from the3π0 decay branch of theη are taken into account via the measured
π0 yield. On the other hand, the lifetime of theK0

L is sufficiently long that few of the3π0 weak decays occur in
front of the LEDA detector and therefore there is little contribution to theπ0 yield, and hence little contribution to the
background photon yield. However, the weak decay of theK0

S to 2π0 is a special case. TheK0
S lifetime is such that a

substantial fraction of the decays are distributed over thedistance between the target and the LEDA detector. As with
theK0

L contribution, those decays which occur beyond the LEDA distance do not contribute to theπ0 or background
photon yield. On the other hand, photons from aπ0 produced in aK0

S decay will have correctly measured energies
but will be assumed to be produced at the target location and therefore will have an incorrect opening angle. This
will result in a reconstructedπ0 invariant mass which is incorrect. WhileK0

S decays which occur close to the target
will have a reconstructedπ0 mass which falls into theπ0 identification window, and so its decay photon contribution
will be included via the measuredπ0 yield, some fraction of theK0

S decays will occur sufficiently far from the target
that theirπ0 decays will not be properly identified. Only this portion of theK0

S decay photon contribution must be
included in the calculated photon background.

The2γ decay of theη is the second most important contribution to the photon decay background after theπ0 contri-
bution. Together theπ0 andη photon decays constitute approximately97% of the expected radiative decay background
(see Fig. 28). Compared to theπ0 yield measurement theη measurement is more difficult due to the smaller produc-
tion rate, the smaller2γ decay branching ratio, and the resulting smaller signal to combinatorial background ratio in
the2γ invariant mass distribution. In the present analysis, theη yield is measured with modest statistical accuracy
over a limited transverse momentum range due to these difficulties. In order to extrapolate the measuredη transverse
momentum distribution into unmeasured regions it is assumed that theη yield obeysmT -scaling. This is the phe-
nomenological observation [64] that the differential invariant cross sections, plotted as a function of the transverse
massmT =

√

m2
0 + p2

T , for the various hadrons,h, have the same form,f(mT ), with a normalization factor,Ch,
which can vary but is found to be the same for many species:

E
d3σh

dp3
= Ch · f(mT ). (3.1)

Quite different theoretical explanations [65–67] can account for this observation. For various proton and pion-induced
reactions at similar incident energies [68–75] it is observed that theη yield obeysmT -scaling to good accuracy [76].
A scaling factor relative toπ0 production ofRη/π0 = Cη/Cπ0 = 0.55 is obtained for the case of proton-induced
reactions [76,77]. Similarly, theη yield is found to be consistent withmT -scaling in minimum bias sulphur-induced
reactions [77] at 200A GeV incident energy.

Collective transverse flow will affect the spectrum of produced particles according to their mass with the result
thatmT -scaling might be violated in collisions of very heavy ions.Evidence for collective transverse flow has been
observed at the SPS for central208Pb+208Pb collisions with estimated average transverse flow velocities as large
asβT ≈ 0.5 [78–80]. For a particle of massm and transverse momentumpT the effectivemT inverse slope, or
temperatureTeff , will be modified as [81]

Teff =

√

1 − β2
T

1 − βT

√

1 +m2/p2
T

T (3.2)

whereβT is the average transverse flow velocity andT is the thermal temperature. While the modification of the
transverse mass spectrum is seen to decrease with increasing pT , the effect can be significant. As an example, a
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transverse flow ofβT = 0.5 would increaseTeff for theη by about4% at pT = 2 GeV/c which would result in an
increase of about50% in theη yield atpT = 2 GeV/c.

It has been suggested that if chiral symmetry restoration occurs in the hot dense system formed in relativistic heavy
ion collisions, then the masses of theη andη′ mesons might decrease with an associated increase in their production
rates [82,83]. These initial estimates suggested that theη andη′ yields might be increased by as much as a factor of
3 and 10, respectively. Once produced, theη andη′ are expected to interact relatively little in the dense matter with
the result that they would survive to the final state to decay with their vacuum masses and contribute significantly
to the decay background to produce excess photons and dileptons [82]. On the other hand, more recent calculations
within the context of the non-linear sigma model suggest that the temperature dependence of theη andη′ masses and
mixing are negligible [84]. In view of these significant uncertainties in the extrapolation of theη yield from proton-
induced reactions to central208Pb+208Pb collisions it is important to measure theη yield directly for central collisions
to provide experimental constraints on its possible contribution to the background photon yield.

Besides theπ0 andη, other hadrons with radiative decays which may contribute to the background photon yield are
listed in Table I [85]. The production rates of these other hadrons are not measured in this experiment. As for theη,
their production has been assumed to followmT -scaling with the samemT spectrum as the measuredπ0 spectrum
and with relative normalizationsRX/π0 (equivalent to the asymptotic ratio aspT → ∞) given in Table I. Within
experimental errors the ratioRX/π0(pT → ∞) ≈ 1 independent of incident energy for theρ andω [64,73,75,86] and
for theη′ [86]. For theK0

S a ratio ofRK0

S
/π0 ≈ 0.4 [87–89] is observed for proton-induced reactions with indications

for an increased ratio for nucleus-induced reactions [89,90].
Of the other radiative decays listed in Table I only theη′ andω are expected to contribute more than one percent of

the background photons (see Fig. 28). Theη′ is notable in that it might be significantly enhanced due to the mechanism
discussed above. While theη′ production rate is not determined in the present measurement, it can be constrained by
theη measurement due to its65.5% branching ratio toππη.

To summarize, the background photon yield in the acceptanceof the WA98 lead-glass detector is calculated by
a Monte Carlo simulation of radiative decays of all hadrons listed in Table I. The various hadrons are assumed to
have the same transverse mass spectrum as the measured WA98π0 transverse mass spectrum for each event class.
The yields of the other hadrons relative to theπ0 yield are given by themT -scaling factors listed in Table I. The
one exception is theη scaling factor for central208Pb+208Pb collisions where the measuredη mT -scaling factor is
used. The Monte Carlo program uses the JETSET 7.3 routines [91] to implement the hadron decays with proper
branching ratios and decay distributions. The hadrons are assumed to have a Gaussian rapidity distribution centered
on mid-rapidityy = 2.9 with a width ofσy = 1.3 according to measurements for208Pb+208Pb collisions [92].

TABLE I. Dominant radiative decays which contribute to the inclusive photon background.RX/π0(pT → ∞) is the assumed
asymptotic ratio of yield of hadron X relative toπ0’s, or equivalently themT -scaling factor.σ(X)/σ(π0) is the ratio of integrated
yields which would be obtained for an exponential spectrum in mT with a slope of 200 MeV/c2 and the assumedRX/π0 values.
It is only an indication of the ratio of integrated yields since the actual value will depend on the measuredπ0 mT spectrum. The
listed decays and branching ratios are taken from Ref. [85].

State Mass RX/π0(pT → ∞) σ(X)/σ(π0) Decay Branch Branching Ratio
π0 134.98 γγ 98.798%

e+e−γ 1.198%
η 547.3 0.55 (0.486) 0.08 γγ 39.21%

π+π−γ 4.77%
e+e−γ 4.9·10−3

π0γγ 7.1·10−4

µ+µ−γ 3.1·10−4

ρ0 770.0 1.0 0.05 π+π−γ 9.9·10−3

π0γ 7.9·10−4

ω 781.9 1.0 0.05 π0γ 8.5%
ηγ 6.5·10−4

η′ 957.8 1.0 0.02 ργ 30.2%
ωγ 3.01%
γγ 2.11%

K0
S 497.7 0.4 0.07 (π0π0) (31.39%)

Σ0 1192.6 1.0 0.007 Λγ 100.%
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IV. DATA ANALYSIS DETAILS

In this section, detailed results are presented for the extraction of theγ, π0, andη yield and their error estimates, as
required for the direct photon analysis. First, a description of the data sample selection is presented. This is followed
by a discussion of the analysis involving the Charged Particle Veto detector. The CPV is used to determine the charged
particle contamination in the photon shower sample. Next follows a description of the details of the extraction of
the inclusive photon transverse momentum distributions, including a discussion of the background contributions from
charged particles and neutrons, and losses due to photon conversions. The photon identification efficiency for the
various methods is discussed together with a summary of the estimated systematical error on the inclusive photon
measurement. Next, theπ0 yield extraction is described. This includes a discussion of the yield extraction method,
efficiencies, backgrounds, and systematical error. Finally, theη yield extraction is described. The final results and the
extraction of the direct photon excess are described in the following section.

A. Data Selection

The present analysis has been performed using the event samples summarized in Table II. The data have been
taken over six week run periods in 1995 and in 1996 with the 158A GeV 208Pb beam of the SPS on208Pb targets of
495 and 239 mg/cm2, respectively. During both run periods most data were takenwith the GOLIATH magnet on, as
required for the WA98 tracking spectrometer measurements.The minimum bias cross sections for the various data
sets, after subtraction of the target out backgrounds, are given in Table II. Because of the change in the apparent
transverse momenta of the charged particles due to the deflection in the magnetic field, the apparent transverse energy
measured in MIRAC is increased with magnet on compared to theactual transverse energy. With the fixed low
transverse energy trigger threshold, this resulted in larger minimum bias cross sections for the magnet on data sets.
During the 1995 datataking period the vacuum exit window at the entrance to the GOLIATH magnet produced a
significant background of downstream interactions which satisfied the minimum bias transverse energy threshold.
These downstream interactions were eliminated by requiring an interaction at the target location by the requirement of
a hit in the Plastic Ball in the angular region from30◦ to 50◦ using the Plastic Ball trigger (described in Sec. II A) in
coincidence with the minimum bias trigger. For the 1996 run period, the vacuum exit window was changed resulting in
fewer downstream interactions. As a result, the Plastic Ball trigger was not required in the online trigger which resulted
in less biased minimum bias cross sections. The rms variations of the minimum bias cross sections determined on a
run-by-run basis are also given in Table II. The measured variation gives an indication of the uncertainty in the
measured absolute cross sections due to normalization and background corrections. The background corrections were
obtained from special empty target runs with no target in thetarget location. Due to the lower event rates, and resulting
low deadtime and lack of need to be downscaled, the empty target data was taken with similar number of integrated
beam triggers as obtained for the Pb data. Specifically, the 1995 and 1996 empty target data corresponded to a factor
of 2.3 and 1.4 fewer beam triggers than the 1995 and 1996 Pb target data, respectively.

TABLE II. Summary of the event selection used for the presentanalysis. The table shows the WA98 158A GeV 208Pb+208Pb
minimum bias cross sections for the 1995 and 1996 run periodsunder conditions of magnetic field on and field off. The rms of
the minimum bias cross section extracted run by run is indicated in parenthesis. The central event class is defined by those events
falling above a high cut on the measured transverse energy where the cut is chosen to give a cross section of 635 mb above thecut.
Similarly, the peripheral event class is defined by those events falling below a low transverse energy cut where the cut ischosen to
give a total cross section of 4910 mb above the cut. The numberof peripheral and central events used under each condition for the
present analysis are listed.

Run Period 208Pb Target Minimum Bias Peripheral Collisions Central Collisions
Thickness (mg/cm2) σminbias (mb) NEvents NEvents

1995 Field On 495. 6192. (56.) 2694528 2879652
1995 Field Off 495. 5971. (30.) 159291 213170
1996 Field On 239. 6451. (53.) 1203407 2937565
1996 Field Off 239. 6202. (58.) 222917 650521
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The direct photon analysis has been performed for event selections corresponding approximately to the20% most
peripheral and10% most central portions of the minimum bias cross sections. These event classes are defined by cuts
on the total transverse energy, measured in MIRAC, as calculated in the offline analysis. The selections correspond
closely to the online trigger event classes described in Sec. II B. More precisely, the transverse energy cut which defines
the central event sample was chosen to correspond to a most central cross section of 635 mb, or impact parameters less
than about 4.5 fm, for all data sets. Similarly, the transverse energy cut which defines the peripheral event sample was
chosen to correspond to a cross section of 4910 mb above the transverse energy cut, or to a peripheral event sample
with impact parameters greater than about 12.5 fm. Due to thevariation of the minimum bias cross section for the
different data sets analyzed (see Table II), the meaning of the peripheral event class (for example, as reflected in the
particle multiplicity) depended on the data sample. These event class definitions are shown in Fig. 5 for the 1995
magnet on data set where the multiplicity of showers in the lead-glass fiducial region with energy above 750 MeV is
plotted versus the total transverse energy. The projections onto each axis are also shown. Similar transverse energy
cuts are used for the event class definitions for both the 1995and 1996 data sets. However, quite different cuts are
used for the magnet on and magnet off data sets due to the change in the apparent transverse energy scale noted above.
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FIG. 5. The correlation between the number of showers observed in the lead-glass detector and the measured transverse energy
for 158A GeV 208Pb+208Pb collisions for a sample of the 1995 magnet on data. Part b) shows the projection onto the transverse
energy axis with the shaded regions indicating the peripheral and central event class selections used for the present analysis.
The distribution is uncorrected for the empty target contribution which is shown by the dashed histogram with arbitraryrelative
normalization. Part c) shows the projection onto the lead-glass multiplicity axis for the selected events.

We note that while the central event samples in the four data sets should be very similar in terms of the impact
parameter range selection and particle multiplicity, the peripheral event samples of the different data sets are likely to
be more variable. This is due to the rapid variation of the overlap geometry in the peripheral region and the variations
in the minimum bias cross section and background corrections for the four data sets noted above.

In the offline analysis the various trigger signals are checked to remove events with inconsistent trigger information
and to remove events with another beam particle within 100 nsor another interaction within about 300 ns of the
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triggered event. These trigger cuts discard about10% of the events. For the 1996 data set the Plastic Ball trigger
was not required in the online trigger or used in the offline analysis for the final data sample. However, events which
did not satisfy the Plastic Ball trigger requirement were used in the offline analysis to investigate the downstream
interaction contributions in more detail. Since the downstream interactions are on light materials, such as air, mylar,
and aluminum (A < 30) and have underestimated emission angles, they produce small measured transverse energies
with the result that their contamination is almost entirelyin the peripheral event sample (see Fig. 5). The peripheral
data sample for the 1996 data set was smaller than that for the1995 data set due to the factor of two larger prescale
factor used in the 1996 peripheral trigger.

In addition to a selection of the data sample based on triggercleanup cuts, the lead-glass shower data was analyzed
in a preliminary scan of the data and modules with questionable gain were eliminated for the subsequent analysis.
This selection was made by accumulating the shower energy spectrum for each individual module where the shower
centroid was within that module. The results were compared to the average dependence across the detector surface.
Modules whose spectrum deviated from the average behavior,with rather strict criteria, were flagged as bad. In the
actual data analysis, showers with positions within a module which was flagged as bad were eliminated. As a result of
the rejected bad modules and the modules eliminated around the edges of the detector and dead modules, the effective
LEDA acceptance was reduced by about 40%.

B. Charged Particle Veto

The Charged Particle Veto detector provides essential information for the photon analysis. It allows charged showers
in LEDA to be identified and associated with charged hadrons or photon conversions (see step G3 of Sec. III B). When
the photon selection is made without invoking the CPV directly in the shower identification criteria (criteria S1 and
S2 of Sec. III B) then the CPV is used to accumulate the transverse momentum spectrum of charged LEDA showers.
This spectrum is corrected for thepT -independent CPV efficiency and then subtracted from the total LEDA shower
transverse momentum spectrum to obtain the neutral shower transverse momentum spectrum. The charge/neutral ratio
is extracted and fitted as a function of the transverse momentum and used to calculate a correction factor applied to
the total shower spectrum to obtain the neutral shower spectrum. The neutral shower spectrum is then corrected for
neutrons and anti-neutrons, and for conversions to obtain the raw photon spectrum.
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FIG. 6. The distribution of distances,RV eto, to the nearest CPV hit from a shower particle in the lead-glass for peripheral events.
In part a) the distribution for real events is shown by the solid circles. The distribution for randomly vetoed hits is shown by the
open circles. The random veto distribution is obtained using test GEANT showers inserted into real events. The true vetoradius
distribution after subtraction of the random veto distribution is shown in part b).

18



Alternatively, the CPV can be used directly in the shower selection criteria to choose non-charged photon candidates
(criteria S3 and S4 of Sec. III B). However, because the CPV detector was fully installed and operated for the 1996 run
period only, it was not possible to perform the analysis withthe CPV in this way for the 1995 data sample. Instead it
was necessary to extract the charge/neutral correction from the 1996 data sample and apply this correction to the 1995
data. Therefore it was important to verify the consistency of the two methods in which the CPV information was used.

In the shower analysis procedure described in Sec. III C, each shower in the list of individual localized showers
in LEDA is compared with the list of hits in the CPV and the distance between the LEDA shower position and the
nearest CPV hit position is recorded. An example of this distance distribution is shown in Fig. 6a) for showers in
peripheral collisions with transverse momenta1 < pT < 1.1 GeV/c. The distribution shows a clear peak at small veto
distance with a long tail extending to large veto radii. The long tail results from random associations between showers
in LEDA and hits in the CPV. The veto radius distribution of these random associations is also shown in Fig. 6a). This
distribution is extracted from the veto distance distribution obtained for the GEANT test photons introduced into the
LEDA event, as described in Sec. III C. Since these test showers have no correlated hit in the CPV their veto distance
distribution is strictly random. The random hit distribution is normalized to the distribution for real LEDA showers
at large veto distance and subtracted from the distributionfor real showers to obtain the distance distribution of real
charged showers shown in Fig. 6b). While the random veto contribution is quite small for peripheral collisions, the
detector occupancies are much greater in central collisions with the result that there is a much higher probability for
a CPV hit to be randomly associated with a shower in LEDA. Thisis shown in Fig. 7 where the same veto distance
distributions are shown for central collisions. In this case the correction for the random CPV hits is essential.
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Based on these distributions, showers with a CPV hit within adistance cut of 8 cm are tagged as charged showers.
For the analysis methods S1 and S2, in which the CPV is used to extract a charged/neutral correction factor, the charged
shower yield is extracted for eachpT bin as the random subtracted yield in the veto peak within the8 cm distance cut.
The result is the charged showerpT distribution which is then used to obtain the charged/neutral shower correction
factor as a function ofpT . The charged/neutral shower ratio as a function of the shower energy is shown in Fig. 8 for
peripheral collisions using a 8 cm distance cut. The peak in the spectrum at about 550 MeV is due to non-showering
hadrons which pass through the lead-glass and deposit similar energy bydE/dx only. A minimum shower energy
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threshold of 750 MeV has been applied in the present analysisto eliminate this minimum-ionizing particle, or MIP,
peak from the photon candidates. It is seen that the charged hadron background differs for the magnet on and magnet
off run conditions.
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FIG. 8. The ratio of charged to neutral clusters identified inthe lead-glass detector for peripheral collisions with magnet on or
magnet off run conditions as a function of the total energy ofthe cluster in the low transverse momentum region. The solidcurve
shows the ratio for clusters identified as charged hits by a coincident hit in the CPV within a distance ofRV eto = 8 cm of the
cluster. The peak at 550 MeV from non-showering minimum ionizing particles is clearly seen in the distributions. A minimum
energy threshold of 750 MeV is used in the present analysis.

For the analysis methods S3 and S4 charged hadrons are rejected directly from photon candidate showers by an
associated CPV hit within the 8 cm distance cut. In this case there is no charged/neutral correction necessary to the
photon candidate spectrum. On the other hand, the loss of photon showers due to random vetos and conversions is
treated as an efficiency loss which is then taken into accountat a later step in the efficiency correction (see Sec. IV C 3).

The charged shower identification must be corrected for the efficiency of the Charged Particle Veto. As mentioned in
Sec. II C 2, the CPV efficiency has been determinedin situusing LEDA and the Silicon Pad Multiplicity Detector. The
analysis is performed using magnet off data to allow straight line tracking between the SPMD and LEDA. Peripheral
collisions are used to keep the detector occupancies low in order to minimize random hit associations. Hits in the
SPMD are projected to the LEDA detector surface and associated with a hit in LEDA if they fall within the SPMD
projected pad area. If a hit is found within LEDA the distancefrom the LEDA shower to the nearest hit in the
CPV is extracted. The raw CPV efficiency,ǫ0CPV , obtained as the ratio of the number of CPV hits found to the
number of SPMD-LEDA coincidence tracks, is shown in Fig. 9 asa function of the distance between the LEDA
shower and the CPV hit. It is seen to increase rapidly up to a veto distance of about 15 cm and then increase very
slowly for larger distances. This slow rise at large distances is due to random coincidences with hits in the CPV
which artificially increase the apparent efficiency. The random CPV hit efficiency,ǫRCPV , also shown in Fig. 9,
is extracted by an event mixing technique in which the CPV data are taken from a different peripheral event than
the one used for the SPMD-LEDA track. The CPV efficiency is corrected for such random CPV associations as
ǫCPV = (ǫ0CPV − ǫRCPV )/(1− ǫRCPV ). In addition, due to the SPMD inefficiency or interactions, there can be random
coincidences between the SPMD and LEDA, for which a hit in theCPV would not be expected, which decrease the
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apparent CPV efficiency. The shape of the SPMD-LEDA random coincidence distribution is also shown in Fig. 9. A
small additional correction is applied toǫCPV to account for this effect.
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FIG. 9. The efficiency of the charged particle veto as a function of veto radius. The results are obtained from magnetic field
off peripheral data. The dashed curve shows the probabilitythat a hit in the CPV is found within a distanceRV eto of a charged
hit in the lead-glass. The lead-glass hit has been tagged as charged by a coincident hit in the SPMD within distanceRV eto. The
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The dot-dashed curve shows the random veto efficiency of the SPMD. The solid curve shows the final CPV efficiency result.

As shown in Fig. 9, an asymptotic corrected CPV efficiency ofǫCPV = 87% is obtained for veto distance cuts
greater than about 17 cm. It will be noted that this distance is considerably larger than indicated by the width of the
veto distance distributions shown in Figs. 6 and 7. This difference is due to the fact that the CPV efficiency analysis
uses all charged hits in the SPMD. Therefore it is dominated by charged hadrons which deposit very little energy in
LEDA either due to poorly developed hadronic showers, or dueto energy deposit bydE/dx only. These low energy
showers have very poor position determination in LEDA. Thiseffect is also evident by the observation that the width
of the LEDA-CPV correlation (see Figs. 6 and 7) increases at very low transverse momentum. As a result the RV eto

distance cut is increased for low transverse momenta to insure that the asymptotic CPV efficiency is attained. The
CPV efficiency is assumed to be 87% independent of transversemomentum.

During datataking, CPV readout errors occurred with apparently random frequency which resulted in loss of por-
tions of the CPV data in the event. These errors were not excluded in the present analysis and account for most of
the extracted CPV inefficiency. Since the readout errors resulted in loss of trailer information in the CPV data packets
it was possible to identify such readout errors and determine the CPV efficiency for a data sample without readout
errors. An intrinsic detector efficiency of better than 98% was obtained [59]. It was also possible to verify that the
readout error rate did not vary with detector occupancy or with time during the run period. The readout errors occurred
relatively frequently but affected only a small portion of the CPV data of an event when they did occur. Therefore
rejection of all events in which a CPV readout error occurredwould have resulted in an unacceptable reduction of the
data sample.
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C. Photon Analysis

The method to extract the inclusive photon transverse momentum spectra are described in Sec. III B. In summary, the
procedure is to remove the charged hadron contamination from the photon candidates or candidate spectrum, remove
the neutron and anti-neutron contamination, correct for photon conversions, then correct for the photon identification
efficiency, and finally to correct for the detector acceptance. The details of this procedure are described in this section.

1. Charged Particle Contamination and Conversions

The CPV detector is used to select charged showers. The charged shower transverse momentum distribution is
constructed from the random corrected yield in the veto peakfor eachpT bin, as discussed in Sec. IV B (see Figs. 6
and 7). The random corrected charged showerpT distribution is then corrected for the CPV efficiency to obtain
the total charged shower distribution. This corrected charged shower distribution includes both charged hadrons and
photon conversions. Next, the corrected charged showerpT distribution is subtracted from the total shower distribution
to obtain the raw neutral showerpT spectrum. The neutral shower spectrum is depleted uniformly as a result of photon
conversions and must be corrected by a factor1/(1−PC) wherePC is the photon conversion probability. The amount
of conversion material between LEDA and the target was the same for both the 1995 and 1996 run periods. The air plus
vacuum exit window contributed 5.4% to the conversion probability and the CPV material before the active volume
of the CPV contributed an additional 2.0% to the conversion probability. Finally, the 1995 and 1996 target (half)
thicknesses contributed an additional 3.0% and 1.45%, respectively. Thus the total photon conversion probability for
the 1996 run period during which the CPV was in operation wasPC = 8.6%.
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FIG. 10. The measured ratio of charged to neutral showers in the lead-glass detector for peripheral (open circles) and central
(solid circles) 158A GeV 208Pb+208Pb collisions as a function of the transverse momentum of thecluster. The results are shown
for all clusters for a) magnet on and b) magnet off. The data have been corrected for photon conversions and the CPV efficiency.
The lines are fitted curves.
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FIG. 11. The measured ratio of charged to neutral showers in the lead-glass detector for peripheral (open circles) and central
(solid circles) 158A GeV 208Pb+208Pb collisions as a function of the transverse momentum of thecluster. The results are shown
for clusters which pass a photon-like dispersion cut for a) magnet on and b) magnet off. The data have been corrected for photon
conversions and the CPV efficiency. The lines are fitted curves.

The neutral shower spectrum, after correction for conversions, is subtracted from the total shower spectrum to
obtain the final charged hadron shower spectrum. By this procedure the amount of contamination of the selected
showers due to charged hadrons is determined for each showeridentification criterion and for the magnet on and
magnet off run conditions. The extracted ratio of charged/neutral showers under the condition to use all showers (S1)
is shown in Fig. 10 for central and peripheral collisions andfor magnet on and magnet off. The charged hadrons
are seen to constitute about 20% of all showers at lowpT decreasing to about 5% at the highestpT . When the
shower dispersion cut is applied in the shower selection criterion (S2) the hadron contamination is reduced to about
5% nearly independent ofpT as seen in Fig. 11. For comparison, simulation results are also shown for the case
of magnet off. The simulation was performed using full VENUS4.12 [93] events calculated for central208Pb+208Pb
collisions. All particles incident on LEDA were tracked with GEANT [62] with full tracking of the produceďCerenkov
photons, which is the dominant component of the shower observed in the lead-glass. The results shown were obtained
using the GCALOR hadronic shower package for hadrons [94]. Reasonably good agreement with measurement is
observed. In addition, the GEANT calculations were performed using the GHEISHA and FLUKA hadronic shower
packages. The GHEISHA results were in better agreement withmeasurement while the FLUKA results overpredicted
the observed charged/neutral ratio with the GCALOR result intermediate between the other two results. The proper
description of hadronic showers in the lead-glass is an especially severe test of the hadronic shower packages. Since
only that component of the shower which producesČerenkov light which reaches the photomultiplier contributes to
the observed signal, the lead-glass response to hadrons is sensitive to details of the hadronic shower composition.
For the charged/neutral corrections the measured results have been used. In contrast, the corrections for neutrons and
anti-neutrons discussed below are, by necessity, based solely on the contributions calculated using GEANT.

The measured charged/neutral ratio spectra,(c/n), are fitted (as seen in Figs. 10 and 11) to remove statistical
fluctuations and to extrapolate to highpT . The lowestpT bins are not used in the present analysis due to the sharply
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increasing rise in the hadron contamination.2 The fitted result provides the neutral/total shower ratio1/(1 + c/n)
which is then used as a multiplicative factor to extract the neutral shower spectrum from the total shower spectrum.
This charged hadron correction procedure was necessary forthe analysis of the 1995 data set since there was no CPV
measurement to extract the charged hadron contamination information. It also allowed to use the full 1996 data sample
including periods when the CPV was not fully operational. Itshould be noted that the 1995 and 1996 run conditions
and analysis procedures were the same, and so the amount of charged hadron contamination extracted from the 1996
data sample should be the same for the 1995 data sample. A minor difference between the two data samples is the
thicker target used for the 1995 run period which resulted inan additional 1.55% conversion probability. For the
magnet off data sample this is expected to have no effect since essentially all converted photons are identified as single
showers, which means that the total shower spectrum is unchanged. Therefore the charged/neutral shower correction
factor is the same nearly independent of the amount of conversions. For the magnet on run conditions thee+e− pair
produced at the target will separate in the magnetic field andthe total shower spectrum will depend on the amount of
photon conversions. Therefore a small correction (≈ 1%) for this effect has been applied to the charge/neutral ratio
when used for the 1995 magnet on data. Based on the results shown in these figures, a conservative 30% uncertainty
has been assumed for the charged/neutral ratio for the photon analysis.
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2Note that while results will be shown to lowpT for various intermediate analysis steps, the final results will be presented only
for the regionpT > 0.5 GeV/c due to various systematical error sources which increase at lowpT .

24



The raw neutral shower multiplicity per event as a function of transverse momentum, uncorrected for neutrons,
efficiency, or acceptance, are shown in Fig. 12. The results are shown for central and peripheral collisions for the sum
of 1995 and 1996 data samples. The measured distributions extend over more than 6 orders of magnitude and extend
to about 3 and 4 GeV/c for peripheral and central collisions,respectively. A flattening of the distribution is observed in
going from peripheral to central collisions. Also shown is the distribution obtained for events satisfying the peripheral
trigger condition for runs with no target. No events from empty target runs satisfy the central event trigger condition
(see Fig. 5). The empty target data is seen to have a neutral shower multiplicity which is similar to the peripheral
208Pb+208Pb case but to fall more steeply with transverse momentum. The similarity is not surprising since the trigger
selection on the transverse energy for peripheral Pb collisions will select events with a similar number of nucleon-
nucleon collisions as for an empty target interaction. The no-target interactions most likely occur on light materials
of the target wheel and vacuum system (aluminum or carbon). The steeper falling empty target spectrum results from
the fact that many of those interactions occur on downstreammaterials and therefore have underestimated angles and
correspondingly smaller apparent transverse momenta. Since the spectral shapes differ, the peripheral spectrum should
be corrected for the effect of the empty target contribution. The true peripheral spectrum,STrue

Per , should be obtained
from the raw peripheral spectrum,SPer, and empty target spectrumSEmpty as

STrue
Per = SPer + f · (SPer − SEmpty), (4.1)

where f is the fraction of empty target events to true Pb target events in the peripheral data sample. Based on the live-
beam scalers, downscale factors, and number of peripheral triggers a value off = 0.098 is obtained for the results
shown in Fig. 12 where the empty target results are obtained with the same trigger cleanup cuts as used for the Pb
data. On the other hand, as will be discussed in regard to theπ0 result in Sec. IV D below, there are reasons to believe
that the target out contribution to the peripheral data may be larger than indicated by the properly normalized empty
target data. With the requirement of a coincident hit in the forward region of the Plastic Ball detector (see Sec. IV A)
as for the 1995 data sample, the properly normalized fraction of empty target events in the peripheral data sample is
only f = 0.01.

2. Neutron and Anti-neutron Corrections

The neutral shower spectra must be corrected for neutron andanti-neutron contributions to obtain the raw photon
spectrum. For this correction it is necessary to rely entirely on results from simulation. The incident neutron and
anti-neutron flux into the LEDA acceptance has been estimated using VENUS. In Fig. 13a) the VENUS predictions of
the number of particles per decay photon are shown as a function of their incident transverse momentum for neutrons,
anti-neutrons, andπ+. In the region of greatest interest at highpT , the neutron flux is seen to exceed theπ+ flux by
roughly an order of magnitude. Even the incident anti-neutron flux is similar to theπ+ flux at largepT . Fortunately,
as for the charged hadrons, the neutrons and anti-neutrons deposit only a small portion of their incident energy in the
lead-glass detector which results in a much reduced apparent transverse momentum.

The response of the lead-glass detector to the neutrons and anti-neutrons, and to photons was simulated with GEANT
with full tracking of the produceďCerenkov photons. The resulting ratio of neutron+anti-neutron (n + n) to total
neutral(n+ n+ γ) showers as a function of their apparent transverse momentumis shown in Fig. 13b). The(n+ n)
contamination is seen to be significantly reduced in comparison to the incident flux due to the small energy deposit.
The contamination is dominated by the neutron contribution. Results are shown with and without application of the
shower dispersion cut. It is seen that the requirement of a narrow photon-like dispersion significantly reduces the
(n+ n) contamination from about 5% to 1-2%.

The results shown have been calculated using the GCALOR hadronic shower package [94] of GEANT. Calcu-
lations were also performed using the GHEISHA and FLUKA hadronic shower packages. GHEISHA predicted
(n + n)/neutral ratios which were nearly a factor of two lower than the FLUKA predictions while the GCALOR
result was about 1-2% in value below the FLUKA result for the case of all showers. With the narrow shower con-
dition applied GCALOR and FLUKA gave consistent results. While no hadronic shower package has been clearly
demonstrated to be superior [95], we have chosen to use the GCALOR results, since GCALOR, as well as FLUKA, is
considered to be more reliable for neutron transport.

The proton spectrum predicted by VENUS for central208Pb+208Pb is considerably flatter than the measured spec-
trum reported by NA49 [96]. This would suggest that VENUS also overpredicts the neutron and anti-neutron yield
at high transverse momentum, which would suggest a smaller contamination. On the other hand, VENUS also over-
predicts theπ0 and hence inclusive photon yield at highpT [97]. The open points in Fig. 13a) show an experimental
estimate of the neutron/γ ratio based on the NA49 proton measurement and the present WA98 photon measurement.
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The NA49 proton transverse mass distribution (measured over the interval0. < mT −mp < 0.3 GeV/c2 [96]) has
been fitted to an exponential with the integral yield normalized to the predicted VENUS neutron multiplicity. It is seen
that the neutron/γ ratio estimated from the experimental results is quite similar to that predicted by VENUS, even in
the region extrapolated beyond the NA49 measurement. Moreover, after GEANT response the final(n + n)/neutral
ratio is very similar to the VENUS result over the entirepT region. In view of the uncertainties inherent in com-
paring different experimental results with different event selections, especially for peripheral collisions, the VENUS
predictions have been used for the neutron and anti-neutroncorrections. Due to these uncertainties, and especially
those uncertainties associated with the simulation of the neutron response, a 50% uncertainty has been assumed for
then+ n contribution to the photon result.
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FIG. 13. In part a) the ratio of neutrons (solid line), anti-neutrons (dashed line), andπ+ (dotted line) to photons into the LEDA
acceptance is shown as a function of the transverse momentum. The results are predictions of the VENUS 4.12 event generator
for central 158A GeV 208Pb+208Pb collisions. The open points are described in the text. In part b) the ratio of neutrons plus
anti-neutrons to neutral (n + n + γ) is shown after the effects of the lead-glass detector response calculated with GEANT. Results
are shown after application of shower identification criteria of using all showers (solid circles) or narrow showers (open circles).
The curves are fit results.

The(n+ n)/neutral ratio is fitted (as shown in Fig. 13b)) and the uncorrected neutral spectra (see Fig. 12) are then
corrected by the factorγ/neutral= 1 − (n + n)/(n + n+ γ)) to obtain the raw photon spectrum. The anti-neutrons
comprise about one third of the total neutral correction. The result is the raw inclusive photon spectra which must then
be corrected for the photon reconstruction efficiency and acceptance.

3. Reconstruction Efficiency

As described in Sec. III C, the photon reconstruction efficiency is extracted by the method of inserting GEANT
photon test showers into real events and determining how thetest showers are modified or lost. The efficiency is
extracted as the ratio of the transverse momentum spectrum of found photons divided by the transverse spectrum
of input photons. The input photon and its associated found photon are weighted such that the input distribution
reproduces the measured transverse momentum distributionfor each event class. The input weights are taken according
to the raw photon distribution (see Fig. 12) for the initial efficiency result and the weights and resulting efficiency are
iterated until the input distribution agrees with the final result.
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FIG. 14. The photon identification efficiency including effects of resolution, shower overlap, and excluded lead-glassmodules as
a function of transverse momentum for a) peripheral and b) central 158A GeV 208Pb+208Pb collisions. The efficiencies are shown
for several shower identification methods using the 1996 magnetic field on data. The efficiency is shown for the following criteria:
all showers (solid circles), showers satisfying a dispersion cut (solid squares), all showers within a further restricted acceptance
(solid triangles), all showers with no associated hit in theCPV (inverted solid triangles), and all showers satisfyinga dispersion cut
with no associated hit in the CPV (open circles). An example of the fitted parameterization of the efficiency is shown by thedashed
curve in part b) for the criterion of using all showers.

The final photon identification efficiency results are shown in Fig. 14 for peripheral and central collisions in parts
a) and b), respectively. The results are shown for the various photon idenification criteria (see Sec. III B): All showers
(S1); Narrow showers surviving a shower dispersion cut (S2); All showers within an increased edge cut (detector
edge dead region increased from 2 modules to 3 modules); All showers with no associated CPV hit (S3); and Narrow
showers with no associated CPV hit (S4). As previously discussed, what is called identification efficiency should more
properly be called a response correction. It includes acceptance losses resulting from the fiducial cuts to define the
useable detector region as well as dead or bad modules eliminated from the analysis. The acceptance is calculated for
the full geometrical area of the lead-glass detector while the identification efficiency corrects for modules removed
from the acceptance in the analysis. The efficiency correction also includes resolution corrections which can increase
the apparent efficiency to values greater than one.

For peripheral reactions it is seen that the photon identification efficiency is only about 60% independent of trans-
verse momentum. This reflects the loss of acceptance due to such eliminated modules. The efficiency is seen to be
slightly smaller with the increased edge cut reflecting the decreased fiducial region. Otherwise, the photon efficiency
is nearly independent of the identification method for peripheral collisions. This indicates that few photons are lost by
these identification criteria or by shower overlap effects.

In contrast, for central collisions a large difference in photon identification efficiency is obtained for the different
identification criteria. For the case of using all recoveredshowers the efficiency is seen to rise strongly with transverse
momentum. This is understood as a result of the increase in the shower energy, and hence its transverse momentum,
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as a result of absorbing the energy of underlying showers which have been overlapped. Due to the steeply exponential
transverse momentum distribution of the photons (see Fig. 12) there is a large feeddown of showers from lowpT to
highpT when the shower energy is increased due to overlap. When the shower dispersion cut is applied this rise in the
efficiency is dramatically reduced, indicating that many overlapping showers are eliminated because they are found to
be too broad to be single photons (recall that the clusteringalgorithm separates obvious shower overlap clusters with
multiple maxima into multiple clusters with single maxima). The photon identification efficiency is reduced further
when it is required that there be no associated hit in the CPV detector. This reduction is due to the elimination of
photon showers which overlap with charged hadrons which would otherwise appear as a single photon shower. As
discussed previously (see Secs. III B and IV B), all photon identification methods use the CPV information to eliminate
the charged hadron contamination. The difference between methods S1, S2 and methods S3, S4 is mostly a matter
of procedure. In methods S3 and S4 in which the CPV is used directly to reject charged showers no charged hadron
correction of the photon candidate spectrum is necessary. On the other hand, as seen in Fig. 14 the photon losses due
to random overlap with charged hits are greater, resulting in a reduced photon identification efficiency.

The photon identification efficiencies are fitted (see Fig. 14) to remove fluctuations3 and the fitted efficiency correc-
tions are applied to the raw photon spectra to obtain the finalphoton transverse momentum distributions which need
only be corrected for the LEDA acceptance. The identification efficiencies obtained by iteration were compared to effi-
ciencies obtained by the two-dimensional unfolding methodIII C . The systematical error on the photon identification
efficiency is estimated to be 2%.

4. Systematical error

The systematical errors relevant for the direct photon analysis which contribute solely to the extraction of the inclu-
sive photon yield are listed in Table III at two representative transverse momenta. The errors are estimated for the case
of photons identified with the narrow shower criterion (S2).The 30% uncertainty in the charged/neutral measurement
discussed in regard to Figs. 10 and 11 leads to the listedpT dependent uncertainty in the photon yield due to the
charged particle background correction. Based on a comparison of the magnetic field on and field off results, and a
comparison with and without the CPV requirement, a 0.5% uncertainty on the photon conversion probability has been
assumed. The assumed 50% uncertainty on the neutron and anti-neutron contribution discussed in regard to Fig. 13
results in the listedpT dependent uncertainty in the photon yield. Finally a 2.0% uncertainty in the photon identifica-
tion efficiency has been assumed. The systematical errors are added in quadrature to give the total systematical error
on the photon yield measurement listed in Table III. Other sources of systematical error, such as the energy calibration
and non-target backgrounds, which also affect theπ0 yield extraction will be discussed in Sec V D.

The total systematical error on the photon yield measurement can be investigated by comparison of the inclusive
photon results obtained with the different photon identification criteria. In particular, it was shown above that the
charged and neutron backgrounds are reduced by about a factor of two when the shower dispersion cut is applied.
Also, the photon identification efficiencies are observed tovary by a factor of 2-3 for central collisions depending
on the identification criterion (see Fig. 14). The results ofsuch a comparison are shown in Fig. 15 for peripheral
and central collisions where the photon transverse momentum spectra obtained with the various photon identification
criteria are divided by the photon spectrum obtained using the criterion of all showers. Since the corrections are largest
for the condition of using all showers, it is the method expected to have the largest systematical error, with errors which
should be larger than those which have been estimated for thenarrow shower condition. ThepT dependent upper and
lower systematical errors on the photon yield measurement are indicated by the horizontal lines. In general, to the
extent allowed by the statistical uncertainties, one may conclude that the various results are consistent within the
systematical error estimates.

3Note: The fluctuations for different identification methodsare correlated since the efficiencies are extracted from thesame
simulated shower sample for all methods
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FIG. 15. The ratio of the efficiency-corrected inclusive photon yield for various methods compared to the method of usingall
showers (NAll

γ ) is shown as a function of transverse momentum. The results are shown for a) peripheral and b) central 158A GeV
208Pb+208Pb collisions for the 1996 magnet on data set. The error bars indicate statistical errors only. The deviation from unity,
beyond statistical error, is indicative of the systematical error attributed to the photon identification method. The horizontal lines
indicate the estimated systematical error on the photon yield determination.

D. π0 Analysis

The method to extract theπ0 transverse momentum spectra is described in Sec. III B. In summary, the procedure is
to calculate the two-gamma invariant mass spectrum for eachpT bin and extract the yield in theπ0 peak. This is done
using the various photon identification criteria and run conditions and the final results are checked for consistency.
While charged hadron and neutron contamination in the selected photon showers will not directly contribute to theπ0

peak and yield, they will contribute excess photon pairs in the combinatorial background which must be subtracted to
obtain the yield in the peak. The large combinatorial background in themγγ invariant mass distribution, especially
for central collisions, poses a special difficulty for theπ0 analysis. After the rawπ0 yield is extracted it is corrected
for theπ0 identification efficiency, and finally for the lead-glass detector acceptance. The details of this procedure are
described in this section.

1. π0 Yield Extraction

The two-photon invariant mass distributions for peripheral 208Pb+208Pb collisions are shown in part a) of Figs. 16
and 17 for photon pair transverse momenta in the range of0.5 < pT < 0.6 GeV/c and1.5 < pT < 1.6 GeV/c,
respectively. The distributions are obtained using all showers which pass the 750 MeV energy threshold. While it is
evident that theπ0 peak content can easily be extracted at highpT , it is seen that the peak sits on top of a rather large
and broad background with a complicated shape for the case oflow pair pT . This combinatorial background arises
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as a result of “random” combinations of photons within the detector acceptance where the pair of photons did not
originate from the same radiative decay (e.g. differentπ0’s) and hence the two photons have little or no correlation.
Although correlations between the photon pairs could exist, such as from a residualπ0π0 Bose-Einstein correlation, or
from a multi-π0 decay final state, or from collective flow, it is expected thatthe shape of the photon pair combinatorial
background depends mainly on the photon spectrum and on the detector acceptance. To accurately determine its shape
without resort to a complicated fit procedure, an event-mixing technique has been used in which all photons of an event
are paired with all photons of the next analyzed event withinthe same centrality selection. This procedure removes
all resonance pair correlations but leaves some of the higher order correlations which might also exist in the real-pair
background distribution. No attempt was made to impose cutson the mixed event shower pairs to implement the effect
of merging showers. This has the result that the mixed eventsare not expected to accurately reproduce the very low
mass region of the real event mass spectra.
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FIG. 16. The two-photon invariant mass distribution for peripheral events in theπ0 mass region with pair transverse momentum
0.5 < pT < 0.6 GeV/c. Results are shown for the 1996 magnet on data sample. Part a) shows the invariant mass distribution for all
shower pairs for real events (solid histogram) and mixed events (filled histogram). Part b) shows the ratio of real and mixed event
mass distributions. Part c) shows the real invariant mass distribution after subtracting the normalized mixed event distribution. The
normalized target out background contribution is shown by the open circles in part c).

The mixed eventmγγ invariant mass distributions are shown as the shaded histograms in part a) of Figs. 16 and 17.
The ratios of the real to mixed invariant mass distributionsare shown in part b). The ratios have been normalized to
unity in the region outside of theπ0 mass interval. For peripheral collisions the normalization has been calculated as
the ratio of integrated yields in the mass intervals50 − 60 and200 − 430 MeV/c2. The normalization extracted in
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this way was then fit to a smooth function ofpT to determine the final mixed event background normalization. The
normalized background subtracted results are shown in partc). The mixed event distribution is seen to provide a good
description of the combinatorial background outside theπ0 mass region. However, a low-mass tail on theπ0 peak is
observed at the lowestpT (see Fig. 16c). Such a tail can result fromπ0’s produced downstream from the target, such
as fromK0

S decays (see Sec. III D) or from background interactions on downstream materials. This will be further
discussed below.
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FIG. 17. The two-photon invariant mass distribution for peripheral events in theπ0 mass region with pair transverse momentum
1.5 < pT < 1.6 GeV/c. Results are shown for the 1995 magnet on data sample. Part a) shows the invariant mass distribution for all
shower pairs for real events (solid histogram) and mixed events (filled histogram). Part b) shows the ratio of real and mixed event
mass distributions. Part c) shows the real invariant mass distribution after subtracting the normalized mixed event distribution.

Themγγ invariant mass distributions for central208Pb+208Pb collisions are shown in part a) of Figs. 18 and 19 for
photon pair transverse momenta in the range of0.5 < pT < 0.6 GeV/c and1.5 < pT < 1.6 GeV/c, respectively.
Due to the much higher photon multiplicity in central events(see Fig.5) the combinatorial backgrounds are much
greater. As a result it is seen that theπ0 peak is hardly visible at lowpT . In the same way as for peripheral events,
the combinatorial background has been calculated using mixed events and normalized to the real event invariant mass
distribution using the mass intervals70 − 95 and220 − 430 MeV/c2 with the normalizations fitted to a smoothpT

dependence. The real/mixed event invariant mass distribution ratios are shown in part b) and the final normalized
background subtracted invariant mass distributions are shown in part c). As for the case of peripheral collisions, the
event mixed background is seen to provide a good reproduction of the combinatorial background in the region around
theπ0 peak.

31



0

5000

10000

x 103

0.99

1

1.01

0

50000

0 50 100 150 200 250 300 350 400 450 500

158 A GeV 208Pb +208Pb
Central

0.5 < pT < 0.6 GeV/c

a)

b)

c)

mγγ (MeV/c2)

Y
ie

ld
R

ea
l /

 M
ix

ed
R

ea
l -

 M
ix

ed

FIG. 18. The two-photon invariant mass distribution for central events in theπ0 mass region with pair transverse momentum
0.5 < pT < 0.6 GeV/c. Results are shown for the 1995 magnet on data sample. Part a) shows the invariant mass distribution for all
shower pairs for real events (solid histogram) and mixed events (filled histogram). Part b) shows the ratio of real and mixed event
mass distributions. Part c) shows the real invariant mass distribution after subtracting the normalized mixed event distribution.

Several features of the results for central collisions are notable in comparison to the results for peripheral collisions.
First, it is observed that theπ0 peak is broader and shifted to higher mass as compared to the case for peripheral
collisions. This is due to the effects of shower overlap and the modification of the energy and position of the original
shower. Secondly, theπ0 peak is seen to exhibit a long non-gaussian tail to high mass which is also attributed to shower
overlap effects. And finally, the low mass tail on theπ0 peak at lowpT is not present. The mixed event invariant mass
normalization regions were chosen differently for centralcollisions due to these last two observations. In addition,the
invariant mass distribution is observed to show structure in the very low mass region below about 50 MeV/c2. This
structure is attributed to several effects, such as splitting of overlapping showers and the above-mentioned details of
the treatment of the mixed events for nearby showers. It doesnot affect the analysis presented here and will not be
discussed further.

Theπ0 transverse momentum spectra are obtained by integration ofthe yield in theπ0 peak region of the combi-
natorial background subtractedmγγ invariant mass distributions for eachpT bin. The integration regions used were
110 < mγγ < 170 MeV/c2 for peripheral collisions and110 < mγγ < 200 MeV/c2 for central collisions. The wider
integration region used for central collisions is due to thepreviously discussed high mass tail on theπ0 peak which
results from overlap effects. The uncorrected transverse momentum distributions are shown in Fig. 20 for peripheral
and central collisions. The results are obtained using the full 1995 and 1996 magnet on data sample with the narrow
shower identification criterion (S2) (see Sec. III B). The distributions are observed to extend over about four orders of
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magnitude with similarpT coverage but lower statistical accuracy as compared to the inclusive photon result shown
in Fig. 12. The distributions are observed to be cut off at lowpT at around 0.5 GeV/c due to the acceptance limit (see
Fig. 2) imposed by the 750 MeV shower energy threshold.
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FIG. 19. The two-photon invariant mass distribution for central events in theπ0 mass region with pair transverse momentum
1.5 < pT < 1.6 GeV/c. Results are shown for the 1995 magnet on data sample. Part a) shows the invariant mass distribution for all
shower pairs for real events (solid histogram) and mixed events (filled histogram). Part b) shows the ratio of real and mixed event
mass distributions. Part c) shows the real invariant mass distribution after subtracting the normalized mixed event distribution.

As noted in the discussion of the inclusive photon result, noempty target events satisfy the central collision trigger
requirement with the result that no background correctionsto the photon andπ0 spectra are necessary for central
collisions. On the other hand, as discussed with regard to Fig. 16, themγγ invariant mass distributions for low
pT peripheral events show a low mass tail which suggests a contribution of π0’s produced downstream of the target
location. In principal, this can be verified by comparison tothemγγ distribution obtained for runs taken with no target.
However, when the empty target events are analyzed with the trigger requirement of a hit in the forward region of the
Plastic Ball detector to eliminate downstream interactions, as used for analysis of the peripheral events, no significant
peak is observed in the empty targetmγγ distribution. On the other hand, when the Plastic Ball hit condition is
removed, a small low mass peak is observed in the empty targetmγγ distribution, as shown by the open symbols in
Fig. 16c. With the same Plastic Ball condition as used for thePb target the empty target contribution is reduced by a
factor of more than five (see the discussion of Fig. 12). Even with the Plastic Ball condition removed, the empty target
yield, appropriately normalized according to the relativenumber of live beam triggers, is about a factor of three lower
than the observed low mass yield with the Pb target.
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FIG. 20. The uncorrectedπ0 multiplicity as a function of the transverse momentum for peripheral (open circles) and central
(solid circles) 158A GeV 208Pb+208Pb collisions. The results are for the full magnet on data sample. Narrow showers with energy
above 750 MeV have been used in the invariant mass calculation. The data have not been corrected for efficiency or acceptance.
These spectra are used as the first iteration in the iterativeefficiency correction.

The results shown in Fig. 16 are for the 1996 magnet on data sample. A slightly larger low mass contribution with a
more distinctive peak at aroundmγγ ≈ 100 MeV/c2 is observed for the 1995 data sample. As for the 1996 data, there
is no such contribution seen for central collisions or for high pT peripheral collisions (the 1995 results are shown in
Figs.17,18,19). The additional 1995 low mass contributionis attributed to downstream interactions on an aluminum
ring on the vacuum exit window which was removed for the 1996 run period (see Sec. II A). For the 1995 run period
the Plastic Ball hit requirement was implemented directly in the online trigger. With this condition, as for the 1996
run, no significant low mass contribution was observed in the1995 empty target data. The explanation for these
observations is that the Plastic Ball condition was in fact effective to remove downstream interactions when there was
no target in place. However, when the target was in place,δ-electrons produced in the target could be detected in the
Plastic Ball and satisfy the Plastic Ball trigger requirement. This meant that more downstream interactions could be
accepted with target in place than without target. Nevertheless, even with the Plastic Ball trigger requirement removed,
the empty target result is about a factor of three below the observed low mass excess, as noted above. This observation
is not understood.

For the direct photon analysis the effect of the empty targetcontribution has been studied under two extreme as-
sumptions. In the first case it has been ignored completely, while in the second case the result without the Plastic Ball
condition has been renormalized to be as large as possible consistent with the result for the Pb target. That is, the
empty target result was increased to remove as much as possible of the low mass excess in themγγ distribution at
low pT . While these two assumptions will give different photon andπ0 pT distributions, it might be expected that the
direct photon result is not too dependent on this assumptionas long as both the photon andπ0 yields from all sources
are taken into account consistently. Finally, we emphasizeagain that this non-target background uncertainty is only
relevant for the lowpT (below∼ 1 GeV/c) peripheral data sample.
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FIG. 21. Theπ0 mass peak position and width,σ, resulting from a gaussian fit to the two-photon invariant mass distribution
is shown as a function of the transverse momentum in the upperand lower portions of the figure, respectively. The solid symbols
show results for realπ0’s while the open points show the results for simulatedπ0’s superimposed on real events. Results are shown
for peripheral (circles) and central (squares) 158A GeV 208Pb+208Pb collisions using all shower candidates. The same fit region is
used for the real and simulated data.

2. π0 Reconstruction Efficiency

The procedure to determine theπ0 reconstruction efficiency is similar to the one for photons described in
Sec. IV C 3. As described in Sec. III C, theπ0 reconstruction efficiency is extracted by inserting testπ0’s into real
events and determining how the testπ0’s are modified or lost. The testπ0’s were initially generated uniformly in
transverse momentum and pseudo-rapidity. Only thoseπ0’s which decayed to give two photons within the nominal
LEDA acceptance were recorded and those photons were tracked with GEANT. The efficiency is extracted as the ratio
of the transverse momentum spectrum of foundπ0’s divided by the transverse momentum spectrum of inputπ0’s. The
inputπ0 and its associated foundπ0 are weighted such that the input distribution reproduces the measured transverse
momentum distribution for each event class. The initial input weights are taken according to the rawπ0 distribution
(see Fig. 20) after application of the acceptance correction and an initial estimated efficiency correction. The weights
and resulting efficiency are iterated until the weighted input distribution agrees with the final result. The inputπ0

distribution is weighted according to a Gaussian rapidity distribution centered on mid-rapidty with an rms width of
σy = 1.3 [92], consistent with the final result.

After being superimposed onto real events the simulatedπ0’s are considered to be found if both photons are recov-
ered and the reconstructed invariant mass of the photon pairfalls within the sameπ0 mass window as applied in the
analysis of the real events (see Sec. IV D 1). For an accurate efficiency determination it is essential that the simulated
photon showers have the same characteristics as the measured photon showers. This can be verified by comparison of
the extractedπ0 mass peak for real events with that of the simulatedπ0’s after superposition onto real events. Such
a comparison is shown in Fig. 21. The fitted mass and width of the π0 peak are shown as a function of transverse
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momentum for central and peripheral event selections for the case of using all shower candidates (S1) for the invari-
ant mass calculation. As noted in the discussion of the invariant mass spectra, the mass and width of theπ0 peaks
are observed to be significantly larger for central collisions in comparison to peripheral collisions due to the effectsof
shower overlap. With the narrow shower condition (S2), theπ0 peak position is about 3 MeV/c2 lower and theπ0 peak
width is about 1.5 MeV/c2 smaller for central conditions compared to the results shown in Fig. 21. The characteristics
of the reconstructed simulatedπ0’s are seen to be in good agreement with those of the realπ0’s for both peripheral
and central event selections. This indicates that the energy calibration and resolution, and their modification due to
detector occupancy effects, are accurately reproduced in the simulation and therefore are properly taken into account
in the efficiency determination.
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FIG. 22. Theπ0 identification efficiency including effects of resolution,shower overlap, and excluded lead-glass modules. The
π0 identification efficiency is shown as a function of transverse momentum for a) peripheral and b) central 158A GeV208Pb+208Pb
collisions. A 750 MeV shower energy threshold has been applied. The efficiency is shown for the 1996 magnet on data for the
following criteria: all showers (solid circles), showers satisfying a dispersion cut (solid squares), all showers with no associated
hit in the CPV (solid triangles), all showers satisfying a dispersion cut with no associated hit in the CPV (inverted solid triangles),
all showers but with shower energy threshold increased to 1.5 GeV/c (open circles), and all showers with the requirementthat the
shower-pair energy asymmetry is less than 0.7 (open squares). An example of the fitted parameterization of the efficiencyis shown
by the dashed curve in part b) for the criterion of using all showers.

The finalπ0 identification efficiencies are shown in Fig. 22 for peripheral and central collisions in parts a) and
b), respectively. The results are shown for the various photon identification criteria (see Sec. III B): all showers
(S1); narrow showers surviving a shower dispersion cut (S2); all showers with no associated CPV hit (S3); and
narrow showers with no associated CPV hit (S4); all showers but with the photon energy threshold increased from
750 MeV to 1.5 GeV; shower pairs which satisfy an energy asymmetry cutα = |E1 − E2|/|E1 + E2| < 0.7. As
previously mentioned, what is called the identification efficiency should more properly be called a response correction.
It includes acceptance losses resulting from the fiducial cuts to define the useable detector region as well as dead or
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bad modules eliminated from the analysis. The acceptance iscalculated for the full geometrical area of the LEDA
while the identification efficiency corrects for modules removed from the acceptance in the analysis.

For peripheral reactions it is seen that theπ0 identification efficiency is only about 30%, nearly independent of
transverse momentum, which reflects the loss of acceptance due to eliminated modules. With the 1.5 GeV shower
energy threshold the efficiency is seen to drop sharply at lowtransverse momentum due to the loss of acceptance
which results from the higher energy threshold. Similarly,the shower energy asymmetry cut results in a loss ofπ0

acceptance, and hence a decreased efficiency, at large transverse momenta. Otherwise, theπ0 efficiency is nearly
independent of the identification method for peripheral collisions. Again, this indicates that few photons are lost by
these identification criteria or by shower overlap effects.

Similar to the photon identification efficiency, theπ0 efficiency dependence is quite different for the case of central
collisions. A large difference in theπ0 identification efficiency is obtained for the different identification criteria. For
the case of using all recovered showers the efficiency is seento rise strongly with transverse momentum, exceeding
the efficiency for peripheral collisions. This is understood as a shower overlap effect which results in an increase in
the shower energy, and hence transverse momentum, as a result of absorbing the energy of underlying showers which
get overlapped. Due to the steeply exponential transverse momentum distribution of theπ0’s (see Fig. 20) there is a
large feeddown of theπ0 yield from lowpT to highpT when the shower energy is increased due to overlap. When the
shower dispersion cut is applied this rise in the efficiency is dramatically reduced, and becomes more similar to the
result for peripheral collisions. This indicates that manyoverlapping showers are eliminated because they are found to
be too broad to be single photons. Theπ0 identification efficiency is reduced further when it is required that there be
no associated hit in the CPV detector (methods S3 and S4). This reduction is due to conversions and the elimination
of photon showers which overlap with charged hadrons which would otherwise appear as a single photon shower.

Theπ0 identification efficiencies are fitted (see Fig. 22) to removefluctuations4 and the fitted efficiency corrections
are applied to the rawπ0 spectra to obtain the finalπ0 transverse momentum distributions which need only be corrected
for the LEDA acceptance. The systematical error on theπ0 identification efficiency is estimated to be 3% for peripheral
collisions and 4% for central collisions.

3. Systematical error

The systematical errors relevant for the direct photon analysis which enter only for the inclusiveπ0 yield extraction
are listed in Table III at two representative transverse momenta. The errors are estimated for the case of photons
identified with the narrow shower criterion (S2). Based on a comparison of the magnetic field on and field off results,
and a comparison with and without the CPV requirement a 0.5% uncertainty in theπ0 yield due to photon conversions
has been assumed. As mentioned above, the uncertainty in theπ0 identification efficiency has been assumed to be 3%
and 4% for peripheral and central collisions, respectively. An important source of systematical error in theπ0 yield
extraction at lowpT for central collisions is the error associated with the combinatorial background subtraction. The
statistical error of the combinatorial background subtraction is included in the statistical error on theπ0 yield. An
additional systematical error of10−3 of the background yield has been assumed. This error contribution is estimated
from the variability of the results at lowpT for central collisions for the different analysis methods (see Fig. 23).
Besides the small peak/background ratios at lowpT for central collisions, the curvature of the background under the
π0 peak may futher complicate the extraction of theπ0 yield and increase the error beyond expectations from the
magnitude of the background. The systematical errors are added in quadrature to give the total systematical error
on theπ0 yield extraction listed in Table III. Other sources of systematical error, such as the energy calibration and
non-target backgrounds, which affect both the photon andπ0 yield extraction will be discussed below.

As for the photon yield determination, the total systematical error estimate on theπ0 yield extraction can be inves-
tigated by comparison of the inclusiveπ0 results obtained with the different identification criteria. The results of such
a comparison for peripheral and central collisions are shown in Fig. 23 where theπ0 transverse momentum spectra
obtained with the various conditions are divided by theπ0 spectrum obtained using the criterion of all showers (S1).
Since theπ0 identification efficiencies vary by a factor of 2-3 for central collisions depending on the identification
criterion (see Fig. 22) this comparison provides a sensitive indication of the accuracy of the efficiency determination.
Also, the uncertainty in theπ0 peak yield extraction is probed since, for example, the application of the shower disper-
sion cut reduces the non-photon shower contamination and therefore improves theπ0 peak/background ratio by nearly

4Note: The fluctuations for different identification methodsare correlated since the efficiencies are extracted from thesame
simulated shower sample for all methods.
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a factor of two, which reduces the necessary background correction. Since the corrections are largest for the condition
of using all showers, it is the method expected to have the largest systematical error, with errors which should be
larger than those which have been estimated for the narrow shower condition. ThepT dependent upper and lower
systematical errors on theπ0 yield measurement are indicated by the horizontal lines. Ingeneral, to the extent allowed
by the statistical uncertainties, one may conclude that thevarious results are consistent within the given systematical
error estimates. The increasing systematical deviations at low transverse momentum for central collisions are due to
the above-mentioned systematical error of the combinatorial background subtraction.
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estimated systematical errors. The deviation from unity, beyond statistical error, is indicative of the systematicalerror in theπ0

yield extraction.

E. η Analysis

The method to extract theη transverse momentum spectrum is similar to that used for theπ0 analysis described in
Sec. III B and discussed in Sec. IV D. As for theπ0, the procedure is to calculate themγγ invariant mass spectrum
for eachpT bin and extract the yield in theη peak. The extraction of theη yield is much more difficult due to the
lowerη production cross section and smaller branching ratio to twophotons together with the very large combinatorial
background in themγγ invariant mass distribution. An example of the two-photon invariant mass distributions for
central208Pb+208Pb collisions in theη mass region is shown in part a) of Fig. 24 for photon pair transverse momenta
in the range of1.0 < pT < 1.2 GeV/c. The distributions are obtained using all narrow showers which pass the 750
MeV energy threshold and include the full 1995 and 1996 magnet on data samples. The invariant mass distribution for
real events is shown by the open histogram while the invariant mass distribution constructed with photons from mixed
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events is shown by the shaded histogram. The difference in the two distributions is scarcely visible, even in theη peak
region.
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FIG. 24. The two-photon invariant mass distribution for central events in theη mass region with photon pair transverse momen-
tum1.0 < pT < 1.2 GeV/c. Part a) shows the invariant mass distribution for allshower pairs for real events (solid histogram) and
mixed events (filled histogram). Part b) shows the ratio of real and mixed event mass distributions. Part c) shows the realinvariant
mass distribution after subtracting the normalized mixed event distribution.

Theη peak yield is extracted in the same way as theπ0 yield extraction but with one additional step. To insure that
the high mass tail of theπ0 peak does not affect the normalization of the background theπ0 content is first removed
from the invariant mass distribution. This is done by extraction of theπ0 peak yield, as described in Sec. III B, and
then subtraction of the corresponding invariant mass distribution of simulatedπ0’s after event overlap, normalized
to the sameπ0 yield, from the invariant mass distribution. This removes theπ0 peak and high mass tail from the
invariant mass distribution of real photon pairs. The ratioof theπ0 subtracted real event to mixed event invariant mass
distributions is shown in part b) of Fig. 24. The mixed event background normalization is given by fixing to unity
the ratio of integrated yields in the mass interval355 − 450 and above710 MeV/c2. The normalized background
subtracted invariant mass distribution is shown in part c).While theη peak is clearly seen to contain several thousand
counts, the statistical significance of the peak is weak due the low signal to background ratio of less than0.5%. Theη
peak is seen to be shifted to higher mass due to the effect of shower overlap in central collisions, similar to observation
for theπ0 (see Fig. 21). Theη yield is obtained by integration over the invariant mass region 500 − 640 MeV/c2.

Theη andπ0 yields are extracted from the invariant mass distribution for each transverse momentum bin and are
corrected for identification efficiency, acceptance, and the two-photon decay branching ratios. The ratio of corrected
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yields,η/π0, is shown as a function of transverse momentum in Fig. 25. While the statistical error at each point is
large, due to the large combinatorial background for extraction of theη yield, there is a general tendency for a rise in
the ratio with increasingpT . This is the expected behavior if theη andπ0 yields have the same functional dependence
on the transverse mass. The solid curve in Fig. 25 is the calculated ratio expected from the fit to theπ0 spectrum
(see Fig. 26 and discussion below) assumingmT -scaling. The absolute normalization is themT -scaling parameter
which is fitted to the results of Fig. 25 to beRη/π0 = 0.486 ± 0.077(stat.)±0.097(syst.). A 20% systematical error
has been assumed on the absolute normalization of theη yield relative to theπ0 yield. This systematical error reflects
the uncertainty due to the worse ratio ofη yield to combinatorial background in theη region, and a less thorough
investigation of theη efficiency corrections due to the limited statistics.
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FIG. 25. Theη/π0 ratio as a function of transverse momentum for central 158A GeV 208Pb+208Pb collisions. The solid curve
is the ratio expected formT -scaling of the fittedπ0 result of Fig. 26 with a fitted normalizationRη/π0 = 0.486. The dashed curve
is the expected result with fixed normalizationRη/π0 = 0.55.

Within errors, the fittedRη/π0 ratio is in agreement with previous results. A value ofRη/π0 = 0.55 ± 0.02 has
been obtained from a compilation of previous measurements [76,77] as discussed in Sec. III C and listed in Table I.
The presentη measurement excludes any large enhancement of theη yield in central Pb+Pb collisions as has been
suggested might occur as a consequence of chiral symmetry restoration [82,83] (see discussion of Sec. III C). The
result also indicates that themT -scaling assumption is valid, or at least not significantly distorted by collective flow
effects, for the transverse momentum range of interest for the present direct photon analysis.

Finally, we note that due to the limited data sample and lowerη multiplicity it was not possible to obtain a significant
η measurement for the peripheral Pb+Pb event selection. Instead,mT -scaling has been assumed as given by the
measured peripheralπ0 result with amT -scaling parameter ofRη/π0 = 0.55.

V. RESULTS

In this section the final inclusiveπ0 and inclusive photon results are presented. The inclusiveπ0 measurement is
used, together with theη result of the previous section, as input to a calculation of the expected inclusive photon dis-
tribution from radiative decays. The difference between the measured and calculated photon distributions is extracted
as the direct photon excess. The measured excess is presented and discussed in comparison to other measurements
and model calculations.
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A. π0 and η Production

The final inclusiveπ0 transverse momentum spectra for central and peripheral 158A GeV 208Pb+208Pb collisions
are shown in Fig. 26. The results presented are the sum of the 1995 and 1996 data samples with magnet on. The
details of the data selection have been discussed in Sec. IV Aand the characteristics of the peripheral and central data
samples are summarized in Table II. The distributions have been corrected for theπ0 identification efficiency and
acceptance as described in Secs. III B and IV D. The indicatederrors are the total statistical errors which include also
the statistical errors introduced by the combinatorial background subtraction. The systematical errors on theπ0 yield
extraction have been discussed in Sec. IV D 3 and will be summarized again in Sec. V D. It should be noted that the
π0 yield per event is given rather than the absoluteπ0 cross section. For the direct photon analysis the measured
photon multiplicity per event will be compared to the background multiplicity calculated from the measuredπ0 yield
per event for the same event sample. Therefore there are no systematical errors associated with the absolute cross
section determination. Also, it is recalled that the definitions of the peripheral data samples were slightly differentfor
the 1995 and 1996 runs so that the result presented is for an averaged peripheral class. The peripheralπ0 distribution
has not been corrected for target-out background (see Sec. IV D).
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FIG. 26. Theπ0 transverse momentum distribution for peripheral (open circles) and central (solid circles) 158A GeV
208Pb+208Pb collisions for the sum of 1995 and 1996 magnet on data sets.The narrow shower photon identification criterion
has been used. The data have been corrected for efficiency andacceptance. Only statistical errors are shown. The solid curves show
the fit results described in the text.

Theπ0 transverse mass distributions are observed to be nearly exponential over more than five orders of magnitude.
On the other hand, the distributions exhibit a weak curvature which is best described by a power-law. The spectra have
therefore been fitted with a QCD-inspired power-law functional form [98],

1

NEvent

d2N

dydpT

= C ·
(

p0

p0 + pT

)n

. (5.1)
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The fit region and fit results are shown by the solid curves in Fig. 26. The extracted fit parameter values areC =
66.5 ± 2.3, p0 = 9.6 ± 1.3 GeV/c, andn = 44.5 ± 5.6 with χ2/33 = 1.25 for peripheral collisions andC =
1295± 21, p0 = 19.98 ± 0.24 GeV/c, andn = 80.0 ± 0.7 with χ2/36 = 1.06 for central collisions.

For the power-law functional form of Eq. 5.1 the local inverse slope is calculated as

T = − f(pT )
∂f(pT )

∂pT

=
p0

n
+
pT

n
. (5.2)

The ratiop0/n characterizes the slope of the distribution aspT → 0, while 1/n characterizes the strength of the
curvature. The above fit results givep0/n = 215.7 and 249.8 MeV/c for peripheral and central collisions, respectively.
The large fitted values ofn confirm the nearly exponential spectral shapes.

More properly [98–100], the invariantπ0 yields per event can be fitted to the same functional form to provide a
similarly good description.

1

NEvent

E
d3N

dp3
= C′ ·

(

p′0
p′0 + pT

)n′

. (5.3)

Fitting the invariant transverse momentum distributions in the region above 500 MeV/c gives fit parametersC′ =
46.7 ± 2.1, p′0 = 3.64 ± 0.06 GeV/c, andn′ = 24.9 ± 0.2 with χ2/32 = 1.41 for peripheral collisions andC′ =
813.± 21., p′0 = 5.08± 0.18 GeV/c, andn′ = 29.3± 0.8 with χ2/35 = 1.56 for central collisions. This corresponds
to p′0/n

′ = 146.0 and 173.4 MeV/c for peripheral and central collisions, respectively. The fitted slope and curvature
parameters are similar to those which have been extracted for the π0 invariant cross sections for sulphur-induced
reactions [100].

The fit results of Eq. 5.1 shown in Fig. 26 are the main experimental input to the calculation of the radiative
decay background. In addition, theπ0 fit result for central collisions has been used to fit theη/π0 ratio shown in
Fig. 25 assumingmT -scaling and to extract themT -scaling ratioRη/π0 = 0.486 for central collisions, as discussed in
Sec. IV E. The calculated inclusive photon distribution from radiative decays is compared to the measured inclusive
photon distribution to extract the excess which may be attributed to direct photons.
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FIG. 27. The inclusive photon transverse momentum distribution for peripheral (open circles) and central (solid circles)
158 A GeV 208Pb+208Pb collisions for the sum of 1995 and 1996 magnet on data sets.The narrow shower photon identifica-
tion criterion has been used. The data have been corrected for efficiency and acceptance. Only statistical errors are shown. The
solid curves show the fit results described in the text.
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B. Inclusive Photon Results

The final inclusive photon transverse momentum spectra for central and peripheral 158A GeV 208Pb+208Pb col-
lisions are shown in Fig. 27. The results presented are the sum of the 1995 and 1996 data samples with magnet on,
which is exactly the same data sample as used for the finalπ0 andη result. The details of the data selection have been
discussed in Sec. IV A and the characteristics of the peripheral and central data samples are summarized in Table II.
The distributions have been corrected for the photon identification efficiency and acceptance as described in Secs. III B
and IV C. The indicated errors are statistical errors only. The systematical errors on the photon yield extraction have
been discussed in Sec. IV C 4 and will be summarized again in Sec. V D. It is again noted that there are no systematical
errors associated with the absolute cross section determination for the direct photon analysis. Also, it is again noted
that the peripheral data sample definitions were slightly different for the 1995 and 1996 runs which means that the
result represents an average peripheral class. The peripheral photon distribution has not been corrected for target-out
background (see Sec. IV C 1).

Similar to theπ0 transverse mass distributions, the inclusive photon transverse momentum distributions are nearly
exponential over more than six orders of magnitude. The inclusive photon distributions have been fitted with the
power-law functional form of Eq. 5.1 with the fit region and results shown by the solid curves in Fig. 27. The extracted
fit parameter values areC = 115.9 ± 3.3, p0 = 3.2 ± 0.4 GeV/c, andn = 21.8 ± 5.6 for peripheral collisions and
C = 1570± 18, p0 = 7.35 ± 0.19 GeV/c, andn = 37.2 ± 0.8 for central collisions.

The measured inclusive photon distributions are to be compared to the background inclusive photon distributions
calculated from radiative decays of theπ0 and other hadrons to extract the direct photon excess.
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FIG. 28. The calculated fraction of all background inclusive photons from various radiative decay sources is shown as a function
of the transverse momentum for central 158A GeV 208Pb+208Pb collisions.

C. Background Photon Calculation

For each data sample or event selection in which the inclusive yield is extracted, the expected inclusive photon
background from long-lived radiative decays is calculatedusing a Monte Carlo program which uses the JETSET 7.3
routines [91] to implement the hadron decays with proper branching ratios and decay distributions. As described
in Sec. III D, the most important input to that calculation isthe measured inclusiveπ0 yield per event for the same
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event sample. In the present analysis, the direct photon excess is to be extracted for central and for peripheral Pb+Pb
collisions. The peripheral data sample is used to provide a control measurement. Therefore, the fits to the final
inclusiveπ0 transverse momentum distributions of Fig. 26 are the primary input to the calculations. The output of the
simulation is the calculated decay photon yield perπ0 into the LEDA acceptance. This calculatedγ/π0 ratio, is to be
compared to the measured ratio. Since the simulatedπ0 distribution must agree with the measuredπ0 distribution by
construction, the difference in the measured and calculated inclusiveγ yield per event gives the direct photon excess.

While photons fromπ0 decay constitute the dominant source of background photons, other radiative decays are also
included in the background calculation. The calculated fraction of the total background photons due to each of the
various photon sources is shown in Fig. 28 for central Pb+Pb collisions. As discussed in Sec. III D, the yields of the
various hadrons has been calculated with the assumption ofmT -scaling. This implies that the transverse momentum
distributions of the other hadrons are determined by the measuredπ0 transverse momentum distributions. ThemT -
scaling normalization factorsRX/π0 are taken from the literature as discussed in Sec. III D and given in Table I. The
quotedmT -scaling factors are used for both peripheral and central collisions, with the exception that the measured
mT -scaling value ofRη/π0 = 0.486 extracted for the results shown in Fig. 25 and discussed in Sec. IV E is used for
central collisions. As seen from Fig. 28, theη radiative decay contribution is the most significant sourceof background
photons, beyond theπ0 contribution.5 As will be discussed in the next section, the uncertainty on theη yield constitutes
one of the largest sources of systematical error on the background photon calculation.

For the background calculations, a Gaussian rapidity distribution of particle production is assumed centered on mid-
rapidity (y = 2.9) with an rms width ofσy = 1.3 according to measured results for photon production in 158A GeV
208Pb+208Pb collisions [92]. Since the LEDA is near to mid-rapidity (see Fig. 2) the rapidity distribution varies little
over the detector acceptance consistent with theσ = 1.3 width. As an extreme, the background calculation has been
performed with the assumption of a flat rapidity distribution. Under this assumption the calculated background photon
yield would increase by about 2% for all transverse momenta abovepT = 1 GeV/c. The increase is greater at lowpT

with an increase in the photon yield of about 5% atpT = 500 MeV/c. This modest sensitivity to the assumed rapidity
distribution can be understood from the limited acceptancefor photons fromπ0’s which are emitted away from LEDA,
as seen in part a) of Fig. 2. More important however, is that the calculatedγ/π0 ratio, which is the quantity relevant
for the direct photon analysis, is much less sensitive to theassumed rapidity distribution. With the assumption of a flat
rapidity distribution theγ/π0 ratio is increased by only 2% atpT = 500 MeV/c, 0.5% atpT = 1 GeV/c, with the size
of the increase rapidly decreasing at higher transverse momenta. Therefore, one may conclude that the uncertainty in
the calculatedγ/π0 ratio due to extrapolation and uncertainty of theπ0 rapidity distribution is negligible.

D. Direct Photon Excess

In this section the final direct photon result is obtained andcompared to results from proton-induced reactions at
similar

√
s and to model calculations. The direct photon yield is extracted as a function of the photon transverse

momentum for central and peripheral 158A GeV 208Pb+208Pb collisions. The results presented are the sum of the
1995 and 1996 magnet on data samples. The details of the data selection have been discussed in Sec. IV A and the
characteristics of the peripheral and central data samplesare summarized in Table II. As described in Sec. III A,
the direct photon excess is extracted on a statistical basisas the difference between the measured inclusive photon
distributions discussed in Sec. V B and the background photon distributions calculated from radiative decays of long-
lived final state hadrons discussed in Sec. V C.

1. Results

Sinceπ0 radiative decays comprise the dominant source of background photons (see Fig. 28), it is instructive to first
investigate theγ/π0 ratio as a function of the transverse momentum. As a result ofthe steeply fallingπ0 transverse
momentum spectra (see Fig. 26), photons of a givenpT predominantly result from asymmetricπ0 decays in which
the photon carries most of the momentum of the parentπ0. (Since photons from symmetric decays carry roughly
half of the parentπ0 momentum they are suppressed by the lowerπ0 yield at the two times higherpT , compared to
the asymmetric decayπ0’s.) Therefore, the error on the predicted photon yield at a given pT will be most strongly

5Note that decay photons fromπ0’s which are themselves decay products of other hadrons are included in the measuredπ0 decay
contribution, and therefore not included as decay photons from the original hadron.
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correlated with the error in the measuredπ0 yield at a similar, slightly higher,pT . For the ratioγ/π0 many sources of
systematical errors partially cancel, such as errors in theenergy scale calibration for the measurement, or errors in the
assumedπ0 rapidity distribution for the background calculation (as discussed in Sec. V C). Therefore a comparison of
the measured and calculatedγ/π0 ratios provides a sensitive indication whether a direct photon excess is observed.
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FIG. 29. The efficiency corrected (solid circles) and efficiency and acceptance corrected (open circles)γ/π0 ratio is shown
in part a) as a function of transverse momentum for peripheral 158 A GeV 208Pb+208Pb collisions. The calculated background
(γ/π0)Bkgd ratio in the WA98 acceptance is shown by the solid curve. The dashed curve shows the calculated background with
acceptance corrections. The ratio of measured(γ/π0)Meas ratio to calculated(γ/π0)Bkgd ratio for the WA98 acceptance is shown
in part b). The errors on the data points indicate the statistical errors only.

The measuredγ/π0 ratio for peripheral208Pb+208Pb collisions is shown as a function of transverse momentum in
part a) of Fig. 29. The solid points show the measuredγ yield per event divided by the measuredπ0 yield per event
in the LEDA acceptance, fully corrected for efficiencies andbackgrounds. The errors indicate the total statistical error
on the ratio from theγ andπ0 yield extraction at eachpT . The open points show the measured results additionally
corrected for theγ andπ0 acceptances. The results shown are obtained using the photon identification criterion in
which all showers are considered photon candidates (condition S1 of Sec. III B). This shower identification criterion
provides the greatestγ andπ0 efficiency, but also requires the largest corrections and therefore has the largest expected
systematical error. The measured result is compared to the predictedγ/π0 ratio shown by the solid curve in part a).
The predicted result is from the Monte Carlo calculation of the background radiative decay photons discussed in
Sec. V C which is based on the measured peripheralπ0 spectrum of Fig. 26. The simulation provides the yield per
event of photons andπ0’s into the LEDA acceptance. The calculated result is also shown with theγ andπ0 acceptance
corrections.

The predicted(γ/π0)Bkgd ratio from background decays is seen to be in good agreement with the measured results.
This is shown more clearly in part b) of Fig. 29 where the solidpoints show the ratio of the measured(γ/π0)Meas

ratio to predicted background(γ/π0)Bkgd ratio. Even without consideration of possible systematical errors, the rather
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good agreement between the measured and calculated ratio, within statistical errors, suggests that no significant direct
photon excess is observed for peripheral collisions over the transverse momentum region of measurement.

The results in part a) and solid points in part b) of Fig. 29 have not been corrected for target out backgrounds. As
discussed in Sec. IV C 1 the measured target out background rate implied less than 10% of the events of the peripheral
data sample were due to non-target background. The photon multiplicities per non-target background event were
measured to be similar to peripheral events, but with a steeper falling pT distribution (see Fig. 12). From the lowpT

mγγ invariant mass distributions for peripheral events (see Fig. 17) the non-target background events were deduced to
be due to downstream interactions, as indicated by aπ0 peak shifted to lower mass, with indications for a non-target
contamination larger than determined by the target out measurements, as discussed in Sec. IV D 1. The peripheral
result has therefore been checked with the assumption of themaximum possible non-target correction consistent with
the low mass structure observed in the lowpT invariant mass spectra. It was only possible to do this for the 1996 data
sample since no low mass peak was observed in the target out data for the 1995 run due to the Plastic Ball multiplicity
condition requirement in the online trigger (see Sec. IV D 1). The result is shown by the open squares in part b) of
Fig. 29. Due to the smaller 1996 peripheral data sample and the maximally increased target out correction of roughly
50% of the 1996 peripheral events, the statistical errors onthe corrected results are very large. Nevertheless, the
correctedγ/π0 is found to be consistent with the uncorrected ratio and confirms the lack of a significant photon excess
for the case of peripheral collisions.
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FIG. 30. The efficiency corrected (solid circles) and efficiency and acceptance corrected (open circles)γ/π0 ratio is shown
in part a) as a function of transverse momentum for central 158 A GeV 208Pb+208Pb collisions. The calculated background
(γ/π0)Bkgd ratio in the WA98 acceptance is shown by the solid curve. The dashed curve shows the calculated background with
acceptance corrections. The ratio of measured(γ/π0)Meas ratio to calculated(γ/π0)Bkgd ratio for the WA98 acceptance is shown
in part b). The errors on the data points indicate the statistical errors only.

The correspondingγ/π0 ratio results for central208Pb+208Pb collisions are shown in Fig. 30. The results are
obtained using the photon identification criterion in whichall showers are considered photon candidates, as was used
for the results of Fig. 29. The background photon calculation is based on the measured centralπ0 spectrum of Fig. 26
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and uses the measuredRη/π0 ratio for central collisions deduced from the results of Fig. 25. Compared to the result
for peripheral collisions, the statistical uncertainty onthe measuredγ/π0 ratio for the case of central collisions is
greatly reduced due to the slightly larger event sample, andmore importantly, the much higher particle multiplicities
per event.

In contrast to the case for peripheral collisions, the background calculation does not account well for the measured
γ/π0 ratio for central collisions. Instead, an excess in the measuredγ/π0 ratio compared to the background calculation
is clearly seen in part b) of Fig. 30. The observed excess increases withpT up to about a 20% excess at high transverse
momentum.

To determine whether the observed excess is significant, a detailed consideration of the various sources of system-
atical error is necessary. The final direct photon excess is to be extracted as

γExcess = γMeas − γBkgd =

(

1 − γBkgd

γMeas

)

· γMeas. (5.4)

If the ratio γMeas/γBkgd is equal to one within errors, then no significant photon excess is observed. The ratio
γMeas/γBkgd and its error are determined from the measured(γ/π0)Meas and calculated(γ/π0)Bkgd ratios. Since, by
construction,(π0)Bkgd ≡ (π0)Meas within uncertainties we have

γMeas

γBkgd

=
(γ/π0)Meas

(γ/π0)Bkgd

. (5.5)

Additional systematical errors onγMeas which partially cancel in Eq.5.5 must also be included in Eq.5.4. Furthermore,
when the absolute excess photon cross section is extracted the absolute cross section normalization errors onγMeas

must be introduced.
The total systematical error onγMeas/γBkgd is obtained from the separate error contributions to(γ/π0)Meas,

(γ/π0)Bkgd, and(π0)Meas/(π
0)Bkgd. These various systematical error contributions to the direct photon result are

summarized in Table III. The errors quoted correspond to theshower identification criterion of using narrow showers
(S2), which minimizes the background corrections and therefore is expected to have the smallest systematical error.
This shower identification criteria will be used to extract the final WA98 result. A comparison of the final result with
the results of Figs. 29 and 30 where all showers (S1) have beenused provides an additional check of the overall
systematical errors. In general, many of the systematical errors are dependent on the transverse momentum and so
must be estimated for eachpT . The systematical errors are listed atpT ≈ 1 GeV/c and 2.5 GeV/c for peripheral and
central collisions to give an indication of thepT and centrality dependence of the systematical error contributions.

TABLE III. Various sources of systematical error in the WA98158A GeV 208Pb+208Pb direct photon analysis specified as a
percentage of(γ/π0)Meas (items a) ),(γ/π0)Bkgd (items b) ), or(π0)Meas/(π

0)Bkgd (item c) ). The systematical errors are quoted
at twopT values to give an indication of the dependence on transversemomentum. The errors are estimated for the narrow shower
identification criterion (S2). The total estimated systematical error onγMeas/γBkgd is given as the quadratic sum of the various
contributions.

Source of Error Peripheral Collisions(20% σmb) Central Collisions(10% σmb)
pT ≈ 1.0 GeV/c pT ≈ 2.5 GeV/c pT ≈ 1.0 GeV/c pT ≈ 2.5 GeV/c

Charged Particle background+ 1.7 2.2 1.3 1.3
γ conversion correction+ 0.5 0.5 0.5 0.5
Neutrons+ 0.6 1.0 0.9 1.9
γ reconstruction efficiency+ 2.0 2.0 2.0 2.0

a)γ yield measurement 2.7 3.2 2.6 3.1

γ conversion correction∗ 0.5 0.5 0.5 0.5
π0 yield extraction∗ 0.3 <0.1 5.1 1.0
π0 reconstruction efficiency∗ 3.0 3.0 4.0 4.0

a)π0 yield measurement 3.1 3.0 6.5 4.2

a) Non-target background 1.5 <0.1 <0.1 <0.1
a) Energy scale calibration 0.9 1.7 0.8 1.7
b) Detector acceptance 0.5 0.5 0.5 0.5
b) η/π ratio,mT -scaling 2.9 3.2 +3.4 (-4.8) +3.7 (-5.2)
b) Other radiative decays 1.0 1.0 1.0 1.0
c) π0 fit 1.6 6.8 2.9 0.4
Total: (quadratic sum) 5.7 8.9 +8.3 (-9.1) +6.7 (-7.6)

+ Included inγ yield measurement error.∗ Included inπ0 yield measurement error.
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The separate systematical errors on the photon andπ0 measurement as they contribute to(γ/π0)Meas have been
discussed previously in Secs. IV C 4 and IV D 3. As discussed inSec. IV C 4, the photon error includes an assumed
30% uncertainty in the charged particle correction relatedto the results shown in Fig. 11, and an assumed 50% uncer-
tainty in the neutron+anti-neutron correction related to the results shown in Fig. 13. A 2% uncertainty is assumed for
the photon identification efficiency. The overall systematical error on the determination of the photon yield is∼ 3%
which was shown to be consistent with observed systematic variations by a comparison of theγ yield determination
using different shower identification methods (see Fig. 15).

The systematical errors on theπ0 yield determination listed in Table III were discussed in Sec. IV D 3. The system-
atical error associated with the determination of theπ0 identification efficiency was estimated to be 3% and 4% for
peripheral and central collisions, respectively. An additional source of systematical error on theπ0 yield extraction is
attributed to the subtraction of the combinatorial background underlying theπ0 peak in theγγ invariant mass distri-
butions which becomes important for the case of central collisions at lowpT . This error was estimated to contribute
at the level of∼ 10−3 of the background. The overall systematical error estimateon the determination of theπ0 yield
was shown by a comparison of theπ0 yield results using different shower identification methods (see Fig. 23) to be
consistent with observed systematical variations.

Other systematical error contributions to the measured(γ/π0)Meas ratio listed in Table III are the target out back-
ground contribution and the calibration of the energy scale. Although the magnitude of the non-target correction was
found to have large uncertainties, as discussed in Secs. IV C1 and IV D 1, the peripheral(γ/π0)Meas ratio showed
little systematic dependence on the non-target backgroundcorrection, as discussed in regard to Fig. 29. No target out
background correction was necessary for central collisions, as previously discussed.

Based on the observed agreement between the measured and simulatedπ0 peak positions shown in Fig. 21, the
calibration of the energy scale is estimated to be accurate to 0.5%. Using the measuredγ andπ0 transverse momentum
distributions the error on the(γ/π0)Meas ratio is calculated as a function ofpT assuming a 0.5% uncertainty in thepT

scale.
The uncertainty in the detector acceptance listed in Table III is relevant for the background photon calculation. As

discussed in Sec. V C, the calculated(γ/π0)Bkgd ratio is not very sensitive to the uncertainty in the detector acceptance,
or to extreme assumptions on the extrapolation of the hadrondistributions outside of the detector acceptance. The
quoted error estimate of 0.5% includes both effects.

One of the larger contributions to the systematical error inthis analysis is attributed to the uncertainty in theη
yield. While theη’s constitute a relatively large source of background photons (see Fig. 25), their yield has not been
measured very precisely in the present analysis (see discussion of Sec. IV E). According to the discussion of Sec. V C,
mT -scaling has been assumed in order to allow to relate thepT spectrum of theη to the measuredπ0 spectrum with
only a single overall normalization factorRη/π0 . For peripheral collisions theη yield has not been measured. In
this case, it should be a good approximation to use themT -scaling factor ofRη/π0 = 0.55 ± 0.02 [76,77] obtained
from a compilation of proton andπ-induced results, where themT -scaling assumption has also been shown to be
valid. Nevertheless, we assume a larger systematical errorof 20% onRη/π0 since it is an unmeasured quantity and
also to accommodate deviations from themT -scaling assumption. This results in a systematical error contribution to
(γ/π0)Bkgd of about 3% for peripheral collisions, as shown in Table III.

For central collisions, the transverse momentum dependence of theη yield was extracted with modest precision,
as discussed in Sec. IV E. The measuredη/π0 ratio was found to be consistent with themT -scaling assumption
with a best fit overall normalization ofRη/π0 = 0.486 ± 0.077(stat.)±0.097(syst.). For the direct photon analysis,
we have added these statistical and systematical errors in quadrature to obtain a low estimate on theη/π0 ratio of
Rη/π0 = 0.36 which is used for the lower error estimate on theγ/π0 ratio due to theη background contribution. For
the upper error estimate on theγ/π0 ratio due to theη we have assumed a high estimate ofRη/π0 = 0.66, which is
the same upper estimate used for the case of peripheral collisions. This results in a larger upper error than lower error
on the(γ/π0)Bkgd ratio with the associated asymmetric errors listed in TableIII 6.

The expected total background contribution from radiativedecays other than those of theπ0 andη (predominantly
theω andη’) is of the order of a few percent only (see Fig. 28). Since this contribution is unmeasured, a systematical
error of∼ 30% in their yield, or 1% on the background photon contribution,has been assumed.

From the results shown in Fig. 26 it is apparent that the statistical error on theπ0 measurement limits the significance
of theγ/π0 results shown in Figs. 29 and 30, especially at high transverse momenta. This statistical error may be
removed by fitting theπ0 spectra of Fig. 26, but at the cost of an additional source of systematical error. The last error
listed in Table III is the estimatedπ0 fit error. This error was estimated by fitting separately theπ0 spectra for the

6Note that an upper error estimate on the background photons contribute to the lower error estimate on the photon measurement.
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1995, 1996, and sum 1995+1996 data samples and separately for the shower condition of all showers (S1) or narrow
showers (S2) (i.e. 6 different spectra each for peripheral and central) in the high pT region only (pT > 1.5 GeV/c)
and using the half-width of the maximum variation of the fit results over the fullpT region to define the fit error as
a function ofpT . This error is observed to be stronglypT dependent and increases rapidly outside of the range of
measurement.

Since (π0)Meas/(π
0)Bkgd ≡ 1 within uncertainties by construction, the individual systematical errors on

(γ/π0)Meas, (γ/π0)Bkgd, and (π0)Meas/(π
0)Bkgd, can be combined to give the total systematical error on

γMeas/γBkgd. The various systematical errors listed in Table III are added in quadrature to obtain the total systematical
error on theγMeas/γBkgd ratio. While some of the errors are correlated, the correlations are such that they tend to
cancel in the final ratio. Also, theπ0 fit error includes some of the errors of theπ0 yield extraction. Therefore, the
assumption of independent errors is considered a conservative assumption.

The γMeas/γBkgd ratio as a function of transverse momentum is shown in Fig. 31for peripheral and central
158A GeV 208Pb+208Pb collisions. The results are shown for photons identified using the narrow shower condition
(S2). As expected according to the discussion of Eq. 5.5, theγMeas/γBkgd ratios of Fig. 31 show the same behavior
as the(γ/π0)Meas/(γ/π

0)Bkgd ratios of Figs. 29 and 30. This comparison provides an additional systematic check
since the two sets of results were obtained with different shower identification criteria. As discussed previously, in
addition to the larger systematical errors expected when using all showers as photon candidates, the results of Figs. 29
and 30 have larger statistical error because theπ0 measurement at eachpT is used and contributes to the statistical
error, while on the other hand, the fittedπ0 results of Fig. 26 are used for the results of Fig. 31, which reduces the
statistical error but increases the systematical error. The general agreement of the two sets of results again suggests
that the systematical errors are not large.
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FIG. 31. TheγMeas/γBkgd ratio as a function of transverse momentum for peripheral (part a)) and central (part b)) 158A GeV
208Pb+208Pb collisions for the sum of 1995 and 1996 magnet on data sets.The narrow shower photon identification criterion has
been used. The errors on the data points indicate the statistical errors only. ThepT -dependent systematical errors are indicated by
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The totalpT -dependent systematical errors listed in Table III are shown by the shaded regions in Fig. 31. The
systematical errors increase strongly at low transverse momenta due the combinatorial background uncertainties in
theπ0 yield extraction. They increase also at large transverse momenta due to the uncertainties in the fits to theπ0

distributions. For peripheral collisions, all measured results fall withinσstat. + σsyst. of γMeas/γBkgd = 1, which
indicates that no significant photon excess is observed. On the other hand, the results for central collisions do indicate
a significant photon excess in the region above about 1.5 GeV/c.
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FIG. 32. The invariant direct photon multiplicity for central 158A GeV 208Pb+208Pb collisions. The error bars indicate the
combined statistical and systematical errors. Data pointswith downward arrows indicate unbounded90% CL upper limits. Results
of several direct photon measurements for proton-induced reactions have been scaled to central 158A GeV 208Pb+208Pb collisions
for comparison. The calculation is described in the text.

The direct photon excess for central208Pb+208Pb collisions is shown in Fig. 32. The results are presented as the
invariant direct photon yield per central collision. The direct photon excess is obtained according to Eq. 5.4 with the
measured results of Fig. 31 and Fig. 27. The statistical and asymmetric systematical errors of Fig. 31 are added in
quadrature to obtain the total upper and lower errors shown in Fig. 32. An additionalpT -dependent error is included
to account for that portion of the uncertainty in the energy scale which cancels in the(γ/π0)Meas ratio, but enters
again withγMeas in Eq. 5.4. In the case that the lower error is less than zero a downward arrow is shown with the tail
of the arrow indicating the 90% confidence level upper limit (γExcess + 1.28σUpper). The results are also tabulated in
Table IV.

For comparion, other published fixed target prompt photon measurements for proton-induced reactions at 200 GeV
are also shown in Fig. 32. Results are shown from FNAL experiment E704 [25] (−0.15 < xF < 0.15) for proton-
proton reactions, and from FNAL experiment E629 [21] (−0.75 < ycm < 0.2) and CERN SPS experiment NA3 [22]
(−0.4 < ycm < 1.2) for proton-carbon reactions. These results have been divided by the total pp inelastic cross
section (σint = 30 mb) and by the mass number of the target to obtain the invariant direct photon yield per nucleon-
nucleon collision. They have then been multiplied by the calculated number of nucleon-nucleon collisions for the
central Pb+Pb event selection for comparison with the present measurements. Based on a Glauber model calculation,
the number of nucleon-nucleon collisions is calculated to be 660 for the 635 mb most central event selection used for
the present analysis. This scaling of the proton-induced results is estimated to have an uncertainty of less than 10%
due to uncertainties in the assumed nuclear density distribution and nucleon interaction cross section. The proton-
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induced results have also been scaled from
√
s = 19.4 GeV to the lower

√
s = 17.3 GeV of the present measurement.

The proton-induced results have also been scaled from
√
s = 19.4 GeV to the lower

√
s = 17.3 GeV of the present

measurement under the assumption thatEd3σγ/dp
3 = f(xT )/s2, wherexT = 2pT/

√
s [36]. The

√
s-scaling

effectively reduces the19.4 GeV proton-induced results by about a factor of two. This comparison suggests an excess
direct photon production in central208Pb+208Pb collisions as compared to proton-induced reactions at the same

√
s of

17.3 GeV. The interpretation of the present result is further discussed in the next section.

TABLE IV. The direct photon invariant yield per event1/Nevents ·Ed3Nγ/dp3 for central 158A GeV208Pb+208Pb collisions.
The central event selection is defined as those events with the largest measured transverse energy with a total cross section of
635 mb for the selected central sample. The lower and upper region of uncertainty (±σ, including statistical and systematical errors
added in quadrature) are indicated. In the case that the lower limit is less than or equal to zero, only the 90% confidence level
(+1.28σ) upper limit is listed.

pT Lower 1/Nevents · Ed3Nγ/dp3 Upper 90% C.L. Upper Limit
(GeV/c) (c3/GeV2) (c3/GeV2) (c3/GeV2) (c3/GeV2)

0.55 - - - 4.72
0.65 - - - 1.83
0.75 - - - 0.815
0.85 - - - 0.450
0.95 - - - 0.237
1.05 - - - 0.156
1.15 - - - 0.955E-01
1.25 - - - 0.617E-01
1.35 - - - 0.409E-01
1.45 - - - 0.258E-01
1.55 0.259E-03 0.884E-02 0.164E-01 -
1.65 0.392E-03 0.565E-02 0.103E-01 -
1.75 0.145E-02 0.465E-02 0.748E-02 -
1.85 0.177E-02 0.371E-02 0.543E-02 -
1.95 0.136E-02 0.257E-02 0.363E-02 -
2.05 0.981E-03 0.174E-02 0.241E-02 -
2.15 0.830E-03 0.131E-02 0.173E-02 -
2.25 0.496E-03 0.806E-03 0.107E-02 -
2.35 0.274E-03 0.480E-03 0.662E-03 -
2.45 0.234E-03 0.365E-03 0.481E-03 -
2.55 0.118E-03 0.207E-03 0.286E-03 -
2.65 0.108E-03 0.166E-03 0.217E-03 -
2.75 0.262E-04 0.675E-04 0.104E-03 -
2.85 0.915E-05 0.376E-04 0.632E-04 -
2.95 0.173E-04 0.364E-04 0.537E-04 -
3.05 0.232E-04 0.360E-04 0.478E-04 -
3.15 0.183E-04 0.273E-04 0.357E-04 -
3.25 0.893E-05 0.156E-04 0.220E-04 -
3.35 - - - 0.116E-04
3.45 0.812E-05 0.116E-04 0.151E-04 -
3.55 0.251E-05 0.543E-05 0.826E-05 -
3.65 - - - 0.432E-05
3.75 - - - 0.186E-05
3.85 - - - 0.255E-05
3.95 0.314E-05 0.409E-05 0.503E-05 -

2. Comparison to Calculations

Considerable progress has been made in the theoretical description of prompt photon production in hadron-induced
reactions. It is now possible to perform a complete and fullyconsistent next-to-leading order (NLO) QCD calculation
of the prompt photon cross section and obtain a quite good description of the data at incident energies from

√
s = 23

GeV up to Tevatron energies (
√
s = 1.8 TeV) [37]. On the other hand, these same calculations which provide a
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good description at high incident energy, underpredict prompt photon production at
√
s = 19.4 GeV. For the results

shown in Fig. 32 the E704 and NA3 results are underpredicted by about a factor of two, while the E629 result is
underpredicted by about a factor of five [37].

It has been proposed [36] that the intrinsic transverse momentum of the partons, as a consequence of confinement
within the hadron, or of soft gluon radiation, may significantly increase the theoretical prompt photon predictions at
low incident energies, or low transverse momenta. The effect of intrinsic kT is normally neglected in state of the
art perturbative QCD calculations due to the formidable technical difficulty to perform the integration over transverse
degrees of freedom in the NLO calculations. Nevertheless, there has been a renewed interest to investigate intrinsic
kT effects in prompt photon production [101,102,33] largely motivated by recent high precision prompt photon mea-
surements of FNAL experiment E706 [31,32], although the necessity for such intrinsickT effects remains a topic of
debate [39].

Recently, Wong and Wang [101] have investigated the effectsof parton intrinsickT on photon production under the
assumption that the NLO corrections are independent of intrinsickT . Correction factors, or K-factors, were determined
as a function of photon transverse momentum as the ratio of the NLO+LO calculation result to the leading-order (LO)
result, without intrinsickT . The LO calculations were reevaluated with the inclusion ofparton intrinsickT assumed to
be characterized by a Gaussian distribution with

〈

k2
T

〉

= 4 〈kT 〉 /π, where〈kT 〉 is the average intrinsickT of a parton.
The K-factors determined without intrinsickT were then applied to the LO result with intrinsickT included to obtain
the final prompt photon prediction.
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FIG. 33. The invariant direct photon multiplicity for central collisions of 158A GeV 208Pb+208Pb compared to various predic-
tions discussed in the text. The error bars indicate the combined statistical and systematical errors. Data points withdownward
arrows indicate unbounded90% CL upper limits.

With this prescription the E704 and NA3 results shown in Fig.32 were well described with a parton intrinsickT of
〈

k2
T

〉

= 0.9 (GeV/c)2 [101]. The importance of the intrinsickT effect decreases with increasing
√
s and increasing

photonpT such that the prompt photon data at higher
√
s are equally well described with or without intrinsickT .
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Predictions of the direct photon production for
√
s = 17.3 GeV central208Pb+208Pb collisions calculated in this

manner [101] are compared to the measured results in Fig. 32 and also in Fig. 33. The calculation has been scaled
to central208Pb+208Pb collisions in the same way as described above for the proton-induced data. Results are shown
with and without the effects of parton intrinsickT by the long-dashed and short-dashed curves, respectively.At this
low incident energy, the parton intrinsickT is seen to increase the predicted photon yield by a factor which increases
with decreasingpT from about 4 to 8. The predicted direct photon yield with intrinsic kT effects included is in
good agreement with the

√
s = 19.4 GeV proton-induced results scaled to

√
s = 17.3 GeV. It is also in general

agreement with the shape of the observed photon spectrum in central208Pb+208Pb collisions, but underpredicts the
observed yield by about a factor of 2.5. This discrepancy could be a result of further deficiencies in the prompt photon
calculations when applied at low incident energy, or it may indicate new effects attributable to nuclear collisions. A
possible explanation might be additionalpT broadening of the incoming partons due to soft scatterings prior to the
hard scattering which produces the photon [102]. Alternatively, it may be expected that the photon production is
enhanced by the additional scatterings which occur as a result of rescattering in nucleus-nucleus collisions.

It is anticipated that if a quark gluon plasma is formed in relativistic heavy ion collisions, it will evolve from the
initial hard-scattering partonic stage, through a preequilibrium stage, to a finally thermalized partonic QGP phase.
Therefore the Parton Cascade Model (PCM) [103] has been widely regarded as a promising tool to investigate the
evolution of the initial partonic state. The VNI [104] implementation of the PCM has recently been used to predict
direct photon production in central Pb+Pb collisions at theSPS [105]. Those predictions are in reasonable agreement
with the present result, although they slightly overpredict the yield abovepT = 3 GeV/c while underpredicting the
yield below 2.5 GeV/c. However, it has recently been pointedout that the method which was used to implement
higher order pQCD corrections in those calculations, by rescalingQ2 in the running coupling constantαs, is highly
questionable at SPS energies [106].

Non-equilibrium direct photon emission has also been investigated within the context of the Ultrarelativistic Quan-
tum Molecular Dynamics model (UrQMD) [107]. The UrQMD predictions of the total direct photon production in
central Pb+Pb collisions are shown by the open squares in Fig. 33 [108]. It is interesting that the UrQMD predictions
are very similar to the the VNI parton cascade predictions [105]. In the UrQMD calculations, the direct photon pro-
duction results strictly from meson-meson scattering, predominantlyππ → ργ andπρ → πγ. In these calculations
it was observed that the photon production in the transversemomentum region withpT > 1.5 GeV/c is dominated
by pre-equilibrium emission in which the scattering mesonshave locally non-isotropic momentum distributions. The
thermal photon emission was found to be important only in thelow transverse momentum region belowpT < 1.5
GeV/c.

It is of particular interest to compare the observed direct photon yield to predictions of the expected yield in the
event of quark gluon plasma formation. Hydrodynamic model calculations of the predicted direct photon yield are
shown by the solid curve in Fig. 33 [20,109]. The hydrodynamic calculations include transverse expansion [110]
with a rich hadronic equation of state including all hadronsand resonances with mass up to 2.5 GeV. The photon
emission rates used for the hadronic phase are those which have been obtained from a two-loop approximation of the
photon self energy using a model where theπρ interactions have been included [18], and also include the important
contribution from theA1 resonance [111]. The photon emission rates from the quark matter phase include the lowest
order contributions from the Compton (q(q)g → q(q)γ) and annihilation (qq → gγ) processes, as well as the new
contributions from two-loop diagrams which have recently been shown [19] to give a large bremsstrahlung (qq(g) →
qq(g)γ) contribution and a previously neglected process ofqq annihilation accompanied by q(g) rescattering which is
found to dominate the photon emission rate.

As shown in Fig. 33, very good agreement with the experimental result is obtained for the case of an equation of state
which includes a QGP phase transition which occurs at a critical temperature ofTC = 180 MeV [109] with a hadron
thermal freeze-out temperature ofTF = 100 MeV. The calculation has been performed for the 10% most central
Pb+Pb collisions for a particle densitydN/dy = 750 with the assumption of a fast equilibration time ofτ0 = 1

3
T0

given by the uncertainty relation. This results in an initial temperature ofT0 = 335 MeV with a thermalization time
of τ0 = 0.2 fm/c. The contribution from the quark matter in the QGP and mixed phase dominates the calculated high
pT photon yield [109]. This is attributed to the “annihilationwith rescattering” process which is a special feature of
dense quark matter. This calculation does not include prompt or preequilibrium contributions.

Further study will be necessary to improve the theoretical predictions of the prompt photon contribution as well as
the non-equilibrium contributions. On the other hand, the hydrodynamical model calculations which provide a time
integration of the emission rate with a very short initial formation time and high initial temperature may provide a
reasonable approximation of the contributions from the early non-equilibrium phase of the collision [109]. Further
studies will also be necessary to determine how the present direct photon results might further constrain the QGP and
non-QGP scenarios. The WA80 direct photon upper limit for central S+Au collisions [43] was able to rule out thermal
emission from purely hadronic matter in which the hadronic matter consisted of a simple pion gas with few degrees
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of freedom [44–47] due to the constraints which the result implied on the initial temperature [48]. The S+Au direct
photon limit has been shown to be consistent with the QGP transition using the new rates for quark matter, although
with somewhat different parameters than presented here [112,109]. It will be important to determine whether the
present result, combined with other measurements including the S+Au direct photon upper limit, can provide further
constraints and provide compelling evidence for the QGP phase transition scenario.

VI. SUMMARY AND CONCLUSIONS

A search for direct photons in208Pb+208Pb collisions at 158A GeV has been performed using the large-area finely-
segmented lead-glass calorimeter of the WA98 experiment. The analysis has been performed on nearly equal-sized
event samples of the 10% most central and 20% most peripheralfractions of the total minimum bias cross section.
The inclusive photon andπ0 transverse momentum distributions were measured for each event sample. Constraints
were also obtained on theη transverse momentum distribution for central collisions with a modest accuracy which was
limited by statistics. The systematical error sources werediscussed at length with particular attention to demonstrate
the accuracy of the systematical error estimates. The totalsystematical error for the direct photon analysis varied from
about 6% to 10% over thepT region of interest, and varied with the centrality selection. The direct photon excess
was extracted on a statistical basis as the difference between the measured inclusive spectrum of photons within the
detector acceptance and the calculated spectrum of photonswhich result from all hadrons with significant radiative
decay contributions. The dominant decay contributions arethose from the measuredπ0’s andη’s.

No significant direct photon excess was observed for the peripheral event sample for transverse momenta up to
about 2.5 GeV/c. This upperpT limit of the measurement was imposed by the increasing statistical error at largepT

due to the low particle multiplicity for peripheral collisions.
In contrast, a significant direct photon excess was observedover thepT region of about 1.5 GeV/c to 3.5 GeV/c

for central208Pb+208Pb collisions. At transverse momenta where the observed excess was not significant, a 90%
confidence level upper limit on the direct photon excess was given. This extended the result to the full region of
measurement from 0.5 GeV/c to 4 GeV/c.

The observed direct photon yield was compared to a next-to-leading order perturbative QCD calculation at the same√
s (=17.3 GeV) and scaled according to the number of nucleon-nucleon collisions calculated for the selected central

event class. The measured direct photon yield was about a factor of 2-3 above the pQCD calculation which included
the effects of partonic intrinsickT with a parameter which gave a good description of proton-induced prompt photon
results at the nearest incident energy (

√
s=19.4 GeV). A NLO pQCD calculation without intrinsickT was about an

order of magnitude below the measured result.
The results suggest that the additional direct photon yieldin central208Pb+208Pb collisions is the result of additional

rescatterings in the dense matter. The measured results canbe well-described by hydrodynamical model calculations
which include a quark gluon plasma phase transition with an initial temperature ofT0 = 335 MeV and a critical
temperature ofTC = 180 MeV [109]. The photon emission from the quark matter is foundto dominate over the
contribution from the hadronic matter due to the recently identified process of annihilation with rescattering [19] which
is only expected to occur in dense quark matter. It will be important to determine the uniqueness of this interpretation.
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Abstract

The Dqq-resonance production in central 158 A GeV 208Pbq208Pb collisions at the CERN SPS has been studied. The
Dqq production was estimated from the invariant mass spectrum of ppq-pairs by subtracting a mixed event background.
The measured Dqq abundance is compared with the results from other experiments at lower energies, and with a model
calculation assuming thermal and chemical equilibrium. q 2000 Elsevier Science B.V. All rights reserved.

PACS: 25.75.Dw
Keywords: Ultra-relativistic heavy ion collisions; Dqq resonance production; Mixed event technique; Freeze-out temperature

Energetic heavy ion collisions provide the means
for studies of nuclear matter under extreme condi-

1 E-mail: david.silvermyr@kosufy.lu.se

tions in the laboratory. The copious interactions be-
tween pions and nucleons in the final state of ultra-
relativistic heavy ion collisions make the determina-

Ž .tion of the D 1232 abundance an interesting probe
of the thermal conditions during the collision.
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The D-resonance, apart from playing a role in
particle production and interaction dynamics, may
probe the conditions in heavy-ion collisions at early

w xfreeze-out times and high freeze-out densities 1 . It
has been suggested that a chemical freeze-out tem-

Ž .perature can be extracted from the D 1232 rnucleon
w xratio 2 . The D-resonance is known to be readily

w x w x w xproduced in photon 3 - lepton 4 - and hadron 5 -in-
duced nuclear interactions and the cross sections for
production of D-resonances in elementary nucleon-

w xnucleon collisions are large 6 .
Ž .Recently, results on D 1232 production in nu-

w xcleus-nucleus collisions at 95 A MeV 7 , at 1 and 2
w x w xA GeV 8 and at 13.7 A GeV 9 have been re-

ported. In this paper we present measurements on the
production of Dqq by means of an invariant mass
analysis of ppq-pairs in 158 A GeV central 208 Pb
q208Pb central collisions at the CERN SPS. The
measurement utilizes the new high resolution track-

w xing arm of WA98 10 , which consists of multi-step
avalanche chambers, streamer tube detectors and a
high resolution Time-Of-Flight system.

The fixed target experiment WA98 is a large-
acceptance photon and hadron spectrometer designed
to study ultra-relativistic heavy-ion collisions.
Charged particles, produced in the interactions, tra-
verse a large magnet and are deflected into two
tracking arms, horizontally placed on both sides of
the beam which allow for momentum determination
and particle identification. For the Dqq measure-
ments, reported in this paper, we use the full data
sample from the tracking arm for the positively

w xcharged particles 11 . This second tracking arm was
installed and operated for only a portion of the final
WA98 run period.

The tracking arm consists of two planes of Multi-
Ž . w xStep Avalanche Chambers MSACs 12,13 and two

planes of streamer tube detectors, all equipped with
electronic pad readout and a highly segmented Time-

Ž .Of-Flight TOF wall. Fig. 1a shows a schematic
drawing of the second tracking arm as seen from
above, with two tracks entering the acceptance. Here
the z-axis is pointing along the beam and the x-axis
is parallel to the bending plane of the magnet. The
position resolution of the MSACs was s s0.5 mmx

in the horizontal direction, and s s1.7 mm in they

vertical direction whereas the streamer tube detectors
had an intrinsic resolution of s s3.0 mm and s sx y

6.5 mm. The time resolution of the TOF wall was
better than 90 ps and its spatial resolution was
s s12.5 mm and s s26.4 mm. Fig. 1b and 1cx y

show p versus t y t assuming pion and protontof exp

mass, respectively. Here p is the momentum, t thetof

measured flight time of the particle and t theexp

expected flight time calculated from the track length
and momentum of the particle. Separation between
different particle species, especially for pions and
protons, is good over a wide range of momenta.
Kaons and pions are no longer separable at momenta
above 4 GeVrc and thus a small contamination of
kaons is present among the pions at larger momenta.
The momenta of the particles are first approximated
assuming a uniform magnetic field and straight line
fits through the tracking arm and then corrected by

w xGEANT 14 calculations using the measured field.
The momentum resolution, Dprp, is limited by the
multiple scattering, mainly in the air between the
target and the detectors, the intrinsic detector resolu-
tion and by methodical uncertainties. Based on
GEANT simulations we estimate Dprp to be about
1% at 2 GeVrc and 2% at 5 GeVrc.

The most interesting events are those where the
bulk of the nuclear matter interacts, i.e. the most
central events. A trigger based on the transverse
energy as measured by the Mid-Rapidity Calorimeter
Ž .MIRAC is used to enhance central collisions. The
present analysis has been performed using the 8.5%
most central events of the WA98 minimum bias

Ž .cross section 6450 mb for the used data set based
on an offline cut on the measured transverse energy.
To reject beam particles other than Pb and possible
event pile-up, lower and upper cuts in the ADC and
TDC values from the start-counters, placed in the
beam, were performed.

During and shortly after electrical discharges, the
MSACs exhibited reduced efficiencies. This has been

w xdiscussed in a previous paper 12 . Thus events
recorded within a short time after such a discharge,
are removed from the analysis.

The tracking procedure connects hits in at least
three out of the four tracking planes, by means of
straight line fits, and combines a track with a valid
time measurement in the TOF wall at the correct
position. Due to the excellent two-track resolution
and two-dimensional position resolution of the track-
ing planes, this procedure works almost without
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Ž . Ž .Fig. 1. a Overview of the tracking arm with two tracks within the acceptance. b Particle identification bands calculated assuming that all
Ž . Ž . Ž .particles have the pion mass. c as in b assuming proton mass. d The distribution of accepted particles in terms of p and rapidity fort

protons and pq.

ambiguities, in spite of the large track multiplicity
within the acceptance. Cuts have been applied on the
hit association in the TOF wall and on the vertical
distance between the track extrapolation and the
interaction point. Finally, the particle identity is ob-
tained by cuts in t y t . This works up to atof exp

particle momentum of 8 GeVrc, where the separa-
tion no longer can be done unambiguously. In order
not to lose any observed Dqq resonances, we have
chosen to use particles up to 16 GeVrc, thereby
introducing a small systematic error. The small
amount of contaminating kaons among pions above

4 GeVrc only gives marginal effects on the ex-
tracted Dqq yield. This sort of contamination will
also be present in the mixed events and its effects are
to a large extent removed.

Fig. 1d shows the distributions of accepted parti-
cles for the second tracking arm in terms of trans-
verse momentum p and rapidity for protons andt

Ž .pions. Notice the sign p factor, which unfolds thex

spectrum for particles with negative p and momen-x

tum low enough to bend across the beam line. Fur-
thermore, a momentum cut of 8 GeVrc has been
applied.
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For all pairs of identified p and pq, the invariant
mass, M , was calculated frominv

2 2M s E qE y p qp .( Ž .Ž .inv p p p p

The mass resolution of the ppq-pair, estimated from
the momentum resolution, is a few MeV. An invari-

Ž .ant mass spectrum of such pairs real spectrum will
consist of one part where the pion and the proton are
coming from the same Dqq-decay and an essentially
uncorrelated combinatorial background. Due to the
high multiplicity of protons and pions, the combina-
torial background will be by far the dominant contri-
bution to the invariant mass spectrum. To account
for this combinatorial background, the invariant mass
spectrum was calculated also with protons and pions

Ž .taken from different events mixed event . To extract
the fraction j , of Dqq, among the ppq-pairs, N ,pair

we assume that the mixed event invariant mass
spectrum has the same shape as the combinatorial
background in the real spectrum. This assumption
has been verified by studies of ratios between real
spectra and mixed event spectra. To essentially elim-
inate the statistical errors in the mixed event spec-
trum, it contains about ten times the statistics in that

Ž .of the real spectrum. The real spectrum, F M caninv

then be written as

F M sN PN jPBW M , M ,GŽ . Ž .Žinv ev pair inv 0

q 1yj g M . 1Ž . Ž . Ž ..inv

Ž .BW M , M ,G is a modified Breit-Wigner func-inv 0

tion, filtered through our geometrical acceptance,
normalized to unity. M and G are the peak position0

and width respectively of the modified Breit-Wigner
function. Note that neither the real spectrum nor the
mixed event spectrum are corrected for acceptance.

Ž .N is the number of events and g M is the unitev inv

normalized mixed event spectrum. The modified
Breit-Wigner function, before filtering, is given by

BW M , M ,GŽ .inv 0

q3 1
A ,3 3 2 2q qmŽ . M yM q Gr2Ž . Ž .Ž .inv 0

Ž .where q is the momentum of the proton or pion in
the rest-frame of the pair, i.e half of the relative

w xmomentum, and ms180 MeVrc 15 . The real
Ž .spectrum can now be fitted using Eq. 1 , treating j ,

M and G as free parameters.0

Fig. 2a shows the distribution of accepted Dqq

w xobtained from FRITIOF7.02 16 events filtered
through GEANT, i.e. for Dqq where both decay
particles fall inside the acceptance of the arm. The
spectrum is unfolded in the same way as in Fig. 1d.
Fig. 2b shows the invariant mass spectrum of

F M yN PN P 1yj g M ,Ž . Ž . Ž .inv ev pair inv

i.e. the real spectrum with the background sub-
tracted. Also shown by the solid curve is

N PN PjPBW M , M ,G ,Ž .ev pair inv 0

i.e. the acceptance-filtered modified Breit-Wigner
function obtained from the best fit.

The extracted number of Dqq has to be corrected
for acceptance and inefficiencies. Table 1 gives the
values of the different correction factors with their
estimated errors.

The efficiency for Dqq detection is the product
of the efficiencies for protons and pions. The effi-
ciency factors given in the table are the ratio be-
tween those Dqq efficiencies and the corresponding
efficiencies for protons. k , which is about 80%, istrk

the probability for a particle entering the arm, result-
ing in a track seen in at least three out of the four

Ž . qqFig. 2. a The distribution of accepted D obtained from Fritiof
Ž . qqevents. b The extracted D resonance together with the corre-

sponding acceptance-filtered modified Breit-Wigner.
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Table 1
Summary of the different correction factors and their estimated
systematic errors.

Correction factors Value

tracking efficiency, k 0.79"0.02trk

identification efficiency, k 0.60"0.02pid

geometrical acceptance, k 0.145"0.005geo

tracking planes and with a quality sufficient to pass
the applied cuts, i.e. vertex association, x 2 of the
straight-line fit, et cetera. The k factor corrects forpid

the particle identification efficiency, including hard-
ware efficiencies, effects of applied cuts on the flight
times and particles decaying before reaching the
TOF wall. The k factor corrects the Dqqrprotongeo

ratio for the limited azimuthal coverage of the arm
estimated by GEANT simulations. The values of all
the correction factors depend on the cuts we apply
on the data and the systematic errors were estimated
by varying these cuts within reasonable limits.

Table 2 gives the reconstructed and corrected
ratio between the number of Dqq and protons within

w xthe arm. Within our acceptance RQMD2.3 17
predicts about 2.4 protonsrcentral event and
FRITIOF7.02 predicts about 5.5 protonsrcentral
event. Thus our proton multiplicity, which is about
1.83 proton per central event after efficiency correc-
tions, seem to be in fair agreement with RQMD,
whereas FRITIOF seems to overestimate.

The extraction of the Dqq signal is by no means
trivial as the peak is broad and the combinatorial
background is large. Three different extraction meth-
ods were applied to simulated data to investigate the
influence of the methods on the reconstructed num-

qq w xber of D 18 . The method described above proved
to be the most robust for different projectiles p, Si
and Pb upon Pb target at the relevant beam energy.

Regarding the error of the extracted ratio we note
that this is dominated by the statistical fluctuations in
the number of combinatorial pairs under the reso-
nance peak. Thus it is impossible to obtain the ratio
with higher precision with the given statistics, inde-
pendent of the extraction method. A study based on
simulation results with different event generators,
and variation of cuts applied to the data, indicates
that the systematic error contributions resulting from
the various cuts and correction factors applied to the

Ždata are considerably smaller of the order of 10% of
.the obtained value and therefore negligible in com-

parison to the statistical error.
However, it was observed that the chosen extrac-

tion method tended to systematically overestimate
the number of Dqq in simulations. A special simpli-
fied Monte Carlo event generator was constructed in
order to study this effect. With this generator, several
hundreds of samples of the same size as the real data

w xsample was studied 19 . The reason for the overesti-
mation is that although the background estimated
with mixed events is almost identical to the back-
ground in the data, small differences are present. For
instance, correlations between the decay products
from different Dqq resonances are believed to add
to the systematic error of the extraction method.
Pairs with the pion and proton from two different
Dqq decays, are almost identical to a pair originat-
ing from the same Dqq due to the restricted accep-
tance of the tracking arm. The magnitude of the
overestimation and associated error has been deter-
mined from the simulations and a correction has
been applied for the ratio and error as shown in
Table 2. The correction leads to an increased relative
error in the ratio.

Ž .The ratio of D 1232 rnucleons has been studied
and an increase as a function of incoming beam

w xenergy has been established 8 . In a thermal model
this can be interpreted as an increase of the freeze-out
temperature which determines the relative population
of the nucleonic resonances. The same ratio can be
estimated from our data. In an isospin symmetric

Ž .system, one could obtain the total number of D 1232
resonances, i.e. Dy, D0, Dq and Dqq, by multiply-
ing the number of Dqq by an isospin factor four. In
the same way, the number of nucleons, including
those from resonance decays, could be estimated by
multiplying the measured number of protons with a
factor two. In our case, where we have an isospin

Table 2
Summary of the results.

qq119677 central events D rproton ratio

Ž .reconstructed uncorrected 0.031"0.015
corrected for systematic fitting error 0.021"0.013
full f and eff. corrected 0.309"0.190
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Ž .Fig. 3. The ratio D 1232 rnucleons as a function of beam en-
ergyrnucleon.

asymmetry, in a first approximation the nucleons and
the D-resonances are affected in the same way, and
thus no correction for the isospin asymmetry is
applied. Only a small contribution of baryon number
is present in deuterons and weakly decaying hyper-
ons, where the decay proton might be lost in the
tracking due to the secondary vertex being far from
the interaction point.

Our obtained ratio for nucleons originating from
Ž .D 1232 resonances, is found to be quite large at

central rapidities, 0.62"0.38. Fig. 3 shows our re-
sults in comparison with similar results from experi-
ments at lower beam energies. Note that the target
and projectile rapidities are separated by 5.8 units at
158 A GeV. In this experiment the influence of
spectator matter is thus much less than at lower
beam energies.

Ž .Our obtained value of the D 1232 rnucleon ratio
can be compared to the ratio obtained from thermal
model calculations, assuming chemical and thermal
equilibrium. In such a calculation the maximum ratio

w xobtained is around 0.33 2 . Furthermore this ratio is
obtained over a large range of temperatures and
baryon densities, used as input to the calculations.

However, it should be pointed out that the experi-
mental ratio also contain contributions from prior to

freeze-out. For this and other reasons, e.g. the satura-
tion of the ratio as a function of temperature, it is
premature to use the experimentally extracted ratio
for a precise temperature estimation and any temper-
ature above 100 MeV seems to be in qualitative
agreement with the obtained ratio.

Besides the yield, the fitting procedure also pro-
vides the width and mass of the delta peak. However
the systematic errors in these values, estimated by
changing cuts and extraction methods and by apply-
ing the methods to Monte Carlo samples with known
parameters, are sufficiently large to preclude a mean-
ingful discussion of a possible mass shift or changes
of the width of the delta peak.
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c© Società Italiana di Fisica
Springer-Verlag 2000

Central Pb+Pb collisions at 158 A GeV/c studied
by π−π− interferometry
The WA98 Collaboration

M.M. Aggarwal1, A. Agnihotri2, Z. Ahammed3, A.L.S. Angelis4, V. Antonenko5, V. Arefiev6, V. Astakhov6,
V. Avdeitchikov6, T.C. Awes7, P.V.K.S. Baba8, S.K. Badyal8, C. Barlag9, S. Bathe9, B. Batiounia6, T. Bernier10,
K.B. Bhalla2, V.S. Bhatia1, C. Blume9, R. Bock11, E.-M. Bohne9, Z. Böröcz9, D. Bucher9, A. Buijs12, H. Büsching9,
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Abstract. Two-particle correlations have been measured for identified π− from central 158 A GeV Pb+Pb
collisions and fitted radii of about 7 fm in all dimensions have been obtained. A multi-dimensional study
of the radii as a function of kT is presented, including a full correction for the resolution effects of the
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apparatus. The cross term R2

out−long of the standard fit in the Longitudinally CoMoving System (LCMS)
and the vL parameter of the generalised Yano-Koonin fit are compatible with 0, suggesting that the source
undergoes a boost invariant expansion.

The shapes of the correlation functions in Qinv and Qspace =
√
Q2

x +Q2
y +Q2

z have been analyzed in
detail. They are not Gaussian but better represented by exponentials. As a consequence, fitting Gaussians
to these correlation functions may produce different radii depending on the acceptance of the experimental
setup used for the measurement.

1 Introduction

The study of Bose-Einstein correlations between pairs of
identical hadrons is an essential tool to obtain informa-
tion on the space-time evolution of the extended hadron
sources created in heavy ion collisions [1]. In particular,
a strong correlation between the momenta and the space-
time production points of the particles suggests expand-
ing sources as predicted by hydrodynamic models [2]. The
dynamical evolution of such systems can then be studied
with interferometry via selection on the transverse mo-
menta and rapidity of the correlated particle pairs.

In this paper, we present the analysis of two-particle
correlations of identified π− measured in the WA98 ex-
periment for central 158 A GeV Pb+Pb collisions at the
CERN SPS.

2 Experimental setup and data processing

The WA98 experiment shown in Fig. 1 combined large ac-
ceptance photon detectors with a two arm charged particle
tracking spectrometer. The incident 158 A GeV Pb beam
interacted with a Pb target near the entrance of a large
dipole magnet. Non-interacting beam nuclei, or beam frag-
ments were detected in a forward calorimeter located at
zero degree. A mid-rapidity calorimeter measured the to-
tal transverse energy in the rapidity region 3.2 ≤ η ≤ 5.4,
which was also used in the trigger for online centrality
selection. The Plastic-Ball calorimeter measured the frag-
mentation of the target, and silicon detectors were used
to measure the charged particle multiplicity. The photon
detectors consisted of a large area photon multiplicity de-
tector and a high granularity lead-glass calorimeter for
single photon, π0, and η physics [3].

The charged particle spectrometer made use of a 1.6
Tm dipole magnet with a 2.4×1.6 m2 air gap for magnetic
deflection of the charged particles in the horizontal plane.
The results presented in this paper are taken from the 1995
WA98 data set obtained with the negative particle track-
ing arm of the charged particle spectrometer. The sec-
ond tracking arm was added to the spectrometer in 1996
to measure positive particles [4]. The first tracking arm
consisted of six multistep avalanche chambers with opti-
cal readout [5] located downstream of the magnet. The
active area of the first chamber was 1.2×0.8 m2, while
that of the other five was 1.6×1.2 m2. The chambers con-
tained a photoemissive vapour (TEA) which produced UV
photons along the path of traversal of the charged parti-
cles. These were converted into visible light via wavelength
shifter plates. On exit the light was reflected by mirrors

at 45◦ to CCD cameras equipped with two image intensi-
fiers. Each pixel of a CCD viewed a 3.1×3.1 mm2 area of
a chamber. In addition, a 4×1.9 m2 Time of Flight wall
positioned behind the chambers at a distance of 16.5 m
from the target allowed for particle identification with a
time resolution better than 120 ps.

Figure 2 shows the Monte Carlo generated pT -rapidity
acceptance for π−. The acceptance ranges from y=2.1 to
3.1 with an average at 2.70. The momentum resolution
of the spectrometer was ∆p/p=0.005 at p=1.5 GeV/c, re-
sulting in an average accuracy better than or equal to 10
MeV/c for all the Q variables used in the interferome-
try analysis and defined in section 5: σ(Qinv)=7 MeV/c,
σ(QTO)=10 MeV/c, σ(QTS)=5 MeV/c, σ(QL)=3 MeV/c,
σ(QT )=8 MeV/c, σ(Q0)=5 MeV/c.

The analysis of the complete 1995 data set is presented
here. These data have been taken with the most central
triggers corresponding to about 10% of the minimum bias
cross section of 6190 mb. Severe track quality cuts were ap-
plied at the expense of statistics resulting in final samples
of 4.2×106 π− for the correlation analysis and 4.6×105 π−
for the single particle spectrum.

3 Single particle spectra

The mT=
√
m2

π + p2
T distribution of identified π−, aver-

aged over the rapidity acceptance, is shown in Fig. 3. The
data were corrected for geometrical acceptance and effi-
ciency of the chamber-camera-Time of Flight system using
a full simulation of the experimental setup. The parame-
ters of the simulation were optimized in an iterative way
by comparing various distributions with the real data. The
simulated data were then treated exactly like the real data.
The measured 1/mT dN/dmT dy distribution was then fit-
ted to the form Cexp(−mT /T ), expected for a source in
thermal equilibrium [6]. Such fits were applied to the data
for different ranges ofmT , such as the one shown in Fig. 3.
These fits do not reproduce the overall concave shape of
the data, which is partly due to particles originating in
resonance decays and could also be an indication of trans-
verse flow [7]. The shape of the π− mT distribution was
found to be in good agreement with that of π0 obtained
in the lead-glass calorimeter [3].

4 One-dimensional interferometry analysis

For the Bose-Einstein correlation studies, the data were
Coulomb corrected in an iterative way [8]. The Gamow
correction was abandoned as it overcorrects the data for
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Qinv in the range of 0.1 to 0.3 GeV/c. A fit of the form 1+
λexp[−Q2

invR
2
inv] was made to the Qinv correlation func-

tion yielding Rinv = 6.83±0.10 fm and λ = 0.307±0.008.
An expanded view of the correlation distribution (Fig. 4)
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Fig. 3. mT distribution (the fit is explained in the text)

shows that the Gaussian fit used (full line) is not perfect,
especially in the Qinv range of 40 to 80 MeV/c where the
tail of the experimental distribution shows an excess which
is not well reproduced by the fit. In addition to this Gaus-
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Fig. 4. Qinv distribution with Gaussian fits. The full line is
a fit made with all the points. The dashed line is a fit for
Qinv ≥ 25 MeV/c and the dotted line is a fit for Qinv ≥ 40
MeV/c

sian fit made over the whole range of Qinv, Fig. 4 shows
also different Gaussian fits using data in the ranges 25
MeV/c ≤ Qinv ≤ 200 MeV/c (dashed line) and 40 MeV/c
≤ Qinv ≤ 200 MeV/c (dotted line). These fits do not coin-
cide. Different radii are then obtained for different starting
points of the fit because the shape of the distribution is
not Gaussian. This effect is independent of the severity
of the track selection, and is therefore not due to spuri-
ous tracks. This is summarized in Fig. 6 where Rinv and
the corresponding λ are plotted as a function of the lower
bound of the fit. There is a statistically significant drop
when using a Gaussian fit. A similar behaviour is observed
when, instead of Qinv, Qspace =

√
Q2

x +Q2
y +Q2

z is used,

calculated in the longitudinally comoving system (LCMS)
and fitted with 1+λexp[-Q2

3R
2
3]. This method of fitting in

varying ranges has a good sensitivity to the shape. It has
been repeated by replacing the Gaussian fit by an expo-
nential fit of the form 1+λeexp[-2QinvRe] where the factor
2 is added to make the radius Re more comparable with
Rinv. The results (Fig. 7) show that the stability is bet-
ter with the exponential fit. Figure 5 directly compares
the Gaussian and exponential fits for Qinv. Although the
Gaussian fit still gives an acceptable χ2/d.o.f., the expo-
nential fit is better everywhere. A similar conclusion is
reached when the first data point is excluded from the fit.
This result is not based on the first bins which might be
more affected by systematics due to large Coulomb cor-
rection or noise correlated with the true track signals in
the chambers. It is rather based on the high statistics tail
of the distribution which contributes in a different way
to a Gaussian or an exponential fit. This quasi exponen-

1

1.1

1.2

1.3

1.4

0 0.02 0.04 0.06 0.08 0.1

 1+λeexp[-2QinvRe]

 Re=6.67 ± 0.13 fm

 λe= 0.718 ± 0.023

 χ2/dof = 0.89

 1+λexp[-Qinv
2 Rinv

2 ]

 Rinv=6.83 ± 0.10 fm

 λ= 0.307 ± 0.008

 χ2/dof = 2.12

Qinv [GeV/c]
C

2

Fig. 5. Qinv distribution with the Gaussian fit (full line) and
the exponential fit (dashed line)
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tial behaviour is expected by different models including
resonance decays [9]. As a consequence small acceptance
experiments may obtain a larger radius if a Gaussian fit
is used because they are less sensitive to the tail. On the
contrary large acceptance experiments have higher statis-
tics at large Q-values, and the Gaussian fit will yield lower
values of the radius.
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Table 1. 3-dimensional analysis

Standard fit in LCMS Generalized Yano-Koonin fit

RTS = 6.41±0.13 fm RT = 6.54±0.11 fm

RTO = 6.60±0.16 fm R0 = 0.01±0.69 fm

RL = 7.50±0.18 fm R4 = 7.51±0.18 fm

λ = 0.350±0.010 λ = 0.325±0.009

R2

out−long = -1.0±1.3 fm2 vL = 0.03±0.05

χ2/d.o.f. = 1.06 χ2/d.o.f. = 1.02

5 Multi-dimensional interferometry analysis

The multi-dimensional analysis has been done with Gaus-
sian fits to allow comparison with other experiments. Two
different parameterizations have been used in the LCMS:
a) The standard fit in the 3-dimensional space of momen-
tum differences QTS (perpendicular to the beam axis and
to the transverse momentum of the pair), QTO (perpen-
dicular to the beam axis and parallel to the transverse
momentum of the pair), and QL (parallel to the beam
axis) [10]. The fitted formula

C2 = 1 + λ exp[−Q2
TSR

2
TS −Q2

TOR
2
TO −Q2

LR
2
L

−2QTOQLR
2
out−long]

includes a cross term in QTOQL as predicted [11].
b) The generalized Yano-Koonin (GYK) fit [12] in the Q0

(energy difference of the pair), QT ,QL space according to

C2 = 1+λ exp[−Q2
TR

2
T +(Q2

0−Q2
L)R

2
4−(Q·U)2(R2

0+R
2
4)]

where U = γ(1, 0, 0, vL), γ = 1/
√

1 − v2
L with vL in units

of c=1.
In the GYK approach, the radius parameters remain

invariant under longitudinal Lorentz boost, the param-
eter vL connecting the “arbitrary” measurement frame
(LCMS) to the Yano-Koonin frame. In addition, the ex-
traction of the duration of emission, R0, is straightfor-
ward.

The consequence of the finite resolution in the mea-
surement of the Q variables is an underestimate of the
radii and λ parameters. Morever, as the resolution is dif-
ferent for each Q variable, this causes a bias which varies
from parameter to parameter, leading to errors in the in-
terpretation of the results in a multi-dimensional analysis.
It is therefore essential to take into account the effect of
the resolution in the fitting procedure. One way to do this
is to replace the formula C2(Q) used to fit the data by

Crc
2 (Q) =

∫ ∫ ∫
r(Q,Q′) C2(Q′) dQ′

which is the convolution of C2(Q) with the resolution
function r(Q,Q′). The resolution function is chosen to
be Gaussian:

r(Q,Q′) = 1/(2π)3/2 1/|V |1/2
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× exp[−1/2 (Q − Q′)T V −1 (Q − Q′)]

The diagonal elements of the covariance matrix V are
equal to the square of the resolution of the different Q
variables and are estimated separately as a function of
kT = |pT1 + pT2|/2 of the pairs. The non-diagonal el-
ements are neglected. For the one-dimensional Gaussian
fit case with Q = Qinv, the resolution corrected values
of the fitted parameters are Rinv = 7.30 ± 0.12 fm and
λ = 0.328 ± 0.009.

The results of the multi-dimensional fits are presented
in Table 1 for the full 1995 data sample. A multi-dimen-
sional analysis as a function of kT , both with the standard
5-parameter fit and with the GYK fit is shown in Figs. 8,
9, and 10.

The RTS and RL parameters from the standard fit are
found to be compatible respectively with RT and R4 from
the GYK fit. The cross term R2

out−long from the standard
fit and vL from the GYK fit are compatible with 0. In
a source undergoing a boost invariant expansion, the lo-
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cal rest frame coincides with the LCMS. Both the cross
term and vL estimated in the LCMS are then expected
to vanish [12]. As this is the case, it suggests that the
source seen within the acceptance of the experiment has a
strictly boost invariant expansion. The strong decrease of
the longitudinal radius RL or R4 with kT compared to the
behaviour of the transverse radii RT , RTS , RTO suggests
a longitudinal expansion larger than the lateral expansion.
The longitudinal radius RL is shown with a fit of the form
1/

√
mT with mT=

√
m2

π + k2
T inspired by the hydrody-

namical expansion model. Using RL = τ0
√
T0/mT with

a freeze out temperature T0 of 120-170 MeV/c, we may
extract a freeze out time τ0 in the range of 7.5-8.9 fm/c.
Finally, the R0 parameter from the GYK fit, which reflects
the duration of emission, is compatible with 0 for all kT

bins, excluding a long-lived intermediate phase.
Two other experiments, NA49 and NA44, have stud-

ied charged particle interferometry in Pb+Pb collisions at
CERN energies. The WA98 analysis is in good agreement
with the NA49 results[13], when the comparison is made
for the same mean y range of 2.70, although WA98 has
used identified π− while the NA49 analysis used unidenti-
fied negative particles. Only the R0 parameter tends to be
smaller in WA98. The direct comparison with the NA44
experiment is not possible because NA44 and WA98 do
not have the same y range. The smaller radii measured
by NA44[14] can be explained by the larger y range of its
acceptance (3.1< y <4.1).

6 Conclusion

The analysis of the two-particle correlation of identified
π− from central Pb+Pb collisions at 158 A GeV gives
fitted radii of about 7 fm. This should be compared to the
equivalent rms radius of the initial Pb nucleus of 3.2 fm,
which indicates a large final state emission volume.

The one-dimensional correlation functions analyzed in
terms of Qinv or Qspace are not Gaussian. They are better
represented by exponentials. This study is based on the
tail of the distributions and not on the first bins which
might be subject to systematic effects. One possible expla-
nation is that this behaviour is due to resonance effects.
Fitting Gaussians to these correlation functions may pro-
duce different results depending on the acceptance of the
experimental setup.

The generalized Yano-Koonin analysis gives similar re-
sults to within the error bars as the standard 3-dimen-
sional analysis in the LCMS.

The cross term R2
out−long is found to be compatible

with 0 in the LCMS and the same is true of vL in the
GYK fit. This suggests that the source undergoes a boost
invariant expansion.

A clear dependence of the longitudinal radius param-
eter on kT is observed, suggesting a larger longitudinal
than transverse expansion of the source. In addition the
short duration of emission disfavours any long-lived inter-
mediate phase.
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Abstract

An event-by-event analysis of the azimuthal angular correlation with respect to the reaction plane has been carried out for
Kq and pq emission near mid-rapidity in 158 APGeV Pb q Pb collisions. In semi-central collisions, Kq mesons are
found to be preferentially emitted out of the reaction plane, while pq mesons are emitted in the reaction plane. The results
suggest that the kaon emission is influenced by in-medium potential effects in addition to collective flow effects. q 1999
Published by Elsevier Science B.V. All rights reserved.

1. Introduction

Relativistic heavy ion collisions provide a unique
tool for the study of nuclear properties at high
temperature and density. The study of collective
motion in the final state of the produced hadrons is
expected to provide information on both the dynam-
ics of heavy-ion collisions and the equation of state
w x1 . The observation of collective behavior in the
system provides a validation of a hydrodynamical
description of the dynamics. Once a hydrodynamical

interpretation is established the collective motion
will result from pressure gradients in the matter,
which will reflect the compressibility of the underly-
ing equation of state. In the case of a phase transition
from ordinary matter to quark-gluon plasma, it is
expected that the compressibility should exhibit a
softening due to the increased number of degrees of

w xfreedom 2 .
A standard way to search for collective motion in

the final state is to analyze the azimuthal distribution
of particle emission with respect to the reaction
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plane in terms of a Fourier expansion. The first two
coefficients in the Fourier decomposition are termed
the directed and elliptic flow components. The im-
portance of collective motion measurements has been

w xemphasized by several authors 2–5 and measure-
ments have been reported over a range of energies;

w xdirected and elliptic flow at 0.1;1 APGeV 6–9 ,
w x w xat 10 APGeV 10 and also at 158 APGeV 11,12 .

One of the striking features of these results is the
change of the elliptic flow direction from out-of-plane
Ž .squeeze-out to in-plane in the region between 1
APGeV and 100 APGeV incident energy.

The azimuthal distribution of a particular particle
species in the final state is also expected to be
sensitive to the in-medium potential of the particle.
Namely, it is interesting to study the distributions of
Kq and Ky mesons because the kaon-nucleon po-
tential in nuclear matter is expected to be repulsive

q y w xfor K but attractive for K mesons 13–15 .
Recently, the elliptic emission of nucleons, pions,

and Kq mesons has been observed in the mid-rapid-
ity region in 0.8;1 APGeV 197Auq197Au and
209 209 w xBiq Bi collisions 7–9 . The observed out-of-
plane emission of Kq mesons is claimed as a conse-
quence of the repulsive Kq-nucleon potential. On the
other hand, pions and nucleons also show out-of-
plane emission at this energy, which is interpreted as
dominantly due to the shadowing effect of the spec-

w xtator nucleons 7,16,17 .
At higher incident energies, particles produced

near mid-rapidity are not expected to interact with
the spectator matter due to the short crossing time of
the collisions. Therefore, the in-medium potential
effects might be more clearly visible at SPS energies
w x18 . In this letter we present the azimuthal distribu-
tions, relative to the reaction plane, of Kq and pq

mesons near mid-rapidity in 158 APGeV Pb q Pb
collisions. This is the first observation of the elliptic
emission of Kq mesons at SPS energies.

2. Experimental setup

The data presented here were taken with a subset
of the WA98 experiment detector system using the
158 APGeV 208 Pb beams of the CERN-SPS on a Pb
target of 213 mm thickness. In the WA98 setup the
incident Pb beam provides a trigger by a valid signal
in a gas Cherenkov start counter with a timing

resolution of 30 ps and no signal in a downstream
veto counter with a 3 mm diameter hole. The mini-
mum bias trigger and centrality of the collision is
determined by the total transverse energy, E , mea-T

Ž .sured with the mid-rapidity calorimeter MIRAC
which covers the pseudo-rapidity range of 3.5-h-

5.5. The Plastic Ball detector has full azimuthal
coverage in the pseudo-rapidity range of y1.7-h

-0.5. It identifies pions, protons, deuterons, and
tritons with kinetic energies of 50 to 250 MeV by
simultaneous DE and E measurement using the

w xmass and energy dependence of dErdx 11 . The
measurement of identified particles near mid-rapidity
is performed using two tracking spectrometer arms

Ž .with a large 1.6 m aperture dipole magnet
Ž .GOLIATH which provides 1.6 Tm bending power.
The particle identification is based on a measurement
of momentum and time-of-flight.

The present analysis has been performed on the
full sample of WA98 positive charged particle track-
ing arm data. This data sample is limited due to the
fact that the positive charged particle tracking arm
was installed only for the final run period of WA98.
The tracking arm has a momentum resolution of

2 ŽD prp , 0.97% q 0.16% p q 0.023% p p in
.GeVrc and a time-of-flight resolution of - 90 ps.

Ž .The rapidity and transverse momentum y, p cov-T

erages of the Plastic Ball and the tracking arm are
Ž .shown in Fig. 1. The y, p coverages for theT

Ž .Fig. 1. The rapidity and transverse momentum y, p coverages oft

the Plastic Ball detector and the tracking arm. The midrapidity of
the collisions is shown as dashed line.
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Table 1
Results of the Fourier analysis of Kq and pq mesons for
semi-central 158 APGeV Pb q Pb collisions. The values are
integrated over the indicated y and p ranges. Positive ÕT 1

corresponds to an emission in the same direction as nucleons.
Observed negative value of Õ for pq indicates so-called anti-flow1

of pions. Positive and negative Õ corresponds to an in-plane and2

out-of-plane elliptic emission, respectively. The values are ob-
² Ž .: ² Ž Žtained numerically by evaluating cos f yF and cos 2 f y0

..:F , with corrections of the reaction plane resolution at each E0 T

bin. The errors include the statistical errors and the errors of the
experimental resolution of the reaction plane determination

Ž .Particle y p GeVrc Õ ÕT 1 2

qK 2.2–2.8 0.05–0.60 y0.004"0.031 y0.24"0.14
qp 2.4–3.4 0.05–0.80 y0.010"0.006 0.047"0.024

present analysis are listed in Table 1. Detailed infor-
w xmation about the positive tracking arm 20 and the

w xexperiment can be found elsewhere 11,19 .

3. Experimental results

The reaction plane is determined from the az-
imuthal direction of the total transverse momentum

Ž .vector of fragments p, d, and t observed by the
w xPlastic Ball detector 11 . The azimuthal angle of the

reaction plane, F in the laboratory is determined as0

N

p sin fŽ .Ý T i i
is1y1F s tan , 1Ž .0 N

p cos fŽ .� 0Ý T i i
is1

where the sum runs over all fragments. Here f andi

p are the azimuthal angle in the laboratory and theT i

transverse momentum of the i-th fragment, respec-
tively. The multiplicity of protons in the Plastic Ball
detector is around 8 in semi-central collisions and a
minimum of three protons is required for this analy-
sis. The F ’s accumulated for many events should0

be uniformly distributed if there is no detector bias.
The observed F distribution has a variation of less0

than 2% due to the detector biases such as dead
channels and inefficiency. In the following analysis,
we have corrected for this effect by weighting with
the inverse of the yield although there is no signifi-
cant difference in the results obtained with or with-
out this correction.

The angular correlation between the azimuthal
angle f of Kq and pq near mid-rapidity and the
F determined in the target rapidity region has been0

studied. Since the acceptance of pq crosses mid-
rapidity, F was rotated by 1808 for particles in the0

region forward of mid-rapidity. Otherwise, the ex-
tracted value of the directed flow would be underes-
timated since it changes sign at mid-rapidity. Fig. 2
shows the azimuthal distributions of Kq and pq

mesons with respect to the reaction plane for semi-
Ž .central 50-E -250 GeV in MIRAC and centralT

Ž . q320-E -500 GeV Pb q Pb collisions. For pT

mesons in semi-central collisions, the azimuthal dis-
tribution indicates weak maxima at fyF s08 and0

"1808, which indicates an enhanced emission in the
reaction plane. On the other hand, the Kq azimuthal
distribution in semi-central collisions exhibits max-
ima at fyF s"908 which demonstrates an en-0

hanced emission out of the reaction plane. Although
the statistics is limited, the results provide evidence
that the Kq emission axis is orthogonal to the
in-plane emission axis of the pq. In central colli-
sions, as shown in Fig. 2, the azimuthal distributions
for both particle types are nearly flat, as expected
from the near azimuthal symmetry of the collision
system at small impact parameter.

Fig. 2. The azimuthal distributions of Kq and pq mesons with
respect to the reaction plane for semi-central and central 158
APGeV Pb q Pb collisions. Solid circles with error bars show the
real events and dashed histograms show the results of the mixed

Ž . Ž .events. The solid curves show the fits using Eq. 2 . The y, pT

coverages for this analysis are listed in Table 1.
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To test for detector effects, such as geometrical
acceptance and detector efficiency, fake events were
created using a mixed-event method which were then
analyzed in the same manner as the real events. The
mixed-event results are shown as histograms in Fig.
2. The azimuthal distributions for the mixed-events
are flat which indicates that the observed anisotropies
are not due to detector effects.

The strength of the azimuthal anisotropy is evalu-
w xated by means of a Fourier expansion 21,22 . The

Ž .Fourier coefficients Õ ns1, 2 can be extractedn

from the azimuthal distribution of identified particles
with respect to F ;0

1 dN
Xs1q2Õ cos fyFŽ .1 0N d fyFŽ .0

q2ÕX cos 2 fyF , 2Ž . Ž .Ž .2 0

where f is the azimuthal angle of the particle in the
laboratory frame. The Fourier coefficient Õ

X quanti-1

fies the directed flow, whereas Õ
X quantifies the2

elliptic flow. Positive Õ
X corresponds to an emission1

Žin the same direction as nucleons. Please note that
this definition is opposite to our previous reports
w x . X11 . The coefficient Õ is negative for an out-of-2

plane emission and positive for an in-plane emission.
The observed distributions are affected by the

experimental resolution of the reaction plane deter-
mination. Since the measured Fourier coefficients are
reduced by this effect, they should be corrected as
w x21–23

Õ
X
n

Õ s , ns1, 2 , 3Ž . Ž .n ² :cos nDFŽ .
where DF is the deviation from the true reaction

² :plane and indicates the mean value summed over
all events. The reaction plane resolution is deter-
mined by randomly subdividing the full event into

² Ž .:two equal size subevents and extracting cos DF

' ² :f 2 P cos F yF , where F and F are( Ž .a b a b

the azimuthal angles of the reaction plane of two
equal size subevents. Using the more accurate inter-

w x ² Ž .:polation formula of Ref. 22 one obtains cos DF

² Ž .:s 0.360 " 0.018, cos 2 DF s 0.084 " 0.005
for semi-central collisions.

Ž .The values of the Fourier coefficients Õ ns1,2n
² Žare obtained numerically by evaluating cos fy

.: ² Ž Ž ..:F and cos 2 fyF , respectively. The re-0 0

Fig. 3. The p dependence of the Õ and Õ values of Kq andT 1 2

pq mesons for semi-central 158 APGeV Pb q Pb collisions. The
rapidity coverages are listed in Table 1. The results are corrected
for the experimental resolution of the reaction plane determina-
tion. Solid squares are used for Õ and open circles for Õ .1 2

sults for semi-central collisions are listed in Table
1 1. The values have been corrected for the reaction

Ž .plane resolution according to Eq. 3 at each E bin.T

The value of Õ , indicating the strength of the di-1

rected flow, is negative for pq, which corresponds to
the direction opposite to the nucleons. This so called
anti-flow of pions has been previously reported
w x q11,12 . The value of Õ for the K meson is1

compatible with zero. The value of Õ for the Kq
2

meson is negative with a 1.7s separation from zero,
while the value of Õ for the pq mesons is positive2

with a 1.9s separation from zero. Under the assump-
tion of gaussian errors these results correspond to
confidence levels of 95.7% and 97.5% for the as-
signment of the sign of Õ for Kq and pq, respec-2

tively. Although the significance of the result is
limited by statistics, one may conclude at the 93%
confidence level that the elliptic emission planes for
Kq and pq are oriented orthogonally to one an-
other. The systematic errors on the Õ values due to2

the contamination from other particle species are
estimated to be less than 8% for Kq and 2% for pq.

Fig. 3 shows the Õ and Õ values as a function of1 2

the transverse momentum p for Kq and pq
T

mesons in semi-central collisions. For the Kq data

1 One can obtain the values of Õ and Õ from fitting the1 2
Ž .azimuthal distribution with Eq. 2 . Within the errors, the fit

values agree with those listed in Table 1.
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only two bins are shown due to the limited statistics.
The magnitude of Õ for Kq and pq mesons tends2

to increase with p , while the Õ values remainT 1

close to zero for both particles.

4. Discussion

To compare the present results with other mea-
surements the Õ values for protons, pions, and2

kaons near mid-rapidity are plotted as a function of
the beam energy in Fig. 4. For both protons and
pions a transition from out-of-plane to in-plane emis-
sion occurs around 5-10 APGeV. At SPS energy,

w xresults from NA49 12 have shown that protons and
pions exhibit in-plane emission near mid-rapidity.
Our pq data agree with the NA49 results within
errors. Unlike the case for protons and pions, the
present results indicates that Kq mesons exhibit
out-of-plane emission, which is similar to observa-

w xtions for 1 APGeV Au q Au collisions 8 .

Fig. 4. Beam energy dependence of the Õ value near mid-rapidity2
w x6–8,10,12 . Solid symbols indicate the present data. Note that the

Ž .region in y, p is different for each experiment. The RQMDT
Ž . q qv2.3 cascade mode calculations for proton, p and K in 158
APGeV Pb q Pb collisions are also shown for the impact
parameter range bs 6.5–12 fm with the filter of experimental
acceptance. The data points are shifted horizontally where they
overlap.

ŽResults of RQMD model calculations v2.3 cas-
. w xcade mode 24 filtered with the experimental accep-

tance are also shown in Fig. 4. The RQMD results
show in-plane emission for pq, proton, and also for
Kq. The RQMD calculation agrees with the mea-
sured results for pq and proton, but it fails to
reproduce the out-of-plane elliptic emission of Kq.
These results might suggest that a new ingredient to
the calculation such as the in-medium potentials of

q y w xthe K and K mesons is required 13–15 . A
w x qsimple model calculation 25 in which K mesons

propagate through a static anisotropic distribution of
nucleons with a repulsive KqN potential demon-
strates that a final out-of-plane elliptic emission pat-
tern can emerge from an initially isotropic azimuthal
distribution of Kq.

It is clear that if the azimuthal distribution of the
pions reflects their preferential in-plane collective
motion, then the out-of-plane Kq azimuthal distribu-
tion would indicate that the kaons carry little direct
information about the collective motion of the pion
matter. The results therefore appear to question the
assumption of a common collective flow velocity for
pions and kaons.

5. Summary

In summary, we have measured the elliptic emis-
sion patterns of Kq and pq mesons near mid-rapid-
ity in 158 APGeV Pb q Pb collisions. In semi-
central collisions, the Kq mesons are found to be
emitted preferentially perpendicular to the reaction
plane, while pq mesons tend to be emitted in the
reaction plane. The RQMD cascade calculation re-
produces the Õ values for pq and protons, but it2

fails to explain the out-of-plane emission of Kq

mesons. The results suggest that the kaon emission is
influenced by in-medium potential effects in addition
to collective flow effects.
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Abstract

The multiplicity of inclusive photons has been measured on an event-by-event basis for 158PA GeV Pb induced reactions
Ž .on Ni, Nb, and Pb targets. The systematics of the pseudorapidity densities at midrapidity r and the width of themax

pseudorapidity distributions have been studied for varying centralities for these collisions. A power law fit to the photon
yield as a function of the number of participating nucleons gives a value of 1.12"0.03 for the exponent. The mean

² :transverse momentum, p , of photons determined from the ratio of the measured electromagnetic transverse energy andT

photon multiplicity, remains almost constant with increasing r . Results are compared with model predictions. q 1999max

Published by Elsevier Science B.V. All rights reserved.

1. Introduction

The primary goal of ultra-relativistic heavy ion
experiments is to study nuclear matter under extreme
conditions, in which hadronic matter is expected to
undergo a phase transition to a new state of matter,

Ž .the Quark-Gluon-Plasma QGP . For a thermalized
system undergoing a phase transition, the variation
of the temperature with entropy density is interesting
as the temperature is expected to increase while
below the transition, remain constant during the tran-

w xsition, and then increase again 1,2 . Temperature
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fluctuations have also been proposed as a signature
w xof the existence of a tricritical point in QCD 3 .

These behaviours can be studied by two experimen-
tally measured quantities, viz., the mean transverse

² :momentum, p , and the pseudorapidity density atT

midrapidity, r , for varying impact parameter, ormax

centrality, for a number of colliding systems. These
variables also provide additional information to char-
acterize the evolving system. r provides a mea-max

sure of the energy density which is important to
w xunderstand the reaction dynamics 4,5 . In addition,

the change in shape of the pseudorapidity distribu-
tion should be investigated in detail because it may
provide a clue to the formation of the QGP phase
w x6,7 .

w xExcept for a few measurements of photon 8–11
w xand neutral meson 12–15 distributions reported

earlier, most studies have been restricted to charged
Žparticle measurements a review of charged particle

w x.measurements can be found in Ref. 16,17 , due to
the difficulty of precise measurements of photon
distributions. The inclusive photons provide a picture
of the system at freezeout since the majority of the
photons emitted from the reaction are decay products

Žof produced particles, Õiz., p and h , only a small0 0

fraction is emitted directly during the initial stage of
w x.the collision 18 . The shape and width of the

pseudorapidity distributions of photons may be dif-
ferent compared to those of the charged particles.
Photon multiplicity measurements have also become
increasingly important because of the recent interest
in simultaneous measurements of the multiplicity of
photons and charged particles in the search for Dis-

Ž . w xoriented Chiral Condensates DCC 19,20 . The for-
mation of a DCC is expected to give rise to large
fluctuations in the relative number of emitted charged
particles and photons, analogous to the Centauro and
the anti-Centauro types of events observed in cosmic

w xray experiments 21 . Photon measurements can also
w xbe used to study flow 22 and intermittency behav-

ior of events accompanying a possible phase transi-
tion.

In this letter, we present the first measurement of
the photon multiplicity and pseudorapidity distribu-

² :tions, together with the p of photons produced inT

collisions of 158PA GeV Pb with Ni, Nb, and Pb
w xtargets, carried out in the WA98 experiment 23 at

the CERN-SPS.

2. Experimental setup

In the WA98 experiment, the main emphasis has
been on high precision, simultaneous detection of
both hadrons and photons. The experimental setup
consists of large acceptance hadron and photon spec-
trometers, detectors for charged particle and photon
multiplicity measurements, and calorimeters for
transverse and forward energy measurements. The
present analysis makes use of the photon multi-

Ž .plicity detector PMD , the midrapidity calorimeter
Ž . Ž .MIRAC and the zero degree calorimeter ZDC .

The PMD was placed at a distance of 21.5 meters
from the target. It was a preshower detector consist-

Ž .ing of 3 radiation length X thick lead converter0

plates in front of an array of square scintillator pads
of four sizes, varying from 15 = 15 mm2 to 25 =

25 mm2, placed in 28 box modules. Each box mod-
ule consisted of a matrix of 38 = 50 pads and was
read out using one image intensifier q CCD camera
system. The scintillation light was transmitted to the
readout device by using a short wavelength shifting

Žfiber spliced with a long EMA extra-mural ab-
.sorber coated clear fiber. The total light amplifica-

tion of the readout system was ;40 000. Digitiza-
tion of the CCD pixel charge was done by a set of
custom built fastbus modules employing an 8 bit 20
MHz Flash ADC system. Details of the design and
characteristics of the PMD may be found in Ref.
w x24 . The results presented here make use of the data
from the central 22 box modules covering the pseu-
dorapidity range of 2.9FhF4.2.

w xThe MIRAC 25 was placed behind the PMD at
24.7 meters from the target. It consisted of 30 stacks,
each divided vertically into 6 towers, each of size 20
= 20 cm2, and segmented longitudinally into elec-

Ž .tromagnetic EM and hadronic sections. The depth
Žof an EM section is 15.6 X equivalent to 51% of an0

.interaction length which ensures essentially com-
plete containment of the electromagnetic energy, with
97.4% and 91.0% containment calculated for 1 GeV
and 30 GeV photons, respectively. Hadrons also
deposit a sizable fraction of their energy in the EM
section. The MIRAC measures both the transverse

Ž em . Ž had.electromagnetic E and hadronic E energiesT T

in the interval 3.5FhF5.5 with a resolution of
' '17.9%r E and 46.1%r E , respectively, where E

is expressed in GeV. The ZDC measures the total
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'forward energy, E , with a resolution of 80%r EF

q1.5%, where E is expressed in GeV.

3. Data analysis

3.1. EÕent selection

The data were taken during the December 1996
Pb beam period at the CERN SPS. The thicknesses
of the three targets were 250 mm, 254 mm, and 213
mm for Ni, Nb, and Pb, respectively. The fundamen-
tal ‘‘beam’’ trigger condition consisted of a signal in

ˇa gas Cerenkov start counter located 3.5 meters
upstream of the target and no coincident signal in a
veto counter with a 3 mm diameter circular hole
located 2.7 meters upstream of the target. A beam
trigger was considered to be a minimum-bias interac-
tion if the transverse energy sum in the full MIRAC
acceptance exceeded a low threshold. The data were
taken using an average beam intensity of 200–300
kHz during a 3.5s spill, the number of events recorded
per spill being 150–200.

Beam pile up, where a second beam trigger oc-
curs at a time when the detectors are integrating their

Ž .signals from the triggered event, was rejected by a
using the timing information from the trigger detec-

Ž .tors, and b requiring that the sum of energies in the
ZDC and the MIRAC were within 3s from the
mean of the distribution. Downstream interactions
were also rejected by requiring a coincident signal
from the forward hemisphere of the Plastic Ball
detector which surrounded the target. To correct for
other sources of background, data were also taken
with no target in place.

The CCD readout of the PMD was cleared every
10 ms using a clear pulse of 1 ms width generated
every 10 ms. This ensured that there was no substan-
tial noise buildup on the CCD pixels between suc-
cessive event triggers. A gate of 2 ms around the
clear pulse was used to veto partially or fully cleared
events. The clear clock operated asynchronously and
was vetoed with a 5.6 ms wide pulse when a valid
trigger occurred to allow complete readout of all
pixels. A further check on possible pileup in the
CCD cameras was made by using a 10 ms range
TDC to measure the time difference between the
arrival of the last clear clock and any valid event

trigger. Events with multiple interactions within the
10 ms between clear pulses were rejected in the
offline analysis.

The centrality of the interaction is determined by
the total transverse energy measured in the MIRAC.

² :For the p analysis, which used the MIRAC dataT

directly, the centrality was determined instead by the
forward energy, E , measured in the ZDC. TheF

centralities are expressed as fractions of the mini-
mum bias cross section as a function of the measured
total transverse energy or measured E . The mostF

central selection corresponds to the top 5% of the
minimum bias cross section and the peripheral selec-
tion corresponds to the lower 50–80% range. Ex-
treme peripheral events in the 80–100% range were
not analyzed.

3.2. Data reduction in the PMD

The digitized pixel charges are processed by using
a pixel-to-fiber map to form fiber signals correspond-
ing to each scintillator pad. The signals from several
neighbouring scintillator pads are combined to form
clusters, characterized by the total ADC content and
the hit positions. On average, there is a 92% proba-
bility for photons to shower in the lead converter and
produce large signals. Compared to this, hadrons
give a signal mostly corresponding to minimum ion-

Ž .izing particles MIP . The majority of the hadrons
are rejected by applying a suitable threshold on the
cluster signal. A fraction of hadrons undergoing
interaction in the lead converter produce signals
larger than the threshold and appear as contaminants
in the photon sample. The number of clusters re-
maining above the hadron rejection threshold is
termed as g-like. The characteristics of the preshower
PMD are described by the following two quantities
w x24 :

e sNg ,thrN inc 1Ž .g cls g

f sNg ,thrN 2Ž .p cls g - like

where e is the photon counting efficiency and f isg p

the fractional purity of the photon sample. N inc isg

the number of incident photons on the PMD and
Ng ,th is the number of photon clusters above thecls

threshold. Both e and f are determined by ag p
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detailed Monte Carlo simulation using the VENUS
w x4.12 27 event generator with default parameter

settings and the detector simulation package, GEANT
w x3.21 28 . The details of the simulation can be found

w xin Ref. 24 . No lower threshold on the energy
spectrum of photons is applied in the simulation. The
photon counting efficiency decreases with increasing
hadron rejection threshold. The purity improves sig-
nificantly with increasing threshold only up to ; 3
MIPs and then rather slowly at higher thresholds. For
practical purposes a 3 MIP threshold appears as an
optimum choice for hadron rejection. With this value
the photon counting efficiencies for the central and
peripheral cases are 68% and 73%, respectively. The
purity of the photon sample in the two cases are 65%
and 54%, respectively.

From the experimental data one determines N ,g - like

the number of clusters above the hadron rejection
threshold. Using the estimated values of e and f ,g p

one obtains the number of photons incident on the
detector in the event from the relation:

N sN P f re 3Ž .g g - like p g

² :3.3. Extraction of p of photonsT

In a given event, the average transverse momen-
tum of the produced photons may be expressed as

Eem
T² :p s 4Ž .T Ng

where Eem is the transverse component of the elec-T

tromagnetic energy, and N is the number of pho-g

tons in a given h-region. In the WA98 experiment,
Eem and N are measured with the MIRAC and theT g

PMD, respectively, on an event-by-event basis. These
detectors have complete overlap in azimuth in the
pseudorapidity region 3.5FhF4.0. Hence the data

² :in this region are used for computing the p usingT

the above equation.
em Ž .In order to obtain the final E for Eq. 4 , theT

measured electromagnetic energy in the MIRAC
Ž .towers must be corrected for 1 the hadronic contri-

Ž .bution to the EM section of the MIRAC, and 2 the
energy deposited in the lead converter of the PMD

because of its position in front of the MIRAC. The
final expression may be written as:

N
em hadE y f P f P E r 1y f sinuŽ .� 4Ý i h bal i h i

is1emE sT 1y fPMD

5Ž .

where Eem and Ehad are the energies measured ini i

the electromagnetic and hadronic sections of the
MIRAC towers, f is the fraction of the hadronich

energy deposited in the EM section, f is thebal

balance factor taking into account the different re-
sponses for electromagnetic and hadronic particles in

w xthe EM section 25 , N is the number of towers in
the MIRAC within the given h range, u is the polari

angle of the i th tower, and f is the fraction ofPMD

the electromagnetic energy deposited in the lead
converter of the PMD. By combining results from
the test beam data and simulation, the value of fPMD

has been found to be 15%. Details of the determina-
tion of f and other corrections are similar toPMD

w xthose of Ref. 9 .

3.4. Systematic errors

Several different sources contribute to the final
systematic error in the determination of the number
of photons, N . The error due to the effect ofg

clustering of the pad signals is the dominant one.
This error is determined from the simulation by
comparing the number of known tracks on the PMD
with the total number of clusters obtained after clus-
tering. Apart from the effect of multiplicity as dis-

w xcussed in Ref. 10 , the arrangement of box modules
in the present setup leads to splitting of clusters at
the box boundaries. The net result is that the number
of clusters exceeds the number of tracks with a
deviation of 3% in the case of peripheral events and
7% for high multiplicity central events.

The number of g-like clusters depends on the
ADC value of the MIP peak as determined from

w xPbqPb data. It has been estimated 24 that because
of an admixture of ;20% photons in the MIP data
sample, the extracted MIP ADC value is higher by 2
ADC channels. This causes the extracted photon
multiplicity to be lower by 2.5%. We have included
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this as a source of systematic error. The error on eg

because of the variation in pad-to-pad gains is found
to be less than 1%.

The purity factor, f , depends on the ratio be-p

tween the number of photons and charged particles
within the PMD coverage. The systematic error asso-
ciated with this ratio has been studied by using the

w xFRITIOF 29 event generator in addition to VENUS.
The average photon multiplicity estimated using
FRITIOF is found to be higher by about 4% in
peripheral and by 1% in central collisions, relative to
the values obtained with VENUS.

The combined systematic error on the final pho-
ton multiplicity is asymmetric and varies with the
centrality of the reaction. The total systematic errors
are y3.4% and q7.5% for peripheral collisions and
y7.1% and q3.4% for central collisions, varying
little throughout the PMD acceptance. The negative
error implies overestimation of the number of pho-
tons.

The photon counting efficiency determined in the
present case relies on the energy spectra of photons
as given by the VENUS event generator. As the
conversion probability for low energy photons falls

w xsharply 26 with decreasing energy below 500 MeV,
the estimate of e may be affected if the energyg

spectra in the actual case is different. Preliminary
measurements of the photon energy spectra with the
WA98 lead glass spectrometer indicate that there is
an enhancement of photons below p s250 MeVrcT

over that given by VENUS. Taking into account this
excess of low energy photons in the PMD accep-
tance, the photon counting efficiency would be over-
estimated by 2–9% for central events and 3–13% for
peripheral events, the smaller value being for large
pseudorapidity and the larger value being for the
smaller pseudorapidity region of the PMD accep-
tance. This effect would increase the quoted PMD
photon multiplicities. However, this uncertainty in
the photon counting efficiency due to the uncertainty
in the photon spectrum has not been included in the
final errors presented in this letter. The WA98 low
energy photon measurements will be described in a
separate publication.

² :The systematic error on the determination of pT

depends on the error in both Eem and N . The majorT g

source of errors in Eem are the contributions ofT

hadronic energy deposited in the electromagnetic

section of the MIRAC and the fraction of the electro-
magnetic energy deposited in the lead converter of
the PMD. This is estimated to vary from 8.8% to
10.5% from peripheral to central events. Thus the

² :combined systematic error on p has been esti-T

mated to vary from 11.5% to 12.7%.

4. Results and discussions

The photon multiplicity is determined using Eq.
Ž .3 on an event-by-event basis from the total number
of g-like clusters within the PMD coverage. The
target out contribution to N is almost absent be-g

cause of the 3 MIP threshold for hadron rejection.
The resulting minimum bias distributions of N areg

shown in Fig. 1 for PbqNi, PbqNb, and PbqPb
reactions at 158PA GeV. For comparison, the corre-
sponding photon multiplicity distributions from the
VENUS 4.12 event generator with default parameter
settings, are superimposed in the same figure. The
shape of these three distributions is governed by the
collision geometry. For asymmetric collisions of Nb
and Ni targets, small shoulders are present around Ng

of 300 and 200, respectively. This shoulder is pro-
duced when a decrease in the impact parameter leads
to little increase in particle production and the cross
sections for these small impact parameters pile up at

Fig. 1. Minimum bias inclusive photon cross sections for PbqNi,
PbqNb, and PbqPb reactions at 158PA GeV. Solid histograms
are the corresponding distributions obtained from the VENUS
event generator.
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a fixed N . The VENUS event generator does notg

reproduce this shoulder well. The N values areg

higher for the data compared to those of VENUS.
The pseudorapidity distribution of photons at dif-

Ž .ferent centralities are shown in Fig. 2 a for PbqPb
collisions. The data have been corrected for geome-
try, efficiency, and purity factors. The filled symbols
represent the measured data, and the open symbols

Ž .are reflections of the filled symbols at h s2.92 .c.m.

The histograms show the corresponding distributions
obtained from the VENUS event generator. The
discrepancy between the VENUS results and the data
is about 10% for central collisions at midrapidity.
The pseudorapidity distribution of photons at differ-
ent centralities for PbqNb and PbqNi are shown

Ž . Ž .in Fig. 2 b and c , respectively. The discrepancies
between the data and VENUS are larger for these
reactions compared to that of PbqPb.

The pseudorapidity distributions have been fitted
with Gaussian functions to extract the peak position

Ž .of the distribution h , the pseudorapidity densitypeak
Ž . Ž .r , and the width s . The fits are good in allmax

Fig. 2. Pseudorapidity distributions of photons in Pb induced
Ž . Ž . Ž .reactions at 158PA GeV on a Pb, b Nb, and c Ni targets. The

solid histograms are the corresponding distributions obtained from
the VENUS event generator. In the PbqPb system, open symbols
are the reflections of the measured data points around hs2.92.
The dashed curves represent gaussian fits to the data points
corresponding to the case of 0–5% centrality for PbqPb and
0–10% centrality for PbqNb and PbqNi.

Ž . Ž . Ž .Fig. 3. a Pseudorapidity density r , b width of the pseudo-max
Ž . Ž .rapidity distributions s , and c integrated values of number of

Ž tot.photons N , as functions of the number of participant nucleonsg

at different centrality bins for Pb induced reactions on Ni, Nb, and
Ž .Pb targets at 158PA GeV. The solid line in c is a power-law fit

to the data, which yields the value of the exponent, a s1.12"

0.03.

cases, x 2 per degree of freedom being in the range
of 2–4. Typical fits for the top centrality class for all
the three targets are shown in Fig. 2. The hpeak

values for PbqPb distributions remain constant at
2.92 for all centralities. For PbqNb, h decreasespeak

from 3.03"0.15 for central collisions to 2.95"0.32
in the case of peripheral collisions. The correspond-
ing values for the PbqNi reaction are 3.10"0.16

Ž . Ž .and 2.99"0.31. Fig. 3 a and b show r and smax

for the three reactions as functions of the number of
participant nucleons, N , at different centralities.part

The N values are determined from the VENUSpart

event generator. r increases with N while smax part

doesn’t change with increase of N .part

More insight into the systematics of the particle
production can be obtained by computing the inte-

Ž tot.grated number of photons N over the full phaseg

space. This has been obtained from the Gaussian fit
parameters to the pseudorapidity distributions.



( )M.M. Aggarwal et al.rPhysics Letters B 458 1999 422–430 429

Ž . totFig. 3 c shows the extracted values of N forg

PbqPb as a function of N . The solid line showspart

a fit to the data using the function:
atotN sCP N 6Ž .Ž .g part

where C is a proportionality constant. The value of
the exponent, a , is extracted to be 1.12"0.03. To
further explore the systematics, we have divided the

Ž .full h region 0–6 into two parts, one correspond-
ing to the central rapidity region, 2.4FhF3.4, and
the other beyond this. For both of these cases, the
PbqPb data yields a value of as1.12. In compari-
son, fitting the photon distribution from the VENUS
event generator in the same two regions yield differ-
ent exponents, with 1.10"0.07 at mid-rapidity and
only 1.0"0.05 for the outer region.

² :The mean transverse momentum, p , as aT

function of r , the pseudorapidity density of pho-max

tons at midrapidity, is shown in Fig. 4 for PbqPb
collisions. For the data set considered, the target-out
contributions were less than 1% for peripheral colli-
sions and there was no effect for other centralities.
The point at r ,525 corresponds to the highestmax

² :Fig. 4. The mean transverse momentum, p , of photons as aT

function of the pseudorapidity density of photons at midrapidity,
² :r , corresponding to different centralities. The p valuesmax T

obtained from the VENUS event generator for PbqPb are super-
imposed for comparison. Statistical errors on the data are within
the size of the symbols and systematic errors are shown by the
brackets.

centrality bin, 0–1% of the minimum bias cross
section for PbqPb. The systematic errors on the
absolute values are indicated by the upper and lower

² :brackets on the figure. The p values are constantT

within the quoted error. For comparison, the results
obtained from the VENUS event generator are super-

² :imposed in the figure. The p values obtainedT

from VENUS are systematically higher compared to
data, and show very little change with centrality. The

² :indication of a small rise and saturation of pT

seen in the data is similar to what has been reported
w xfor neutral pions 15 .

5. Summary

Photon multiplicities have been measured, on an
event-by-event basis, in the forward region for 158PA
GeV Pb induced reactions on Ni, Nb, and Pb targets.
The peak positions of the photon pseudorapidity
distributions are found to shift forward in going from
the Pb target to Nb and Ni, as expected. The photon
pseudorapidity densities increase with the number of
participant nucleons, while the widths of the pseudo-
rapidity distributions remain constant with centrality.
The integrated number of photons scales like N 1.12,part

almost independent of the rapidity range over which
the integration is performed. This is similar to the
predictions of the VENUS event generator, except
that VENUS shows a smaller power for forward
rapidities. The photon mean transverse momentum
has been determined from the event-by-event ratio of
the electromagnetic transverse energy to the number
of photons. After an initial rise with increasing r ,max

² :the value of p is observed to remain constant.T
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Neutral pion production in central158A GeV 208Pb 1 208Pb collisions has been studied in the WA98
experiment at the CERN Super Proton Synchrotron. Thep0 transverse mass spectrum has been
analyzed in terms of a thermal model with hydrodynamic expansion. The high accuracy and large
kinematic coverage of the measurement allow one to limit previously noted ambiguities in the extracted
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Heavy ion reactions at sufficiently high energies pro-
duce dense matter which may provide the necessary
conditions for the transition from a hadronic state to a
deconfined phase, the quark-gluon plasma. Since a finite
thermalized system without external containment pressure
will necessarily expand, part of the thermal excitation en-
ergy will be converted into collective motion which will
be reflected in the momentum spectra of the final hadrons.
The dynamics of the expansion may depend on the pres-
ence or absence of a plasma phase. The strongly interact-
ing hadrons are expected to decouple in the late stages of
the collision. Their transverse momentum spectra should
therefore provide information about the conditions of the
system at freeze-out, in particular about the temperature
and collective velocity of the system, if the thermal as-
sumption is valid.

The application of a thermal description is nontrivial.
There is no reason to believe that chemical and kinetic
freeze-out should be identical nor that there should be
unique thermal freeze-out temperatures for all hadrons
or unique chemical freeze-out temperatures for all flavor
changing reactions. It is likely that chemical equilibrium
is not fully attained (see, e.g., [1]), implying that chemical
parameters will also influence momentum spectra through
contributions from decays of heavier resonances. Further-
more, it is not obvious that this problem should have
a stationary solution since particle emission will occur
throughout the full time evolution of the collision and so,
in principle, would require a full space-time integration
with varying parameters.

Most attempts to extract freeze-out parameters from
experiment assume local thermal equilibrium and fit
parametrizations of hydrodynamical models to the experi-
mental distributions [2–7]. Already the earliest analyses
[2] noted ambiguities in fitting the hadron transverse
mass spectra due to an anticorrelation between the fitted
temperature T and transverse flow velocity bT .

Two-particle interferometric (HBT) measurements pro-
vide information on the spatial and temporal extent of the
emission volume, but are also sensitive to the collective
motion of the source (see, e.g., [3,8,9]). Within a hydro-
dynamical parametrization of the source at freeze-out, the
transverse two-particle correlations have been shown to be
sensitive only to the ratio b

2
T �T [3]. Hence HBT analyses

have a bT 2 T ambiguity which is roughly orthogonal to
that resulting from fits to the single particle spectra. This
fact has recently been used by the NA49 Collaboration to
constrain the freeze-out parameters to lie within the region
�bT � � 0.55 6 0.12 and T � 120 6 12 MeV for central
Pb 1 Pb collisions [6]. Alternatively, a recent analysis
of p1, K1, and K2 distributions and p1 and p2 two-
particle correlations measured by the NA44 Collabora-
tion for central Pb 1 Pb collisions using a nine-parameter
hydrodynamical model fit [10] gave freeze-out parame-
ters of �bT � � 0.443 6 0.023 and T � 95.8 6 3.5 MeV.
These analyses suggest that a single set of freeze-out pa-
rameters can describe the hadron single particle distribu-
tions and two-particle correlations, with moderate tem-
perature and large transverse flow velocity.

On the other hand, various thermal model analyses of
particle production ratios, especially strangeness produc-
tion (see, e.g., Ref. [11] for a recent summary), have indi-
cated rather high chemical freeze-out temperatures. Use
of integrated yields in these analyses allows one to obtain
conclusions on the temperature which are insensitive to
the amount of transverse flow. In a recent analysis of re-
sults at SPS energies, including Pb 1 Pb collisions, good
agreement is obtained if partial strangeness saturation is
assumed with a chemical freeze-out temperature of about
180 MeV [12].

A successful thermal interpretation of relativistic heavy
ion collisions must provide an accurate description of the
pion spectra since pions provide the “ thermal bath” of
the late stages of the collision. In this Letter we dis-
cuss the extraction of thermal freeze-out parameters from
the neutral pion transverse mass distribution for central
158A GeV 208Pb 1 208Pb collisions. These data provide
important constraints due to their accuracy and cover-
age in transverse mass. The analysis of the p0 spec-
trum, within a particular hydrodynamical model, reveals
the importance of the shape of the velocity distribution
at freeze-out. The default shape, derived from a Gauss-
ian spatial distribution, favors a large thermal freeze-out
temperature, similar to temperatures extracted for chemi-
cal freeze-out, but in contradiction to conclusions obtained
based on analyses of limited coverage particle spectra and
HBT results [6,10,13].

The CERN experiment WA98 [14–16] consists of large
acceptance photon and hadron spectrometers together with
several other large acceptance devices which allow one
to measure various global variables on an event-by-event
basis. The results presented here were obtained from
an analysis of the data taken with Pb beams in 1995
and 1996. The 10% most central reactions (scentral �
630 mb) have been selected using the transverse energy
ET measured in the MIRAC calorimeter.

Neutral pions are reconstructed via their gg decay
branch using the WA98 lead-glass photon detector,
LEDA, which consisted of 10 080 individual modules
with photomultiplier readout. The detector was located
at a distance of 21.5 m from the target and covered the
pseudorapidity interval 2.35 , h , 2.95. The general
analysis procedure, described in [16], is similar to that
used in the WA80 experiment [7]. The momentum dis-
tributions are fully corrected for geometrical acceptance
and reconstruction efficiency. The systematic error on
the absolute yield is �10% and increases sharply below
pT � 0.4 GeV�c. An additional systematic error origi-
nates from the uncertainty on the momentum scale of 1%.
The influence of this rises slowly for large pT and leads
to an uncertainty on the yield of 15% at pT � 4 GeV�c.

The measured neutral pion cross section from central
Pb 1 Pb reactions as a function of mT 2 m0 is shown
in Fig. 1. Included is a fit with a hydrodynamical model
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FIG. 1. Transverse mass spectra of neutral pions in central
collisions (10% of minimum bias cross section) of 158A GeV
Pb 1 Pb. The invariant cross section of neutral pions is com-
pared to a fit using a hydrodynamical model [5] including trans-
verse flow and resonance decays, with the direct production and
the contribution of r decays and all other resonances shown
separately. The ratio of the fit to the data is shown in the inset.
m0 is the p0 mass.

[5] including transverse flow and resonance decays. This
computer program calculates the direct production and the
contributions from the most important resonances having
two- or three-body decays including pions (r, K0

S, K�,
D, S 1 L, h, v, h0). The code, originally intended
for charged pions, has been adapted to predict neutral
pion production. The model uses a Gaussian transverse
spatial density profile truncated at 4s. The transverse
flow rapidity is assumed to be a linear function of the
radius. For all results presented here, a baryonic chemical
potential of mB � 200 MeV has been used. The results
are not very sensitive, however, to the choice of mB for
the mT 2 m0 region considered here.

This model provides an excellent description of the
neutral pion spectra with a temperature T � 185 MeV
and an average flow velocity of �bT � � 0.213. These
values are very similar to the parameters obtained with
similar fits to neutral pion spectra in central reactions of
32S 1 Au [7]. The 2s lower limit on the temperature is
T low � 171 MeV, and the corresponding upper limit on
the flow velocity is �bupp

T � � 0.253. (All limits given use
the data for mT 2 m0 . 2 GeV�c2 as upper limits only
to allow for additional hard-scattering contributions.)

The observed curvature at low mT is largely a result
of resonance decay contributions. Performing a fit with
928
only the direct contribution leads to T � 142 MeV and
�bT � � 0.301, with corresponding 2s limits of T low �
135 MeV and �bupp

T � � 0.318, similar to other analyses
which have neglected decay contributions [6,17]. The
larger average velocity which results in this case is due
to the fact that all of the observed curvature must now be
accounted for by transverse flow.

The high statistical accuracy and large transverse mass
coverage of the present p0 measurement reveals the
concave curvature of the p0 spectrum over a large mT

range, which constrains the parameters significantly. This
is further demonstrated by studying the local slope at each
mT . The local (inverse) slope is given by

T21
local � 2

√
E

d3s

dp3

!21
d

dmT

√
E

d3s

dp3

!
. (1)

The local slope results are plotted in Fig. 2. Each
individual value of Tlocal has been extracted from 3
adjacent data points of Fig. 1. The data are compared
to the hydrodynamical model best fit results of Fig. 1,
as well as fits in which the transverse flow velocities
have been fixed to larger values comparable to those
obtained by Refs. [10] and NA49 [6] (sets 2 and 3). The
corresponding fit parameters are given in Table I. The
comparison demonstrates that while the large transverse
flow velocity fits can provide a reasonable description
of the data up to transverse masses of about 1 GeV,
they significantly overpredict the local slopes at large
transverse mass. While application of the hydrodynamical
model at large transverse mass is questionable, the model
cannot overpredict the measured yield. The observed
overprediction therefore rules out the assumption of large
transverse flow velocities, or points to a deficiency in the
model assumptions used in these fits.
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FIG. 2. The local inverse slope of the transverse mass
spectrum of neutral pions in central collisions of 158A GeV
Pb 1 Pb. The measured results (solid points) are compared
to the hydrodynamical model best fit result (solid line; T �
185 MeV and �bT � � 0.213, also shown in Fig. 1) and to the
other results given in Table I.
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TABLE I. Parameters for different hydrodynamical model fits to the neutral pion spec-
trum shown in Figs. 2 and 3. The temperature T and average and rms transverse
flow velocities �bT � and brms are given together with the effective temperature Teff �
T�

p
�1 2 �bT ����1 1 �bT ��.

Spatial T Teff

Set profile (MeV) �bT � brms (MeV) x2�d.o.f.

1 Gauss 185 6 4 0.213 6 0.020 0.107 230 25.9�18
2 Gauss 75 6 1 0.469 0.199 125 386�19
3 Gauss 49 6 1 0.527 0.213 88 578�19
4 uniform 178 6 13 0.274 6 0.046 0.093 235 33.3�18
5 Woods-Saxon 146 121

216 0.365 10.056
20.069 0.137 214 26.7�18
The curvature in the p0 spectrum at large transverse
mass is a result of the distribution of transverse veloci-
ties. Although the spectrum is not directly sensitive to the
spatial distribution of particle emission, within this model
it is dependent indirectly on the spatial distribution due
to the assumption that the transverse rapidity increases
linearly with radius. The large curvature at large trans-
verse mass is due to high velocity contributions which re-
sult from the tail of the assumed Gaussian density profile
[18]. Figure 3 shows the transverse source velocity distri-
butions dN�dbT for the different parameter sets. (More
precisely these are source emission functions integrated
over all variables except the transverse velocity and the
rapidity; i.e., they are weighted with the produced particle
multiplicity.) The curves labeled 1–3 correspond to the
calculations in Fig. 2 using a Gaussian spatial profile. In
addition, velocity profiles are shown for a uniform density
profile (set 4) and for a Woods-Saxon distribution:

r�r� �
1

1 1 exp��r 2 r0��D�
(2)

with D�r0 � 0.02 (set 5). These are included in Figs. 2
and 3. It is seen that the uniform density assumption
truncates the high velocity tail resulting in less curvature
in the pion spectrum, while the Woods-Saxon has a more
diffuse edge at high bT .

FIG. 3. Unnormalized multiplicity distributions as a function
of the transverse source velocity for the parameter sets given in
Table I.
While the Gaussian and uniform density assumptions
have very different velocity profiles, it is interesting that
both can provide acceptable fits to the pion spectrum
with best fit results with similar �bT � and T parameters,
which give similar effective temperatures, and which
have similar velocity widths, brms, as shown in Table I.
Compared to the Gaussian profile result, the best fit result
using the uniform profile gives a lower temperature of
178 MeV and would lead to weaker limits of �bupp

T � �
0.42 and T low � 134 MeV. Limits cannot be set using
the Woods-Saxon profile due to increased fit ambiguity.
If the data for mT 2 m0 . 2 GeV�c2 are used only as
upper limits, as explained above, a best fit result with
T � 129 MeV and �bT � � 0.42 is obtained.

The data presented here can be well described with
high thermal freeze-out temperatures, similar to tempera-
tures which have been extracted for chemical freeze-out
[12], and small transverse flow velocities. (Note again
that chemical and thermal freeze-out are not necessar-
ily expected to be the same.) On the other hand, if the
larger velocities obtained in other analyses which have
considered limited particle spectra together with HBT
results [6,10,13] persist, then the present analysis sug-
gests much lower thermal freeze-out temperatures. For
example, none of the different velocity profile assump-
tions used in this analysis allowed us to reproduce the
results of Ref. [6]—all profiles studied require a tem-
perature of 90 MeV or less, if �bT � � 0.55 is assumed.
The present data obviously provide important informa-
tion on the shape of the freeze-out velocity distribution.
A more extensive systematic study would require further
guidance from full hydrodynamical calculations, which is
beyond the scope of this paper. Recent hydrodynamical
model calculations [19,20] have found reasonable agree-
ment with transverse mass spectra within a broad range
of assumptions. However, in these studies it was not at-
tempted to limit the model parameters or assumptions by
a rigorous comparison to the data.

In summary, we have argued that hydrodynamical mod-
els which attempt to extract the thermal freeze-out pa-
rameters of relativistic heavy ion collisions must provide
an accurate description of the pion spectra, since pions
most directly reflect the thermal evironment in the late
stage of the collision. In particular, models, or parameter
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sets, which overpredict the observed pion yields, even
at large transverse mass, can immediately be ruled out.
We have demonstrated that the high accuracy neutral pion
spectra with large transverse mass coverage can constrain
the thermal freeze-out parameters and model assump-
tions. Within the context of the hydrodynamical model of
Ref. [5], the default velocity profile favors large thermal
freeze-out temperatures similar to the chemical freeze-out
temperature determined for the same system [12]. Only
special choices of the velocity profile allow large aver-
age freeze-out velocities similar to those extracted from
other recent analyses which consider also HBT results
[6,10,13]. On the other hand, the corresponding freeze-
out temperatures are then �90 MeV, significantly lower
than other estimates. The present results indicate that
the determination of the freeze-out parameters remains an
open question. It will be important to determine whether
full hydrodynamical models can reproduce the high preci-
sion pion data and thereby constrain the assumed freeze-
out hypersurface.
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The production of neutral pions in158A GeV 208Pb 1 208Pb collisions has been studied in the WA98
experiment at the CERN Super Proton Synchrotron (SPS). Transverse momentum spectra are studied
for the range0.3 # mT 2 m0 # 4.0 GeVyc. The results for central collisions are compared to various
models. The centrality dependence of the neutral pion spectral shape and yield is investigated. An
invariance of the spectral shape and a simple scaling of the yield with the number of participating
nucleons is observed for centralities with greater than about 30 participating nucleons. This is most
naturally explained by assuming an equilibrated system. [S0031-9007(98)07532-2]
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Ultrarelativistic heavy-ion collisions produce dens
matter which is expected to be in the form of a de
confined phase of quarks and gluons, or quark glu
plasma (QGP), at sufficiently high energy densities. T
transverse momentum spectra of produced pions c
provide information on both the initial and the final stat
properties of the hot hadronic matter. The lowpT pion
production would dominantly reflect the temperature
the hadronic system at the freeze-out stage occurring l
in the reaction. It is strongly influenced by rescatterin
among the final state hadrons. The highpT pion produc-
tion is expected to be dominated by hard scattering of t
partons. In pA collisions the highpT region is known to
be enhanced (Cronin effect [1]) due to initial state scatte
ing of the incident partons leading to a broadening of the
incoming pT . In AA collisions, many of the scattered
partons must traverse the excited matter to escape
therefore may undergo additional rescatterings and ene
loss [2]. In the case of significant parton rescattering, t
parton distributions may approach thermal distribution
with a temperature reflecting the initial state of the excite
matter. The intermediatepT region of the pion spectrum
might then reflect this initial temperature. Indeed, on
of the earliest signatures of QGP formation, propos
by Van Hove [3], was the observation of a saturation
the average transverse momentum with increasing ene
(or entropy) density for systems excited just above t
critical energy density. With increasing energy densit
the initial temperature would not rise above the critic
temperature until all of the latent heat of the QQP pha
transition had been extracted.

For these reasons it is of interest to study the ce
trality dependence of the pion production. It is gene
ally believed that the initial energy density increases wi
increasing centrality, due to the many overlapping inte
actions. Also, the volume of the excited matter increas
with centrality, as well as the amount of rescatterin
Since rescattering is the feature which distinguishesAA
collisions nontrivially frompp collisions, and since sig-
nificant rescattering is a prerequisite for thermalizatio
it is imperative to demonstrate an understanding of t
centrality dependence of theAA results in order to un-
derstand the effects of rescattering. While those effe
may be minor on extensive observables, like the partic
multiplicity or transverse energy, they should be most ev
dent on the momentum distribution of the produced pa
ticles. Recently it has been argued that a parton casc
description could successfully describe many of the fe
tures of central Pb1 Pb collisions at the CERN Super
Proton Synchrotron (SPS) energies [4]. Surprisingly, lo
momentum transfer soft parton collisions were found
have little influence on the final observables. Similarl
recent perturbative QCD calculations were able to repr
duce the preliminary WA98 neutral pion result for centra
collisions [5,6] without need for the effects of parton en
ergy loss or rescattering [7]. In this Letter we prese
4088
e
-

on
he
an
e

of
ate
g

he

r-
ir

and
rgy
he
s
d

e
ed
of
rgy
he
y,
al
se

n-
r-
th
r-
es
g.

n,
he

cts
le
i-
r-

ade
a-

w
to
y,
o-
l
-

nt

neutral pion spectra for158A GeV 208Pb 1 208Pb colli-
sions and investigate in detail the centrality dependen
of the spectral shape and yield.

The CERN experiment WA98 [5,8] consists of large
acceptance photon and hadron spectrometers toget
with several other large acceptance devices which allo
one to measure various global variables on an event-b
event basis. The results presented here were obtain
from an analysis of the data taken with Pb beams
1995 and 1996. The minimum bias (min-bias) reaction
ssmin -bias ø 6300 mbd are divided into eight centrality
classes using the transverse energyET measured in the
MIRAC calorimeter. In total,ø9.6 3 106 reactions have
been analyzed.

Neutral pions are reconstructed via theirgg decay
branch using the WA98 lead-glass photon detecto
LEDA, which consisted of 10 080 individual modules
with photomultiplier readout. The detector was locate
at a distance of 21.5 m from the target and covered th
pseudorapidity interval2.35 , h , 2.95. The measure-
ment of neutral pions, though difficult at low transverse
momenta, is superior to those of charged pions at hig
momenta because of the improving energy resolution
the calorimetric measurement.

The general analysis procedure is similar to that use
in the WA80 experiment and described in [9]. Hits in
the lead-glass detector are combined in pairs to provid
distributions of pair mass vs pair transverse momentu
(or transverse mass) for all possible combinations. Su
traction of the combinatorial background is performed us
ing mixed event distributions. The resulting momentum
distributions are corrected for geometrical acceptance a
reconstruction efficiency. The efficiency depends on th
particle occupancy in the detector and therefore has be
calculated independently for each centrality bin. The sy
tematic error of the pion yields is mainly due to errors in
the reconstruction efficiency for central collisions and t
corrections for nontarget interactions for peripheral colli
sions. The systematic error on the absolute yield isø10%
and increases sharply belowpT  0.4 GeVyc. An ad-
ditional systematic error originates from the uncertaint
of the momentum scale of 1%. The influence of thi
rises slowly for higherpT and leads to an error of 15%
at pT  4 GeVyc. A detailed discussion of the analysis
procedure and the error contributions will be given in
forthcoming publication.

The measured neutral pion spectrum from centr
Pb 1 Pb reactions (10% of min-bias cross section) as
function of mT 2 m0 is shown in Fig. 1. The data are
compared to predictions of the string model Monte Carl
generatorsFRITIOF 7.02 [10] and VENUS 4.12 [11]. As
already observed in S1 Au reactions [9], both generators
fail to describe the data well at largemT . The FRITIOF

prediction is more than an order of magnitude lowe
at high mT while VENUS significantly overpredicts the
data. Alternatively, it has recently been shown tha
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FIG. 1. Transverse mass spectra of neutral pions in cen
collisions of 158A GeV Pb1 Pb. Invariant yields per event
are compared to calculations using theFRITIOF 7.02 [10] and
VENUS 4.12[11] Monte Carlo programs. Predictions of a pQCD
calculation [7] are included as a solid line. The inset show
the ratios of the results of the Monte Carlo codes to th
experimental data.

perturbative QCD (pQCD) calculations, including initia
state multiple scattering and intrinsicpT [7], are able
to describe the preliminary WA98 data at intermedia
and highpT . This prediction is included in Fig. 1 as a
solid line. (The results shown have been corrected
a small numerical error by the author of [7] and hav
changed byø10% 30% compared to the publication.)
The pQCD calculation shows a very good agreement
the highmT region. This surprising agreement has bee
interpreted as an indication for unexpectedly small effec
of parton energy loss [7]. On the other hand, the part
cascade Monte Carlo code,VNI, which provides a more
detailed pQCD description, overpredicts the measur
WA98 result by more than a factor of 10 at largepT [4].
In an alternative picture, hydrodynamical description
(see, e.g., [12]) with properly adjusted parameters c
describe the momentum spectra reasonably well.

In view of the above discussion and the difficulty t
describe the details of the neutral pion spectrum, it
apparent that the theoretical description of ultrarelativis
nucleus-nucleus collisons remains uncertain. In order
demonstrate a consistent description of nuclear effects i
important to investigate the details of the pion productio
as a function of the system size. To study the central
dependence of the spectral shape in a manner which
tral
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independent of model or fit function we have used th
truncated mean transverse momentumkpT spmin

T dl, where

kpT spmin
T dl 

√Z `

pmin
T

pT
dN
dpT

dpT

, Z `

pmin
T

dN
dpT

dpT

!
2 pmin

T . (1)

The lower cutoff pmin
T  0.4 GeVyc is introduced to

avoid systematic errors from extrapolation to lowpT and
has been chosen according to the lowestpT of the present
data where systematic uncertainties imposed by the n
essary corrections are still small. In general, the value
kpT spmin

T dl differs from the true averagepT , except in the
case of a purely exponential distributiondsydpT . For
a purely exponential invariant cross section,d2sydp2

T ,
kpT spmin

T dl decreases with increasingpmin
T .

Figure 2 showskpT spmin
T dl as a function of the aver-

age number of participantsNpart for 158A GeV 208Pb 1

Pb collisions. For comparison,kpT spmin
T dl values for

200A GeV S1 Au [9] and from a parametrization ofpp
data [13] are also included.Npart is extracted by the
assumption of a monotonic relation between impact p
rameter and transverse energy and using the resulting c
respondence between measured cross section and im
parameter. The average number of participants is calc
lated from nuclear geometry using the extracted impact p
rameter. Together these data show the general trend o
rapid increase ofkpT spmin

T dl compared topp results for
small system sizes. ForNpart greater than about 30 the
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FIG. 2. Truncated mean transverse momentumkpT spmin
T dl of

p0 mesons as defined by Eq. (1) plotted as a function
the average number of participantsNpart. The solid circles
correspond to the 8ET based centrality selections for Pb1

Pb. The open square showskpT spmin
T dl extracted from a

parametrization ofpp data scaled to the same c.m. energy [13
the open circles the results for S1 Au collisions at200A GeV
[9]. For comparison, results fromVENUS 4.12[11] are included
as histograms for Pb1 Pb collisions and as a star forpp. A
cut parameterpmin

T  0.4 GeVyc was used.
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mean transverse momentum appears to attain a limit
value ofø280 MeVyc2. [The variation ofkpT spmin

T dl has
been studied for values ofpmin

T  0.2 1.0 GeVyc. The
saturation is always observed; the statistical significan
however, decreases with increasing threshold.]VENUS 4.12

[11] calculations show a qualitatively similar behavior, bu
underpredict the present data, as well as thepp data. The
simple implementation of rescattering which is used in th
model seems to be strong enough to lead to a saturation
semiperipheral collisions as in the experimental data. O
should, however, keep in mind thatVENUS 4.12 does not
correctly describe pion production at highpT (see Fig. 1).

Earlier investigations of the dependence ofkpT l of
pions on system size [9,14,15] at SPS energies ha
suggested such a saturation for large systems. The pre
study is the first investigation of the dependence with P
ions at the SPS. Preliminary results from the AGS ha
indicated a weak increase in the averagemT of pions with
the number of participants for Au1 Au collisions [16].

It is important to note that the observed limiting
behavior is very different from the observations inpp
or pp collisions. For very high energieskpT l rises with
the pseudorapidity density of charged particles [17–2
In that case, more violent parton scatterings presuma
result in a harder spectrum of leading particles togeth
with a greater multiplicity of fragmentation products
This would lead to the observed correlation betweenkpT l
and multiplicity. At lower

p
s, comparable to the data

presented here,kpT l decreases for increasing multiplicity
[21], most likely due to energy conservation. In the ca
of nuclear reactions, this anticorrelation is lost due
the large number of binary collisions. Instead, the initi
increase ofkpT spmin

T dl with Npart is interpreted as a result
of multiple scattering. Initial state multiple scattering, a
suggested as an explanation for the Cronin effect [
would imply a continuing increase ofkpT spmin

T dl for
more central collisions. Here, however, the surprisin
observation is that additional multiple scattering, implie
by increasingNpart, does not alter the pion distributions
This is most easily understood as a consequence of fi
state rescattering and is, of course, the behavior expec
for a thermalized system.

More detailed information about the centrality depen
dence of the pion spectral shape and yield is shown
Fig. 3 where the neutral pion yield per event has been p
rametrized asEd3Nydp3 ~ N

as pT d
part s0spT d. The results

for Npart . 30 are well described by this scaling with an
exponentaspT d ø 1.3, independent ofpT . Consistent
with the previous discussion, the results indicate a co
stant spectral shape over the entire interval of measu
ment from 0.5 , pT , 3 GeVyc. The observedN

4y3
part

scaling for symmetric systems implies a scaling with th
number of nucleon collisions, as confirmed by a sim
lar analysis. However, this scaling does not extrapola
from the pp results. On the contrary, when comparin
semiperipheral Pb1 Pb collisions withpp the exponent
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FIG. 3. The exponentaspT d of the dependence of thep0

yield on the average number of participantsNpart plotted as a
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The solid circles are calculated based on a fit to the centra
selections withNpart $ 30. The open circles are calculated
based on the ratio of the semiperipheral datasNpart ø 45d to a
parametrization ofpp data.

a varies over the entirepT interval, confirming the very
different spectral shapes.

In summary, we have analyzed the centrality depe
dence of high precision transverse momentum spectra
neutral pions from158A GeV Pb1 Pb collisions. The
neutral pion spectra are observed to show increas
deviation frompp results with increasing centrality, indi-
cating the importance of multiple scattering effects. How
ever, for centralities with more than about 30 participatin
nucleons, the shape of the transverse momentum sp
trum becomes invariant over the interval0.5 , pT ,

3 GeVyc. In this interval the pion yield scales likeN1.3
part,

or like the number of nucleon collisions, for this rang
of centralities. Since the amount of rescattering increas
with centrality, the invariance of the spectral shape wi
respect to the number of rescatterings, most naturally s
gests a dominantly thermal emission process. It will b
important to determine whether cascade models which
produce the observed invariant spectral shape will supp
the interpretation as an “effective” thermalization due
significant rescattering.
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In this paper, the absolute cross section determination associated with the different centrality selections was made
a limited data set which was not representative of the full analysis. This resulted in a systematic overestimate o
number of participantsNpart (or the number of collisions). The relative magnitude of this correction is significant fo
the most peripheral centrality class and nearly negligible for the most central event class. The neutral pion trans
momentum spectra are unchanged. As a result of this correction, the data points of Fig. 2 should be shifted by va
degrees towards the origin on the number of participants scale. However, the conclusion of a saturation of the av
transverse momentum with increasing centrality drawn from this figure remains unchanged.

Similarly, the major conclusion of Fig. 3 remains unchanged: In the region of centralities where the saturation of
average transverse momentum is observed, the scaling of the pion yield is independent of the transverse momentum

FIG. 1. The exponenta�pT � of the dependence of thep0 yield on the average number of participantsNpart plotted as a function of
the transverse momentum for158A GeV Pb1 Pb. The solid circles are calculated based on the centrality selections withNpart $ 21.
The open circles are calculated based on the ratio of the semiperipheral data�Npart � 30� to a parametrization ofpp data. The
brackets indicate the estimated systematic error on the exponenta.
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the spectral shape does not change. However, with the corrected assignment of the number of participants the scaling
exponent is reduced to a � 1.1 from the value of a � 1.3 given previously. The corrected version of Fig. 3 is displayed
in Fig. 1. In addition to the correction of the cross section determination, the event generator VENUS 4.12 [1] has been used
to relate the measured cross section to the number of participants Npart. The differences in Npart from this calculation
compared to various Glauber calculations are used to estimate the systematic error on the exponent a shown in Fig. 1. The
values for the exponents a of the scaling from pp data compared to semiperipheral Pb 1 Pb data are slightly higher than
before, while the fit using semiperipheral up to very central Pb 1 Pb data yields a significantly smaller value. A further
conclusion can be drawn from this corrected analysis: At high transverse momentum the increase in pion production
going from pp to peripheral heavy ion reactions is much stronger than in going from semiperipheral to central heavy
ion reactions.

*The names of these authors were misspelled in the original publication.
[1] K. Werner, Phys. Rep. 232, 87 (1993).
579


























	proc_001_0906.1746v1.pdf
	Introduction
	Internal Conversion Method
	Data Set And Backgrounds
	Signal Extraction
	Results
	Significance of the Modified Power Law
	Au+Au Enhancement

	Conclusion

	o_001_PhysRevC_80_024909.pdf
	o_002_PhysRevLett_103_082002.pdf
	o_003_0903.4886v1.pdf
	o_004_0903.4863v1.pdf
	o_005_PhysRevC_80_024908.pdf
	o_006_PhysLettB_679_321.pdf
	Photoproduction of J/psi and of high mass e+e- in ultra-peripheral Au+Au collisions at sNN =200 GeV
	Introduction
	Experimental setup
	Data analysis
	Results and discussion
	Summary and conclusions
	Acknowledgements
	References


	o_007_PhysRevLett_103_012003.pdf
	o_008_PhysRevD_79_012003.pdf
	o_009_PhysRevC_78_044902.pdf
	conv_001_0804.4168v1.pdf
	o_010_PhysLettB_670_313.pdf
	Dilepton mass spectra in p+p collisions at s= 200 GeV  and the contribution from open charm
	Acknowledgements
	References


	conv_002_PhysRevLett_101_162301.pdf
	conv_003_PhysRevC_78_014901.pdf
	conv_004_PhysRevLett_101_232301.pdf
	conv_005_PhysRevC_77_064907.pdf
	o_011_PhysRevLett_101_122301.pdf
	o_012_PhysRevLett_100_232301.pdf
	conv_006_PhysRevLett_101_082301.pdf
	o_013_PhysRevC_77_024912.pdf
	o_014_PhysRevC_79_059901.pdf
	o_015_0709.2477v1.pdf
	Introduction
	Experimental setup
	One-dimensional analysis
	Multi-dimensional analysis
	Discussion
	Summary

	o_016_PhysRevLett_100_242301.pdf
	conv_007_PhysRevC_77_014905.pdf
	o_017_0706.3034v1.pdf
	conv_008_PhysRevC_77_011901.pdf
	o_018_PhysRevD_76_051106.pdf
	o_019_PhysRevC_76_034903.pdf
	o_020_PhysRevLett_99_052301.pdf
	o_021_PhysRevC_75_051902.pdf
	o_022_PhysRevLett_98_232301.pdf
	o_023_PhysRevLett_98_232002.pdf
	conv_009_PhysRevLett_98_232302.pdf
	o_024_PhysRevLett_98_172301.pdf
	o_025_PhysLettB_649_359.pdf
	Correlated production of p and p in Au +Au collisions  at sNN=200 GeV
	Introduction
	Experimental procedure and setup
	Results
	Discussion
	Acknowledgements
	References


	sig_001_PhysRevC_76_034904.pdf
	sig_002_PhysRevC_75_024909.pdf
	sig_003_PhysRevLett_98_172302.pdf
	proc_002_EurPhysJourC_49_225.pdf
	o_026_PhysRevD_76_092002.pdf
	sig_004_PhysRevLett_98_012002.pdf
	o_027_PhysRevLett_97_252002.pdf
	o_028_PhysRevLett_98_162301.pdf
	o_029_EurPhysJC_48_343.pdf
	o_030_PhysRevLett_98_132301.pdf
	conv_010_PhysRevD_74_072002.pdf
	conv_011_PhysRevLett_96_222301.pdf
	o_031_PhysRevC_74_024904.pdf
	o_032_PhysRevD_73_091102.pdf
	conv_012_conv_006_PhysRevLett_101_082301.pdf
	proc_003_NuclPhysA_774_731.pdf
	proc_004_jpconf6_50_328.pdf
	o_033_PhysRevLett_96_032301.pdf
	o_034_PhysRevC_73_054903.pdf
	o_035_PhysRevLett_96_032302.pdf
	o_036_PhysRevLett_96_032001.pdf
	o_037_PhysRevLett_96_012304.pdf
	o_038_PhysRevLett.95.202001.pdf
	o_039_PhysRevLett_97_052301.pdf
	o_040_PhysRevLett.94.232301.pdf
	o_041_PhysRevC.72.024901.pdf
	o_042_PhysRevD.71.071102.pdf
	o_043_PhysRevLett.94.082302.pdf
	o_044_PhysRevLett.94.232302.pdf
	o_045_NuclPhysA_762_129.pdf
	o_046_PhysRevC.72.014903.pdf
	sig_005_NuclPhysA_757_184.pdf
	o_047_PhysRevLett.94.082301.pdf
	o_048_PhysRevC.71.034908.pdf
	o_048err_PhysRevC.71.049901.pdf
	o_049_PhysRevC.71.051902.pdf
	o_050_EurPhysJourC_41_287.pdf
	o_051_PhysRevLett.94.122302.pdf
	sig_006_PhysRevLett.93.202002.pdf
	o_052_PhysRevLett.93.152302.pdf
	o_053_PhysRevLett.93.022301.pdf
	o_054_PhysRevLett.93.092301.pdf
	tech_001_NuclInstrumMeth.A_499_521.pdf
	PHENIX calorimeter
	Introduction
	Lead-scintillator calorimeter
	Pb-scintillator calorimeter design
	Opto-mechanical design
	Monitoring system design

	Energy calibration and gain monitoring
	Energy and position measurements with the test beam
	Particle identification with the Pb-scintillator calorimeter
	Effect of shower-shape measurements on photon identification and hadron rejection
	Time-of-flight measurements with the calorimeter

	Pb-scintillator performance during first year running
	Summary for the Pb-scintillator calorimeter

	Lead-glass calorimeter
	Pb-glass calorimeter design
	Mechanical design
	Calibration and monitoring system

	Test beam performance
	Energy and position measurements
	Particle identification
	Time-of-flight measurements

	Pb-glass calorimeter performance in PHENIX

	Calorimeter front-end electronics
	Analog processing
	Conversion and digital processing
	EMCal fast trigger function

	Acknowledgements
	References


	tech_002NuclInstrumMethA_499_469.pdf
	PHENIX detector overview
	Introduction
	Physics goals of PHENIX
	PHENIX detector subsystems
	Global detectors
	Central spectrometers
	Muon spectrometers
	Electronics and computing

	Conclusion
	Acknowledgements
	References


	o_055_PhysRevC.69.034910.pdf
	o_056_PhysRevC.69.034909.pdf
	o_057_PhysRevC.69.024904.pdf
	o_058_PhysRevLett.92.051802.pdf
	sig_007_PhysRevLett.91.072303.pdf
	o_059_PhysRevLett.91.172301.pdf
	o_060_PhysRevC.69.014901.pdf
	o_061_PhysRevLett.91.182301.pdf
	sig_008_PhysRevLett.91.072301.pdf
	sig_009_PhysRevLett.91.241803.pdf
	o_062_PhysRevC.67.014906.pdf
	proc_005_NuclPhysA_715_729.pdf
	o_063_PhysLettB_561_82.pdf
	Centrality dependence of the high pT charged hadron suppression in Au+Au collisions at sNN= 130 GeV
	Introduction
	Experimental setup and data analysis
	Results
	Concluding discussion
	Note added in proof
	Acknowledgements
	References


	o_064_PhysRevC.67.044901.pdf
	o_065_PhysRevLett.89.092302.pdf
	o_066_PhysRevLett.89.212301.pdf
	o_067_PhysRevC.66.024901.pdf
	o_068_PhysRevLett.89.082301.pdf
	o_069_PhysRevLett.88.192303.pdf
	o_070_PhysRevLett.88.192302.pdf
	o_071_PhysRevLett.88.242301.pdf
	sig_010_PhysRevLett.88.022301.pdf
	o_072_PhysRevC.65.054912.pdf
	o_073_EurPhysJourC_23,_225.pdf
	sig_011_PhysRevLett.87.052301.pdf
	o_074_PhysRevLett.86.3500.pdf
	o_075_PhysRevC.64.011901.pdf
	o_076_PhysRevLett.85.2895.pdf
	o_077_EurPhysJourC_18_651.pdf
	sig_012_PhysRevLett.85.3595.pdf
	sig_013_nucl-ex_0006007.pdf
	o_078_PhysLettB_477_37.pdf
	o_079_EurPhysJourC_16_445.pdf
	o_080_PhysLettB_469_30.pdf
	o_081_PhysLettB_458_422.pdf
	o_082_PhysRevLett.83.926.pdf
	o_083_PhysRevLett.81.4087.pdf
	o_083err_PhysRevLett.84.578.pdf
	o_084_PhysLettB_420_169.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice




