3.  Project Description

3. c)   Description of Research Instrumentation and Needs

Editor's comment:

Matthias has agreed to write this part.  It should be about 6 pages.

In the following four subsections, we provide brief technical descriptions of each of the major subsystems of the Lan Project.  Naturally, each subsystem, and the overall system integration, is in a state of ongoing design.  However, at this time, most of the important parameters and specifications have been finalized.  In several cases, prototype components have been built and tested.  Each subsystem represents a considerable technical challenge that will provide very rewarding intellectual development and technical training for students as well as senior personnel. A few of the particular hurdles include the construction of a large bank of 500-MHz WFDs and the overall data flow and online analysis of up to 100 TB of data from this network.  On the detector side, particular challenges include the high-precision alignment of the physical components, the establishment of gain stability at a level beyond current standards, and the maintenance of a high-degree of quality control for the many similar units involved in the system.  Our targets must be thin and surrounded by a compact, fairly uniform magnetic field.  The beamline instrumentation must be very thin, yet very efficient.  And finally, one of the major developments is the kicker system that provides the time-structured beam.  

Subsystem #1:  Beamline, Target and Silicon Detector 

To achieve a sustained data rate of 750,000 events per second, we require a surface muon beam with continuous fluxes comfortably in excess of 1.5  107 Hz.  The E3 beam at PSI provides in its achromatic mode a surface muon flux of (23)  107/s, which has been measured  at 1.5mA of primary protons in a spot size of 15  30 mm2.  With such a flux, the primary requirement of 15 muons collected in a 1-sec burst can be realized.  

The concept of chopping a cw beam in order to achieve time structure is central to our plan, and it is not a radical idea.  A chopped beam developed at LAMPF, described by Ciskowski,
 had rise and fall times of 100 ns, a maximum repetition rate of 100 kHz, and an extinction factor of 99.7%.  The extinction factor could, perhaps, have been better if the kicker were located further upstream, allowing magnet elements to deflect scattered muons.  A first-generation kicker termed “MORE” (“Muons On REquest)”has been built at PSI.  This kicker has several desirable features, but it does not operate at the required high repetition rate nor does it have the necessary extinction factor during the “off” cycle.  A second-generation kicker suitable for our purposes requires solving several engineering hurdles, as well as making a new and careful mapping of the E3 beamline emission characteristics.  In preliminary discussions with physicists and engineers at PSI, we have developed a plan with the aim of doubling the deflection factor and increasing the repetition rate to meet our needs.  For example, one can double the plate voltages (now at ± 12.5 kV for MORE) or double the plate length.  Considerations here involve the change in the system’s capacitance, which influences the turn-on time and the power supply demands.  In the end, an extinction factor exceeding 99.9% in the “off” mode is desirable.  The work plan for us at this point involves mapping the beamline (summer 2000) and then performing the beam transport calculations on the way to a final design.  Because of the existence of the MORE setup, the PSI team has been able to provide us with an estimate of the costs involved for creating a second-generation device.  PSI’s support and interest in our experiment is also manifested by significant cost sharing, even though they have no direct collaborators on our physics project.  In addition to a direct contribution of $50k for parts, they will provide three months of engineering expertise and all of the installation effort including beamline extension vacuum pipes, final quadrupole magnets and an electrostatic separator (if necessary).  A support letter documenting PSI’s contributions is included in Section I.

The 28 MeV/c surface muons have a limited range of approximately 150 mg/cm2.  Therefore, special attention must be paid to materials in their path.  A highly efficient beam counter is needed to detect errant muon injection during the measuring period.  We will employ a 200-m-thick scintillator suspended in the vacuum tube and viewed directly by two photomultiplier tubes, each readout by the same sort of WFD described above.  A surface muon would deposit sufficient energy in the scintillator to provide approximately a 50-photoelectron signal in each PMT.  This signal should provide for greater than 99%-efficient detection of beam particles.  The muon beam will then exit through a standard 150-m mylar window.  After exiting the vacuum window, the beam will be transported through a helium bag to a 5-cm-diameter stopping target located at the center of the Lan detector.   

A 2-mm-thick sulfur target will be suspended in the helium bag.  Muons brought to rest in sulfur are known
 to depolarize to a level less than approximately 3%.  The target disk will be enclosed in a uniform transverse magnetic field with field strength 75 G.  Such a field precesses the free muon spin by 2 once every microsecond.  In the absence of muon decay, this “dephasing” scheme would completely depolarize our sample due to arrival time differences over the 1-s accumulation period.  With decay considered, dephasing reduces any residual polarization in the stopped sample by a factor of 20 or more.  The required field is likely to be provided by a rare-earth permanent magnet that can comfortably provide the needed field quality with a very modest volume of material in the transverse plane of the target system.

We will also plan to use other targets, such as Al, in which no depolarization takes place in order to test important systematic issues related to possible residual spin in the muon sample.  Early tests at PSI will include studies of candidate targets and the dephasing scheme.  We have worked together with many experts in the field of condensed matter physics (specifically SR) in order to select targets that are appropriate for our use.

As part of our beamline studies, we are investigating the use of a position-sensitive silicon wafer.  An ideal version of the same diameter as our target with double-sided strips has a thickness of approximately 300 m.  We have identified a suitable and available design fabricated by Canberra that appears to be appropriate for a prototype.  A second-generation version, with custom compact electronics, will likely be included in the final target/magnet design, immediately upstream and touching the actual stopping target, to provide a real-time monitor of the muon stop distribution, cycle by cycle. 

Subsystem #2: The Lan Detector

The purpose of the detector is to measure, in a manner that is independent of rate and emission angle, the time of decay for each muon.  A careful analysis of systematic errors reveals a number of critical design criteria: 

1. Geometrical coverage of a large fraction of 4 for efficient use of beam time.  Detector should be as symmetric as possible.

2. A coincidence system for each decay measurement.  This ensures identification of decay positrons with low background.

3. Sensitivity to the whole energy spectrum of the decay positrons to avoid adverse affects caused by time-dependence of pulse-height thresholds; thin materials and detectors are implied.

4. High segmentation commensurate with use of PMTs and WFD readout channels.  The segmentation number is strongly coupled to the next two items.

5. Double-pulse resolution, t as small as possible.  Use of fast scintillator, PMTs, and a fine-sampling WFD can reduce t to less than 5 ns.

6. High light yield in order to obtain adequate rejection of events with overlapping minimum ionizing particles (MIP).

7. Short-term (i.e., one measuring period) stability of the gains and thresholds to better than 0.1%.

We have considered several detector schemes and geometries to address these demands and have settled on a design that includes coincident timing elements made of fast plastic scintillators, each viewed by independent PMTs.  The advantage of such a scintillator is its large light output and relatively short signal duration.  Experience with similar counters in (g-2) shows that MIPs as close as 10 ns can be separated easily with 8-bit, 400-MHz sampling. For quasi-monoenergetic pulses, such as  those encountered in this experiment, and with 500 MHz sampling, we are confident that this pulse-separation interval can be reduced to 4–5 ns. We further feel it is important that each decay positron time be authenticated by some kind of coincidence to reduce any remnant beam-related backgrounds that could fall off with a decay time different from the muon lifetime.  Part of our running plan will be to measure potential background sources, such as neutrons.


The Lan detector is designed with 180 independent coincident timing elements, termed “tiles.”  Each tile consists of two plastic scintillators in the shape of equilateral triangles with 12-cm sides. The outer scintillator is coupled to its PMT through a tapered, solid UVA lightguide.  One of the edges of the inner scintillator is attached to an adiabatic lightguide at 900 by a mirrored piece with a 450 bevel.  These shapes are illustrated in Fig. 4.
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Fig. 4.  Tile coincidence assembly module and measured response in photoelectrons per MIP for prototypes.

Prototypes have been constructed and are currently being tested.  Figure 4 also shows the response of the inner and outer scintillators to a MIP defined by a cosmic ray telescope.  We are currently using our lightguide Monte Carlo ray-tracing program GUIDEIT
 to optimize the shapes of both of these guides.  We have tested the prototypes using a calibrated XP2020 PMT and have determined the number of photoelectrons to be NMIP = 300 and NMIP = 160 for the inner and outer scintillators, respectively. 

A measurement of the uniformity of response of the inner scintillator was made with a 106Ru beta source.  Over the whole triangular surface, the variance from the mean is less than 9%.  Improvements can be expected as wrapping techniques are varied.  Simulations and measurements are in progress for the outer lightguide.

Figure 2 shows the overall icosahedral geometrical structure containing 20 SuperTriangles.  Each SuperTriangle has nine tiles; in the figure, only the outer solid lightguides are visible. This structure is centered on the stopping target.  The high segmentation and the double-pulse rejection capabilities reduce the effect of pileup on the measured lifetime to a level below 1 ppm.  The geometry features 90 point-like symmetric tile pairs; the sum of any pair will be used in the lifetime analysis.  The difference in rate versus time in any tile pair reveals sources of detector asymmetry.  Systematic biases due to mechanical misalignment can be partly alleviated by taking data with the detector rotated about the three principle axes.  To achieve good mechanical integrity, our scintillator and machine shop personnel plan to work closely with a professional engineer to develop a support structure with the necessary built-in tolerances and rotation features. 

The choice of PMT is motivated by the desire to find a fast tube with good gain and minimum time jitter.  The area to be read out sets the scale for the size of the photocathode.  The cross section of the edge of the inner scintillator tile suggests a 28-mm (1-1/8 inch) diameter head-on type PMT, such as the Hamamatsu R6427, currently used on the (g-2) experiment.  The R6427 boasts a 10–90% risetime of 1.7 ns, and its transit time jitter for single photoelectrons has a standard deviation of about 200 ps. 

The Hamamatsu H7415 is a hybrid package that includes a R6427 PMT, a magnetic shield, and a standard resistive base.  Two samples are presently undergoing gain versus rate tests at Illinois, as well as general tests coupled to the prototype tiles we have made.  For (g-2), custom bases were made for such tubes in order to deal with the special conditions of that experiment.  We are prepared to design our own bases if the results of our tests are unsatisfactory.  

Another critical component in the design is the choice of scintillator, where we want both good light yield and a short decay constant, to minimize pileup.  The combined considerations of the transmission curves of the plastic, the spectral distribution of the scintillator, and the response curves of the PMTs all enter into the selection.  We are presently testing both UVA and UVT plastic lightguides and fast timing scintillators from Bicron (BC-404 and BC-418), using beta-decay sources, cosmic rays, and LED flashers.  In addition, Bicron has provided us with shaped scintillators so that we can make meaningful tests of the light yield.  None of these choice options (custom or standard base, type of plastic, type of scintillator) significantly affects the final detector cost.  

Calibration is an important step in the analysis of data from all detector systems.  The Lan individual elements must demonstrate short-term (i.e., over 20 s) gain and timing stability better than 0.1%.  Because the average rate of events is low, we do not view this as an insurmountable task.  There are two main methods we will use. 

In two previous experiments, we have used 300-ps-wide light pulses from a nitrogen laser to excite directly the scintillator in the detector system.  The 337-nm light from the laser is absorbed and re-emitted in a manner that mimics charged-particle ionization of the plastic.  For the muon lifetime measurement, we are particularly interested in obtaining accurate timing measurements during any time following the muon accumulation period.  We intend to use the laser to pulse all of the tiles at known times during the measuring period (and directly on top of the actual data).  Each timing tile response can be compared to a reference detector unaffected by the beam.  This procedure will be necessary for only a small number of selected timing calibration runs.  

A powerful natural gain calibration procedure is built into our system, because the decay positrons deposit a fixed energy in passing through the thin scintillators.  This “MIP peak” will be recorded in our digitizers and will allow us to plot the gain versus time following the start of the measuring period, using actual positron events.  


We are also developing a momentum-analyzed 106Ru beta source whose “beam” of 3-MeV electrons will be used to test each production tile and to set the PMT gains and electronic thresholds.  Such a source is critical to our effort, and design work is beginning now at Illinois, with Debevec and Hertzog being assisted by a new graduate student.

Subsystem #3:  Waveform Digitizer System and other Electronics

The control of systematic errors, many of which concern the electronics, is the central issue in our proposed experiment.  We have learned a great deal about coping with very demanding systematic error requirements in the (g-2) experiment.  In particular, we have learned that the electronic records of phototube pulses in our 8-bit, 400-MHz WFDs are an extremely powerful tool for obtaining a detailed understanding of pulse timing and integrated pulse height, as well as of more subtle issues such as the stability of those measurements in the presence of a high ambient rate.

While the digitizers that we built for (g-2) are adequate to that task, their comparatively low readout speed, small memory, and 400-MHz interleaved sampling (there are actually two flash ADCs on each channel, sampling on opposite phases of a 200-MHz clock) are not sufficient for our proposed measurement.  No commercial WFDs are suitable either, for the same reasons.  We are requesting support to design and build a second-generation WFD employing the same engineer who designed our original WFDs at Boston. 

The task of the front-end electronics is to provide timing and pulse height information for signals produced by decay positrons in the two layers of scintillating tiles.  As mentioned previously, we will take all data using WFDs connected to every channel.  In addition to the basic experimental measurement, both pulse height and timing information will be used to suppress and correct for pulse pileup, which we expect to be one of the experiment’s most important systematic error control issues.  A Lan WFD will be attached to every PMT in the detector.  The signals from the PMT will be processed in the following manner:

1. An 8-bit flash ADC samples the waveform every 2 ns.

2. A demultiplexing stage turns the 500-MHz, 8-bit data stream into a 125-MHz, 32-bit data stream.

3. A 16-bit time counter is driven by the same 500-MHz clock.

4. A programmable logic device (CPLD) combines the 16-bit time word and the six ADC consecutive samples into one 64-bit word.

5. Data is stored in a 2k (deep) by 72 (wide) FIFO buffer, which can be written to and read from simultaneously.  Data is written for both channels whenever either element of a tile pair is over threshold.The FIFO is read out through a VME interface, which will likely be another CPLD.

The time standard for the Lan WFD will be a clock system that bears a strong resemblance to that for (g-2).  The clock signals required by the WFDs would be generated by a precision oscillator, such as the PTS 310.  In order to guarantee its long-term stability, the PTS would be synchronized to an external frequency standard, such as GPS.  Unlike (g-2), which requires only the measurement of frequency ratios, a measurement of the lifetime requires an absolute frequency measurement.  A frequency monitoring system for the experiment’s clock is therefore essential; however, it is not difficult to obtain absolute clock precision below 107.

The WFD produces a digitized record of the analog pulse shapes in both tiles.  From this record, pulse pileup may be identified by two techniques.  First, direct recognition of two nearby pulses, as shown in Fig. 5, is facilitated by our pulse-finding software, which has been developed and extensively tested in our (g-2) experiment.  Two situations are shown in Fig. 5 for closely spaced pulses (which occur rarely).  In the left panel, the two pulses are clearly separated and easily resolved; however, the right panel shows the ambiguous situation where two pulses begin to overlap.  Waveform digitizer sampling will allow these double pulses to be recognized and accounted for properly in the lifetime analysis.
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Fig. 5.  Typical waveform digitizer records obtained in the (g-2) experiment with 2.5 ns sampling for pairs of closely spaced pulses.  In a) the two pulses are visibly separated.  In b) the pulses begin to overlap.  By using fitting routines, both double-pulse situation are easily recognized.

Unique to Lan is the fact that all (normal) pulses are minimum ionizing and therefore leave a monoenergetic pulse record.  Recognition of a “2-MIP” event, which is not resolved by pulse width or a separation between signals, is still possible because both tiles yield twice the energy deposited for a normal “1-MIP” signal.  An illustration of this is shown in Fig. 6, where the pulse area in the inner scintillator is plotted against that in the outer scintillator for a simulation with an equal number of single and double (unresolved) pulses.  The double-positron island is easily recognized in the two-dimensional plot, allowing such events to be identified and accounted for properly.  Occasionally, a single positron will mimic two positrons due to the Landau fluctuation mechanism; thus we would count such a single event as two decays.  However, the probability for this scenario is time-independent and does not affect the muon lifetime.
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Subsystem #4:  Data acquisition and online analysis and monitoring 

For its production run, the data from the Lan experiment will be collected almost exclusively by a set of WFD modules.  We anticipate that there will be approximately 750,000 events per second.  For each of these events, we will observe the incoming muon in the upstream beamline scintillator and the decay positron in the inner and outer layers of the Lan Detector.  For each of these three traces, a WFD will record a snapshot of about 25 samples separated by intervals of 2 ns.  When time and fill information are added in, there will be approximately 100 bytes of data per event.  This implies a data collection rate of over 70 MB per second.  In the course of recording 1012 events, we would generate over 100 TB of data.  To store all of this data would require approximately 1800 AIT tapes, assuming a 50% reduction in the data size from the compression in the tape drive.  This mode of operation has been described as “write once, read never.”  It would not be entirely impossible to collect this much data, but we intend to avoid doing so.

We will group the 50 required WFDs into four VME crates.  Each crate will also contain a fast single-board computer, which will run the RTLinux operating system.  This front-end computer will continuously transfer data from the WFDs in the crate, draining the data from their FIFO buffers.  At this stage, the data will be filtered for the first time.  The front-end computer will process the data to determine the parameters that describe each pulse.  In particular, it will compute the time and energy of each pulse.  The samples for any events that seem to be anomalous in any way will be retained.  Also, we will retain the entire set of pulse samples some fraction of the time, probably about 1%, in order to allow for systematic studies.  For all other pulses, only the fit parameters will be kept.

The remaining data will be forwarded to an event-builder computer.  At this stage, the total data rate that is implied by the previous discussion is less than 10 MB per second.  It will be feasible to transfer this amount of data over an ordinary 100 MB/s Fast Ethernet network to an industry-standard computer running the Linux operating system.  This machine would collect and write out the data from the various crates.  In fact, it should be possible for it to fill a set of histograms for the pulses that could be fit in a straightforward manner.  These histograms, instead of the entries from which they were made, would be flushed to tape every minute.

Because of the FIFO memory design in the WFD electronics, the data acquisition process will introduce no dead time in the experiment.  Every muon that is delivered can be recorded.  It is probable that a design for the WFDs will be developed that allows the pulses from a particular fill in one front-end crate to be assembled together transparently by the hardware.  During its engineering runs, other types of electronics will undoubtedly be employed.  For our first engineering run, we will certainly need to read out a variety of CAMAC-based electronics.  Consequently, the system will be designed to be easily reconfigurable to meet the changing needs of the experiment.

We plan to incorporate the following externally-maintained software into the DAQ system and online environment.  It is all freely available as open source software.

· RT-Linux.  This is an extension to the Linux kernel that allows processes to be scheduled with hard real-time deadlines.  For example, it may be necessary to read the raw data from the WFDs every millisecond, or to respond to an interrupt from a CAMAC module within a microsecond.

· HDF5.  This is a file format for scientific data, together with an interface library for reading and writing files in this format.  It developed at the University of Illinois by NCSA.

· Java Analysis Studio.  This is an interactive data browser with a collection of Java classes that are useful for physics analysis. It is developed by a group at SLAC, and it is used there for online monitoring at the BaBar experiment, as well as for future linear collider development.

· Jetty.  This is a Web server that is designed to be embedded into larger applications.  It is maintained by Mort Bay Consulting and is written entirely in Java.  It supports standard interfaces, such as the Servlet API.

After incorporating these components, we will need to develop the following software subsystems:

· Linux kernel modules to interface to each kind of electronics that we will need to read out.  We can foresee only two kinds of modules at the moment: a VME-to-CAMAC interface and the WFDs.  This requirement will probably grow as the experiment develops.

· A collection of servlets that control runs and provide for the transfer of data from the front-end processor to the event builder.

· An event builder program that knits together the data from the front-end crates, runs analysis jobs on it, and writes it out to disk in HDF5 format.

· A program that transfers files from the temporary disk staging area to a collection of tape drives.

· A database system for tracking the locations and properties of data files.  It would be ideal to write something like a modern version of the FATMEN tool from the CERN Program Library.

· An online logbook program.

It is clear that we intend to rely heavily on Java technology.  Java provides two important advantages in building this sort of system.  First of all, it is a type-safe, memory-safe language with integrated exception handling support; this should provide excellent reliability.  Second, the tools provided by the Java standard libraries tend to accelerate application development and deployment; this will be a great advantage, given the small size of the team.  Java runtime environments have already achieved performance comparable to unoptimized C code for numerical computation, and they should continue to progress.

Fig. 6.  Pulse height in the inner versus the outer tile for single and double events.  A clear valley exists between these peaks which will be exploited for double-hit identification
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