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sPHENIX	MVTX	Readout	and	Controls	
	

Ming	Liu	et	al	
	

V1.0,	July	2017	
	
	
	
The	proposed	sPHENIX	MVTX	system	(Monolithic-Active-Pixel-Sensor-based	Vertec	
Detector)	consists	of	ALICE	ALPIDE	chips,	ALICE	Readout	Units	(RU)	and	ATLAS	
FELIX	PCIe	boards,	and	the	Power	Supply	distribution	boards	developed	by	LBNL	
for	the	ALICE	ITS	upgrade.		
	
	
All	hardware	specs	are	already	determined	or	to	be	fixed	soon	either	by	ALICE	
(ALPIDE	and	RU)	and	ATLAS	(FELIX).		
	
Here	we	summary	the	latest	high	level	technical	specifications	of	ALICE	ALPIDE	chip	
controls	and	operations,	ALICE	RU	and	ATLAS	FELIX	boards	I/Os,	controls	and	also	
the	PS	distribution	and	monitoring	system.	
	
	
	
REF:		
	 pALPIDEfs	datasheet,	v1.0b,	Mar	24,	2014	
											 ALPIDE-3	Operation	Manual	–	Draft	(Feb.	2,	2016)	
					 ALICE	ITS	Upgrade,	Readout	Electronics	–	WP10	(Jan.	06,	2016)	
	 ALICE	ITS	Upgrade	Report,	WP10	Data	Rate	(May	1,	2015)	
	 ALICE	ITS	Upgrade	TDR	(2014)	
	 ATLAS	FELIX	v1.5		(2016)	
	 sPHENIX	CDR	(2017,	updated)	
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MVTX	Readout	and	Controls	–	Overview		
	
	
	
	
	
	
	
	

	
	

Figure	1	Over	view	of	MVTX	readout	system.	
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LANL,	UT-AusSn,	LBNL,	BNL,	ALICE/ITS	…	

ALPIDE	Sensor	
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MAPS	operation	on	nutshell:	
	
	
	
	
	

	
	
	
	
	
	
	
	 	

ALPIDE/MAPS	Timing	&	Opera6on	

Well	fit	sPHENIX/RHIC	environment,	10MHz	Clock	(LHC	40MHz)			
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ALPIDE-3	design	on	nutshell	
	
	
Block	diagram	and	pinout.	The	serial	data	stream	is	8b/20b	encoded.	
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Figure	2	ALPIDE-3	Pad	layout	
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Interface	signals:	
	
The	main	functional	I/Os	of	ALPIDE-3	chip	are	listed	here.	The	COMS	I/Os	are	1.8V	
compatible.	The	high-speed	data	line	transmits	serial	data	at	the	maximum	rate	of	
24b	x	40MHz	=	960Mbps.			
	
	

	
	
	
	
	
	
	

Typos:	
V	and	I	



	 7	

	
The	MCLK,	DCTRL	and	DCLK	differenctial	ports	are	implemented	with	a	custom	
designed	differential	transceiver	cell.		This	has	been	desgined	with	reference	to	the	
standard	TIA/EIA-899	Electrical	Characteristics	of	Multipoint-Low-Voltage-
Differential-Signaling	(M-LVDS).	
	
	

	 	



	 8	
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Supply,	ground	and	bias	nets:	
	
	

	
	
	
	
Recommended	operating	conditions:	
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Control	interface	and	protocol		
	
	
Chip	identification:	CHIPID[6:0]	
	
HSB:	CHIPID[6:4]	are	used	to	identify	the	chip	operation	mode	–	1)	Inner	Barrel;	2)	
Master	3)	Slave.		For	MVTX	application,	all	bits	are	set	to	0,		b000xxxx	.	
	
CHIPID[3:0]	are	used	to	identify	the	location	of	a	chip	in	a	stave.	
	
	
Control	interfaces:	
	
The	slow	control	interfaces	sere	two	purposes:		

1) provide	read/write	access	to	internal	registers,	commands,	configuration	
and	memories;	

2) distribute	trigger	commands	and	broadcast	synchronous	signals	
	
For	the	MVTX	application	(ALICE	ITS/IB	mode),	only	the	differential	DCNTRL	port	is	
used.		
	
	
	

	
	

Figure	3	Illustration	of	chip	identification	and	geographic	address	allocation.	

	
	
The	nie(9)	chips	on	the	IB	module	are	directly	connected	to	a	shared	control	
differential	line	using	the	DCNTRL	port.	The	control	bus	is	entirely	based	on	
differential	singaling	and	has	multipoint	topology.		
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Control	transactions	format:	
	

	
	

Figure	4	Format	of	a	single	charachter	ecchanged	on	the	control	bus.	

	
	

	
Figure	5	Format		of	valid	transactions	on	the	control	bus.	Note	for	MVTX,	all	chips	are	operating	in	the	

Master	Mode.	

	
The	ALPIDE-3	control	interface	provideds	access	to	the	chip	internal	registers	and	
data	path	memories,	with	16-bit	wide	address	field	and	16-bit	wide	data	payload.		
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Figure	6		Valid	opcodes	of	control	transactions.	

	
	
Here	are	a	few	important	registers:	
	
	
Periphery	Control	Registers:	
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Pixel	CFG	Registers:	
	
In	each	pixel	there	are	two	wriable	registers:	1)	te	Mask	register	and	2)	the	Pulse	
Enable	register.	
	
	
Pixel	CFG	Register	1:	
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Pixel	CFG	Register	2:	
	

	
	

	
	
DACs	setting	registers:	
	
For	each	of	DACs,	there	are	8-bit	setting	field.		The	default	values	are	show	below.	
	
	
	
	
	
	
	
	
	
Summary	of	ALPIDE-3	registers	and	memory	addressing.	
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Triggering	and	Timing	
	
There	are	two	readout	modes	for	ALIPIDE	chips	–	1)	triggered	and	2)	Continuous.		
	
For	sPHENIX	we	foresee	to	use	the	trigger	mode	as	sPHENIX	data	taking	will	be	
mainly	based	triggers	(maximum	rate	=	15kHz).	
	
A	readout	STROBE	signal	will	be	generated	after	receiving	an	external	trigger.		The	
STROBE	length	is	programmable,	the	default	value	is	50ns	(less	than	one	RHIC	
clock).	
	
The	expected	sPHENIX	LVL-1	trigger	latency	is	about	4	us,	based	on	our	experience	
from	PHENIX	operation	at	RHIC.		
	
	

	
Figure	7	Trigger	and	Strobe	decay	

	
	
	
RHIC	clock	is	9.4MHz,	much	slower	than	the	LHC	clock	of	40MHz.	All	sPHNIX	and	
MVTX	trigger	and	timing	is	synchronized	to	the	9.4MHz	RHIC	clock.		
	
	
We	plan	to	operate	ALIPDE	chips	at	the	same	40MHz	LHC	clock.	This	new	40MHz	
clock	will	be	generated	and	phase	locked	to	the	RHIC	9.4MHz	clock,	mostly	likely	at	
FELIX	end.		
	
A	dedicated	daughter	card	will	be	developed	by	the	BNL	ATLAS	group	for	the	next	
version	FELIX	board	v.20,	to	allow	9.4MHz	RHIC	clock	as	input.		
	
	
Data	Readout	
		
We	will	use	the	high-speed	data	transmission	line	to	send	data	from	ALPIDE	chip	to	
the	RU	through	FireFly	cables.		The	serial	port	implements	a	clock	synchronous	
transmission	based	on	the	600MHz	clock	produced	by	the	internal	PLL.	Data	are	
8b/10b	encoded	with	the	LSB	launched	first.	Further	more,	a	bit	is	sent	on	every	
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clock	edge.	It	is	important	to	note	that	data	area	loaded	for	transmission	30-bit	at	a	
time	–	3	characters	of	10-bit	encoded	bytes.		For	MVTX,	the	600MHz	clock	signal	is	
directly	used	to	produce	DDR	stream	at	1.2Gbps.		
	
	
Data	Format:	
	
We	will	use	the	same	data	format	defined	by	the	ALICE	ITS	upgrade.	The	valid	data	
words	are	identified	by	predefined	prefix	bit	strings.	
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Data	format	rules:	
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The	Front-End	Electronics	-	Readout	Unit	(RU)	
	
RU	is	developed	by	the	ALICE	experiment	to	readout	out	ALICE/ITS	detectors.	We	
will	use	RU	with	minimal	modification	for	the	sPHENIX	MVTX	system,	one	RU	per	
stave	of	9	ALIPIDE	chips.	The	RU	interfaces	the	sensors	on	the	stave,	control	and	
trigger	systems	of	the	sPHENIX	experiment.	RU	collects	the	high-speed	data	stream	
from	the	sensors	and	convert	them	into	optical	signal	through	the	GBT	optic	links	to	
the	beck-end	electronics	(currently	envisioned	to	use	FELIX	boards	developed	by	
ATLAS)	in	the	Counting	House.	It	manages	control	lines	which	distribute	RHIC	clock,	
sPHENIX	trigger	and	other	slow	control	commands.	RU	also	implements	ancillary	
functions	such	as	power	supply	control	and	monitoring.		
		
The	main	functionalities	of	the	Readout	Unit	are	summarized	here:	

• Receive	and	distribute	clock	and	trigger	to	the	sensors	
• Collect	high-speed	data	stream	from	sensors	and	send	repackaged	data	to	the	

Beck-End	(FELIX)	via	TGB	links,	
• Handle	busy	signal	from	the	sensors	
• Monitoring	the	sensor	status		
• Perform	power	monitoring	and	safety	control	&	interlock	

		
A	single	RU		serves	one	full	stave	composite	of	9	ALPIDE	sensors,	hosting	3	GBT	
links	paired	with	2	FPGA,	each	FPGA	can	read	up	to	16	links	from	the	stave.	For	
MVTX	application,	only	one	FPGA	is	used	for	readout,	leaving	the	2nd	one	as	a	spare	
for	backup.	There	are	a	total	of	48	RUs	in	the	MVTX	readout	system.	
	
								

	

Figure	8	Diagram	of	MVTX	Readout	Unit.	One	RU	serves	one	9-chip	stave.		The	Beck-End	are	served	by	
FELIX	boards	hosted	on	sPHENIX	DAQ	Servers	in	the	counting	house.	

	
The	GBT	Versatile	Link	payload	bandwidth	is	3.2Gb/s.		Here	we	summarize	the	RUs	
and	GBTx	chipsets	needed	to	readout	the	entire	48	MVTX	detector	staves	for	the	
maximum	design	rates.		
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Figure	9		Maximum	data	rate	for	each	MVTX	layer	

	
	
	
Here	we	show	the	MVTX	data	and	control	routing	schematic	layout.	It	is	worth	to	
mention	that	for	the	sPHENIX	baseline	program	(200kHz	Au+Au),	a	single	GBTx	
chip	will	provide	enough	bandwidth	and	the	others	could	be	used	to	hot-swap	fiber	
links	in	case	of	connection	problems.	A	MVTX	stave	is	connected	to	the	first	
connector	A,	with	clock	and	control	(2	lines)	and	9	data	lines	running	over	the	12	
available	FireFly	copper	links.		
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sPHENIX	MVTX	actual	bandwidth	requirements:	
	
	
The	projected	maximum	collision	rates	for	sPHENIX	are	summarized	below:	
	

	
	
ALICE	has	simulated	data	rate	based	on	Pb+Pb	collisions	at	the	top	collision	rate	of	
200kHz	(ALICE	projected	rate	for	Run-3	is	50kHz).	With	2us	shaping	time	of	ALPIDE	
chip	(the	fastest	shaping	mode,	also	planned	for	sPHENIX	MVTX	operation),	the	
estimated	RU	average	data	rate	at	200kHz	triggered	readout	is	[Gb/s]:	
	

• Layer-0:		4.8	Gb/s,	or	1/2	of	the	hardware	bandwidth	limit	(9.6Gb/s)		
• Layer-1:		3.2	Gb/s,	or	1/3	of	the	hardware	bandwidth	
• Layer-2:			2.4	Gb/s,	or	¼		of	the	hardware	bandwidth		

	
	

	
	

Figure	10	ALICE	RU	average	data	rates	for	Pb-Pb	collisions	at	200kHz,	with	2us	ALPIDE	shaping	time.	
Both	triggered	and	continuous	readout	modes	are	simulated.	The	MVTX/sPHENIX	is	designed	to	operate	
in	the	triggered	mode	with	maximum	rate	of	15kHz.	
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The	average	event	multiplicity	of	Au+Au	collisions	in	sPHENIX	is	estimated	about	
1/5	–	1/4	of	the	multiplicity	of	Pb+Pb	collisions	at	ALICE/LHC.		
	
	
	
	

	
Figure	11	Event	track	multiplicities	of	p+p	collisions	from	sPHENIX		and	ALICE.		

	
	
	
Furthermore,	sPHENIX	is	designed	to	take	data	at	15kHz	trigger	rate.	So	the	
expected	data	rate	from	sPHENIX	is	about	¼	x	15/200	of	ALICE/ITS	IB	(~1.9%).		
	
	The	expected	MVTX	average	RU	data	rates	for	Au+Au	collisions	at	RHIC	are:	
	

• Layer	0:		0.1	Gb/s	
• Layer	1:		0.07	Gb/s	
• Layer	2:		0.05	Gb/s	

	
They	are	well	below	the	hardware	limit	of	9.6Gb/s	per	RU	with	3	GBT	links.		MVTX	
has	the	capacity	to	take	all	200kHz	Au+Au	collisions	at	RHIC!	For	the	p+p	collisions	
at	RHIC,	since	the	event	multiplicity	is	very	low	compared	to	Au+Au	collisions,	the	

sPHENIX	MVTX	vs	ALICE	ITS/IB	
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ALICE	(Run3)	 sPHENIX	(Max)	

Pb+Pb	/	Au+Au	 100	kHz	(50kHz)	 	200	kHz	

p+p	 400	kHz	(200kHz)	 	13	MHz	

Trigger/Readout	 	>50	kHz	 	15	kHz	

sPHENIX	 ALICE	

Event		track	mulUplicity	dN/dη:	sPHENIX	=	1/3	ALICE	(pp),	1/5	ALICE(AA)	
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expected	data	rate	is	order	of	magnitude	below	the	Au+Au	rate.		Later,	one	can	
consider	to	develop	MVTX-based	trigger	for	sPHENIX.	
	
The	overall	data	rate	from	MVTX	is:	
	
0.1	x	12	+	0.07	x	16	+	0.05	x	20	=	3.3Gb/s	
	
	
The	sPHENIX	DAQ	bandwidth	is	designed	to	handle	80Gb/s	data	to	HPSS.		 	
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The	Back-End	Electronics	–	FELIX	
	
FELIX	board	developed	by	BNL	for	the	ATLAS	upgrade	project	is	chosen	as	the	
default	path	for	MVTX/sPHENIX	beck-end	option.		
	
FELIX	has	48	bi-directional	optical	links	that	can	be	coupled	to	RU	GBT	links.		
One	FELIX	board	will	readout	8	RUs,	using	24	fiber	links.	A	total	of	6	FELIX	boards	
are	required	to	readout	all	48	RUs,	with	one	FELIX	board	per	Server	that	does	event	
building	and	data	compression.			
		
Basic	functions	of	FELIX:	

• PCIe	Gen3	x	16	lane	
• 48	bi-directional	optical	links	upto	14	Gb/s	
• With	circuit	to	interface	Timing	&	Trigger	Control	system	(TTC)	for	both	LHC	

and	RHIC	experiments	
• Micro-controler	to	support	FPGA	reprogramming	and	firmware	update	

	
	

	
	

Figure	12	Layout	of	the	MVTX	readout	and	sPHENIX	DAQ		system.	
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The	current	FELIX	version	1.5	can	only	operate	with	LHC	clock	of	40MHz.	A	new	
version	2.0	is	designed	to	be	able	to	handle	10MHz	RHIC	clock	through	an	on	board	
Timing	&	Trigger	Mezzanine	card.	We	foresee	this	new	FELIX	boards	will	be	used	
for	both	MVTX	and	TPC	detectors	in	the	PHENIX	experiment.		
	
	

	
	

Figure	13	ATLAS	FELIX	board	will	be	used	for	the	sPHENIX	MVTX	readout.	
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WBS 1.5.2.2 Back End Electronics: ATLAS FELIX Version 2 

Slide 8 

Firmware functionality includes: 
  Slow Controls interface 
  Data readout from 8 FEE 
  Control and Monitoring to/from the sensors  
  Trigger and Timing systems interface 
  Data aggregation and sub-event packaging 
  Data transmission through the PXIe to EBDC 
  Remote update of the firmware 

Hardware includes: 
  Xilinx Kintex Ultrascale KU115 FPGA 
  48 Fiber Optic Transmitters 
  48 Fiber Optic Receivers 
  16 lanes of PCIe Gen 3  
  Timing Mezzanine site 
 

Performance Summary: 
  PCIe Tx > 100 Gb/s 
  FEE Rx < 80 Gb/s 

Changes to FELIXv1.5 in FELIXv2  
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Power	System	
	
The	MVTX	power	system	is	based	on	ALICE/ITS-IB	system	developed	by	LBNL.		
The	system	distribute	clean	analogy,	digital	and	bias	posers	to	the	sensors,	and	also	
provide	detector	health	status	through	remote	readout.		A	near	final	prototype	will	
be	available	for	R&D	at	LANL	by	the	end	of	this	summer,	2017.	
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Hardware Features: 
Power board includes 2 sections consisting of: 
§  16 Regulators: 

•  8 Analog power regulators 
•  8 Digital power regulators 

§  8 Bias regulation switches 
§  Controls 
§  Diagnostics 
FPC 
LV, Bias and Control Cables 

Power Board Requirements: 
  Module Efficiency > 99% 
  Noise rate < 10-6 

  Radiation Tolerant 
  Control Interface to FEE 
  Overcurrent protection 
  Remote current readout 
  Remote voltage readout 
  Remote voltage setting 

Courtesy of G. Contin, LBNL 


