Reply to review report on MuTrigger Fee Review November 6, 2008

MuTr FEE upgrade group

We would like to thank the review committee for high evaluation of our work in the design and testing of prototype electronics in PHENIX.  In the following, we provide additional information regarding to remarks/suggestions raised by the review committee. Remarks/suggestions are shown in blue, while our reply is typed in black.
1) Will the MRG and DCMIF boards work as specified?

No serious deficiencies were identified in the review, but there are a number of issues that should be considered and clarified.

· It was not completely clear in the review how to account for time of flight, cable delay to the FEE, electronic delays, variations in fiber length, and other sources of time variation such that the reformatted data from the MRG board present to the LL1 board trigger primitives that are synchronized to the beam clock so that trigger bits coming from the MRG are not skewed relative to each other in time. The LVL1 is expecting to receive the MRG fibers with all the data aligned within a MRG fiber, but that the LL1 may have to synchronize the MRG fibers. It was not at all obvious how all the fibers that are combined into a MRG fiber would be synchronized. 
Although there appears to be enough flexibility in the system, the presentation did not show the necessary steps to timing in this detector with rest of the PHENIX detectors. As part of the development of a commissioning plan, it may be useful to write a technical note that describes in some detail the procedure envisioned for timing these bits, starting from the measurements that must be made with data or calibration pulses, describing where adjustments can be made (and what range they can span), and explaining how the timing will be verified with the data itself or with test equipment.
(work in progress) 

A strategy of necessary steps to configure the timings in the MuTRG system is given here.
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Figure of dt1 scan

Figure of dt2 scan

Figure of MRG-LL1 timing scan

· The ADTX to MRG boards’ data link is 1.6Gbps serial optical link. The MRG use 8b/10b protocol to recover the data from the serialized link. This data then sent to local L1 system though FIFO and 2.8Gbps optical link. The MRG to DCMIF boards’ communication is based on the National Semiconductor LVDS serializer/de-serilaizer protocol. It is not clear from the presentations that the system could gracefully recover from the data transmission error without losing pipeline synchronization between all L1 links.  It is important to consider what happens to the trigger system when there are errors on the optical links coming from the ADTX boards.
  When errors on the optical links from the ADTX boards, the MRG board sends data to the LL1 after masking corresponding region of strips and assertion of error flag. This way, the LL1 catches errors from data stream without losing pipeline synchronization between other L1 links.
· Are link errors detectable?
We implemented error flags which are asserted when serial links (ADTX-MRG, MRG-DCMIF, GTM-DCMIF) are lost. Longitudinal parity is checked for the data transmission from MRG to DCMIF, as well as DCMIF to DCM.

·  Is the expected rate of undetectable errors acceptable?
A single bit flip in the serial link between ADTX and MRG may not be detected unless the link is lost. We conducted a serial link test (2.8 Gbps, 8b/10b) with the LL1 trigger prototype and MRG prototype by checking longitudinal parity bit of transmitted data. No error was observed for 14 hours and 35 minutes (1.4 1014 bits). This result put an upper limit on bit error rate of 2x10-15 or 45 hours without error (95% CL). Recently another measurement was done to test the serial link using two MRG boards by using one of them as a receiver board. No error was observed for 17 hours of operation. This pushes upper limit of the bit error rate of 1x10-15 or 93 hours. The total number of fibers to LL1 is 64. Therefore current upper limit of no error is about 1 hour 30 min (95%CL). Although we will improve the upper limit further as more boards available, current limit is already in an acceptable range since a single bit flip in the serial link does not immediately lose the link.

 Assuming similar bit error rate for the ADTX-MRG serial link, upper limit of no error is about 220 hours per link (95% CL). Total number of fiber from ADTX is about 200 for North arm. We’ve tested running the nine ADTX to MRG serial links for 17 hours. No link error was observed.

 We plan to keep testing the system as longer period as we can to obtain solid idea of the undetected errors.

· Do errors result in hot spots or dead regions?  Is there a way to monitor them if it is necessary to correct for them?  It is generally better for trigger failures to result in lower efficiency (as long as it can be monitored and measured) than in “hot spots” that must be manually turned off. 
Depending of type of errors, errors could result in either hot spots or dead regions. For example, if the DAC chip for the discriminator threshold on the ADTX boards is broken, this would result in unpredictable threshold value for the discriminator. This could cause hot spots. Another example is if serial link is lost, this would result in no data from that fiber, therefore dead regions in the strip hit. The MRG and DCMIF boards have multiple way to monitor the errors via regular data stream to DCM, error flag in LL1 data stream, and VME registers on MRG/DCMIF boards. The MRG board has a function to mask off or force-enable strips using its VME interface.

· The error handling of both MGR and DCMIF system needs to be completely worked out.
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We have developed error handling scheme in MRG and DCMIF boards.  Figure 1 shows overview of how errors are propagated over the system. MRG and DCMIF boards are capable to detect various errors. Detected errors are registered in FPGA registers (status registers). An error flag in the LL1 data stream become high if errors are found. The status registers can be accessed from the VME bus so that errors are monitored in the slow control system. A summary of status registers is sent to the DCM so that errors are monitored from the online monitor framework. Nine LEDs on the front panel displays summary of the status register.

The ADTX to MRG serial link is monitored by checking data patterns. Correct patterns of words are carrier extend, beam clock counter, strip data *4 with occasional insertion of the IDLE character. The FPGA on the MRG checks if incoming data patterns match with what is expected. If not, ADTX link error is reported.

MRG board receives data from up to 10 ADTX boards. Consistency of the beam clock counter is monitored at the time of merging data from multiple-ADTX boards. Therefore if one of the ADTX board loses the beam clock, the MRG reports the error of the inconsistency of the beam clock counter.

FIFOs are used in the interface of ADTX and the interface of the LL1. FIFO status (empty, full) are monitored to detect unexpected failure of data processing.

The MRG to DCMIF serial link is monitored from the “lock” pin on the serdes chips (National semiconductor DS99R105/106). These serdes chips are clocked by the beam clock. Therefore, the “lock” pin monitors if the beam clock is correctly received at MRG and DCMIF. The lock status of the Digital Clock Manager in the FPGA is also monitored to check the beam clock status as well.

G-Link signals from GTM is received at the DCMIF. The link status between GTM and DCMIF is monitored by the G-Link receiver chip (DAV pin in HDMP-1024). The PHENIX standard G-Link reset command recovers the link from unlocked states.

A summary of system status is encoded in 8-bit error code (see Figure 2 and Figure 3). The 8-bit error code is sent to the DCM. It is also accessible from the VME bus, front panel LEDs. The front panel LEDs are used to indicate the status of the system. The 8-bit error code, lock status, and supply voltage status are indicated. 
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Figure 2 (left) Summary of status registers on MRG. (right) front panel LEDs
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Figure 3 (left) Summary of status registers on DCMIF. (right) front panel LEDs

· Transmission errors issues have been addressed in part by defining a data format from the MRG to the LL1. (see attached diagram).  The MRG boards sends up a status bit in the clock counter word that could be used to propagate an error in the data stream from an AD/TX board. This would be used to effectively "zero" the inputs from this MRG link in the FPGA, which would avoid creating a "hot spot" in the trigger at the expense of lost efficiency. This is very much like what the LVL1 does in the MuID LL1.  We recommend that the MuTrigger Fee system does not send up the "transmit error propagation" control characters from the TLK3101.  This will definitely de-synchronize the datastreams.
The data format between the MRG and the LL1 has been determined in a thorough discussion with the ISU group, followed by communication testing with prototypes. We do not use the “transmit error propagation” control characters to keep synchronization of the data stream. 
· Can inaccessible failures in the detector be accounted for adequately in the MRG boards?  For example, if an ADTX board completely loses its link, can it be masked off?  If the ADTX loses its clock?  The ways in which the system can be reconfigured should be explained for some simple failure scenarios.
Failures which affect system operation will be caught by the aforementioned error handling mechanism. In the case of loss of the ADTX link or loss of the beam clock, the MRG detect the ADTX link is lost. An error is reported to LL1 and DCM without losing synchronization. Operators can monitor it from online monitoring and/or slow control. Bad ADTX fibers can be masked off.  

More comprehensive failure mode scenarios are being developed.
· How do the MRG and DCMIF boards react to changing (and often glitching) the beam clock, as happens during physics running when changing from an internal oscillator to the blue beam clock?  What operations are necessary to restore the system to a configuration ready to run?
Thanks to John Haggerty’s advice, we could simulate an event of clock changing (or glitching) by switching GTM’s operation clock from external clock to internal one, and vice versa. The G-Link reset operation is necessary to restore the system back to normal state. Since the G-Link reset operation is already implemented in the MuTr’s feed operations, no additional operation is needed as long as MuTr feed is executed after changing (or losing) the beam clock.
· The MRG board has 10 optical ports’ data go into one Xilinx FPGA. The size of the board is 9U.  The TI’s TLK chip is used to de-serialized the optical data.  The trace lengths from some of the TLK chips to the Xilinx chip are quite long. The long trace could cause excessive ringing, overshoot and undershoot at the Xilinx receiver circuit. That could cause problems. Simulation should be done to understand the trace length issue. 
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The Xilinx FPGA Spartan3 is used in the MRG and DCMIF. The maximum and minimum input voltage is 3.75 V and -0.3 V, respectively. The high level of the deserialized data from TLK1501 is 2.5 V.  The signal shape of the deserialized data at the FPGA input was observed with a 500MHz oscilloscope. The probing points (P1 and P2) are shown in Figure 4 where the trace length is maximum. A snapshot of the waveform at P1 is shown as Figure 5. The waveform at P2 was similar to Figure 5. No violation of Xilinx FPGA specification was observed for input signals with the longest trace length although this measurement may miss the high frequency overshoot or undershoot (< 1 ns) due to limitation of the scope’s bandwidth.
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Figure 5 Snapshot of waveform of the signal at the probing point P1.

· The operation of the VME crate containing the MRG and DCMIF boards should not rely on user intervention for configuration and initialization.  The VxWorks startup script should initialize the crate to a fully operational state.  It is important that any reset or initialization of the boards be possible by the VME controller, and that the process is quick.
Ed Desmond and we went through a list of necessary operations for start up. After the power on the MRG/DCMIF sub-racks, the startup script executes reset operations of the MRG/DCMIF and ADTX, followed by parameter setting such as LVL1 delay (latency), mask bits, the ADTX threshold setting etc... After execution of the startup script, the system becomes ready to take data up to the MRG/DCMIF. Estimated time for setting parameters are order of a few seconds per sub-rack.

The initialization of the DCM (download the DSP design) needs to be done after the MRG/DCMIF is successfully started up.

  The startup procedure to establish the MRG-LL1 synchronization needs to be worked out when the LL1 board become available. We plan to schedule this test with the ISU group in January, 2009.

· [image: image10.jpg]


Data recorded by the DCM’s that is transmitted by the DCMIF boards will be a very useful debugging tool, particularly during the development of trigger algorithms in the LL1.  Although it is more a question for the reviewers than the reviewees, the final location of the DCM should be settled relatively soon and the DCM installed so that testing can go forward with a near-final configuration for Run 9.
A new DCM partition and DCM module for the North arm was prepared by the PHENIX DAQ group on Dec 11. The readout test with John Haggerty and the PHENIX DAQ group was started. The MuTRG system was migrated to the MuTr granule. We have taken the first MuTRG + MuTr data using a newly-prepared DCM at PHENIX. Figure 7 is a screenshot of the MuTr standalone run control after successful end of the first run, showing that the MuTRG data is read by the MuTRG DCM together with MuTr's DCMs.

2) Are the board designs compatible with the PHENIX DAQ and Trigger?

 The group did the DCMIF and MGR boards’ chain test with the PHENIX DAQ. However it will be better to do at least a one million events chain test with multiple event triggers running. One should check clock and event counters in the data packet of one million events test to be sure the DCMIF board format those counters correctly. 
So far, we’ve taken data for a few hours. No problem was found in event counters and data format. We plan to take data at least 1 M events as soon as we can.  It would take about 17 hours to collect 1 M events without zero suppression at DCM. 

· The MRG board design that provides for persistent store of FPGA code between power cycles is good. This feature will avoid having the PHENIX DAQ to reload code that will not normally change during the data taking cycle. However, we need to ensure that there is sufficient diagnostic functionality available which will provide the ability to verify the correctness of the configuration data that is downloaded to the MuTrigger boards. Since not all the downloadable configuration data can be read back through the slow controls interface, it may be desirable to have test procedures in place which will produce expected results for a given set of configuration parameters. Such procedures should provide the ability to isolate the effect of individual configurable parameters, especially for the case of configuration parameters which are not verifiable through other means. In addition, the ability to read out a snapshot of the data taken would be a useful feature. At present such a feature is not yet in place, although conversations with Tsutomu Mibe indicate that implementation of this capability is being planned. Care should be taken to provide in the data stream output to the DCM, sufficient information to identify which board the data originated from. This will help identify and isolate sources of errors.
The FPGA code is stored in the PROM on the ADTX board. Upon power-up, the FPGA is configured from the PROM. The code in the PROM can be verified by using its JTAG interface. Incompatibility of versions for each ADTX boards can be checked. It takes about 1.5 min per board to verify the code stored in PROM. This feature is only for debugging purpose since the FPGA code is not supposed be updated frequently. Therefore operator doesn’t use this function in normal operation of the system.
The threshold setting of the ADTX cannot be checked in above mechanism since the threshold is dynamically downloaded to the DAC via the FPGA after the start up. This is monitored from the hit rate of strip in the data recorded with the DCM. Based on the past experience, the hit rate changes exponentially with the threshold value. In principle, the threshold value at the DAC could be read-back (we plan to implement this function later). However, actual threshold value of the DAC output can not be monitored anyway. Therefore, function to read-back the DAC setting is not very effective for monitoring purpose, but useful in debugging the system.

· Although not part of this review, the LL1 board being designed at Iowa State University is essential to the success of the project so close communication is imperative.
A detail test plan before and during Run 9 is being developed with ISU personnel. As mentioned before, we plan to do a test of the MRG-LL1 communication test with multiple fibers to establish the procedure of synchronization and test if the new optical transceiver module on the LL1 trigger tile can receive the MRG data.
3) Is the proposed production and installation schedule realistic?

The production and installation schedule for the MRG and DCMIF boards themselves seems realistic, if slightly optimistic. However, the majority of the work will presumably not be related to the installation and debugging of the hardware, but rather the integration of these boards into the PHENIX DAQ and LVL1 Trigger systems.

The present integration schedule of the full MuTrigger system into the PHENIX DAQ seems to be rather tight. The full system installation will not ready to be completed until late February or the first week of March. At that time, we will be in the midst of the start of Run 9. Although tests have been completed which successfully addressed single MRG and DCMIF boards, we can anticipate that there may be some time necessary to debug any problems that arise with the integration of the full MuTrigger system. 
Should such integration issues arise, there will be competition with other urgent issues for both PHENIX DAQ group time and DAQ resources that are surely to arise at the start of a new run. While it has been recognized in the presentations that more focus will be on software development after the installation in the IR is completed, it appears that significant manpower resources will still be required for the QA production tests that are scheduled through February. As there remains software development and testing that needs to occur to complete the slow controls interface to the PHENIX DAQ, allocation of sufficient manpower to this task should be considered.
The 2nd prototype of the MRG board has been produced and extensively tested at the PHENIX environment. All base functions (communications to ADTX/DCMIF/LL1/VME, configuration operations, data receiving/transmitting operations, data merge/reformat operations) are working as designed. Based on this the mass production of the MRG board has started since Dec 15 as scheduled.

We have allocated dedicated personnel for upcoming tasks. Katsuro Nakamura leads the QA test at KEK. Tsutomu Mibe is the main developer of the slow control interface to the PHENIX DAQ with collaboration with Ed Desmond.
4) Is the board fab and installation schedule consistent with the Run-9 schedule?

The entire North arm of ADTX boards will be installed in time for Run-9, and some of the South arm covering a region overlapping muon RPC prototypes as well, which should provide an excellent development, shakedown, and test of the entire system.  We should attempt to make efficient use of the beam for this testing, however, and should not plan to devote large parts of physics running with any kind of degradation to the detector.  Thus, the first requirement should be that operation of the MuTRG electronics does no harm to the Muon Tracker.  The MuTRG group has already made Herculean efforts to maintain the signal integrity to the Muon Tracker FEM and not introduce additional noise.  Likewise, it is critical that the extra data read through the DCMIF does not reduce the data acquisition speed, and development of the LL1 does not interfere with the operation of the trigger.  (For example, although outside the scope of this review, we should consider the impact on operations of the LL1 sharing a crate with a running LL1.)  Since the MuTRG shares the Muon Tracker GTM, it may be possible to arrange for tests that run parasitically with running the “superbig” partition, it is likely that much real testing will require Muon Tracker and trigger data, making it inevitable that MuTRG data will have to be taken as part of the single running partition.  
We have taken the Run 9 run coordinators message of “do no harm” very seriously. So far no degradation is observed in the MuTr system in terms of noise performance, gain, dead/hot channels. Thanks to the decapacitation work by the LANL group, the number of dead regions due to the HV trip becomes much smaller. The future W measurements at muon arms require better performance of MuTr than as it was. We succeeded to improve the noise performance at North station 3, octant 6. The optical alignment system has renewed the data taking server. Number of active cameras has significantly increased after re-alignment/replacing the cameras in the North arm. We try to keep this effort until Run 9 start. 

 By the time Run 9 starts, partial system to cover one octant ( 4 MRG boards, 1 DCMIF boards) is available. These boards are being tested at PHENIX rack room (see Figure 8). Remaining boards are currently in production. Expected date of completion of the production is the 1st week of February. They will be ready for installation at PHENIX by the end of February. Our plan is to increase the number of octants to read out as more MRG/DCMIF boards available. 

5) Have all project tasks that require support of the local PHENIX group been identified and incorporated into the plan?

All project tasks associated with the mechanical, electrical and electronic installation and commissioning of the MuTrigger Fee for the North Muon Arm have been identified and incorporated into the work plan for the local PHENIX group.  Most of the outstanding MRG and DCMIF work for the North Muon arm commissioning is software related tasks: LV GUI, Online monitor, offline software and slow controls. All are making progress and should be ready for the arrival of the production MRG and DCMIF boards in March. Since Run-9 may only go through mid-April, it is important that the commissioning of the MuTrigger Fee system be well planned with adequate allocation of manpower during the initial commissioning period of March and April if one wants to see the system operate with beam. There will be a significant amount of work that needs to be done by members of the PHENIX DAQ, ONCS and LVL1 groups as part of the commissioning of this system. Though there in not yet a comprehensive plan for this work, there is good communication between members of the MuTrigger Fee team and the PHENIX DAQ, ONCS and LVL1 personnel. All DAQ, ONCS and trigger tasks needed for the MuTrigger Fee commissioning seem to have been identified.   
We are nearly completing the installation and basic tests of new ADTX boards. All these manpower dedicated in IR installation work are about to switch the gear to software related developments shortly. Task lists for required software developments are all ready discussed in November, and assigned personnel for each items. 

The 2009 shutdown could start as early as the beginning of May, which implies that installation planning for the MuTrigger Fee South should be starting now. There appears to be a complete list of support materials and equipment needed for the south installation, however a budget and schedule needs to be developed.
Given the unknown schedule of the length of Run09 and starting date of Run10 as of now, we make the production and installation plans which fit into the soonest and the shortest shutdown period post Run09. Due to budgetary shortage of Grant-in-Aid for Creative Scientific Research of Japan Society of Promotion of Science (JSPS) operated by KEK, RIKEN is now in charge of the ADTX boards and chassises productions to cover the South arm acceptance. Both chassises and boards production may be committed to the same company REPIC as the North production, thus the production would be smooth. We are planning to start production early enough in order to meet the earliest post Run09 shutdown scenario. In fact the negotiation with the manufacturer has already been started as early as November. 


The following table summarizes the estimated cost
 for North and South arm infrastructures on site. The estimated total cost for the South arm infrastructure is $112k. Although the installed boards this year in South arm covers only 1/16 of its full acceptance, about 60% of the total cost will be covered within the budget frame this year. The remaining costs is estimated to be about $50k excluding overhead should be covered by the PHENIX budget and the South muon arm spin maintenance budget of JFY09. 


The preparation of infrastructures before actual installation to IR such as making cables, testing, labeling and bundling will be processed during Run09 and is planned to be completed by the end of the run, so that we can start the IR installation immediately after the access platform is built to South muon magnet. The local intern student who worked on the North arm installation last summer will continue to work on the South arm infrastructure. The South arm installation will be led by one scientist, two postdocs and one graduate student. They are the main members of North arm installation and therefore their expertise should be sufficient. In addition, we may have some short-term helps by students from Japanese Universities. Most of software tools and databases we spent our manpower this year wouldn’t be necessary next year, because they supposed to be well established by the end of the North installation.  
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Figure � SEQ Figure \* ARABIC �1� Overview of error handling





Figure � SEQ Figure \* ARABIC �8� VME sub-rack in the PHENIX rack room. Four MRGs and one DCMIF are installed.





Figure � SEQ Figure \* ARABIC �4� Layout of MRG (layer 1). Probing points are shown as arrows.





Figure � SEQ Figure \* ARABIC �6� MuTRG DCM and partitioner modules





Figure � SEQ Figure \* ARABIC �7� New MuTr standalone run control








� Note the estimate excludes BNL overhead.
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		Cost estimate excluding BNL overhead				North		South						North+South

		(Unit in $k)				2008				2008		2009

		Scaffold

				Station 2+3		$   1.9		$   2.5		$   -0		$   2.5		$   4.4

				Station 1 (Union Labor)		$   5.3		$   4.8		$   -0		$   4.8		$   10.1

		Platform

				New plat form		$   7.5		$   7.5		$   7.5		$   -0		$   15.0

				Water Plumming		$   1.0		$   1.0		$   1.0		$   -0		$   2.0

				Electric Infrustructure		$   2.0		$   0.5		$   0.5		$   -0		$   2.5

		LV

				LV rack		$   -0		$   3.0		$   3.0		$   -0		$   3.0

				Assembly hardware		$   1.5		$   1.5		$   1.5		$   -0		$   3.0

				LV power supply		$   10.0		$   10.0		$   -0		$   10.0		$   20.0

				LIMO, ERNI Connectors		$   4.5		$   4.5		$   4.5		$   -0		$   9.0

				Rack power controller		$   1.0		$   1.0		$   1.0		$   -0		$   2.0

				LV cable in IR (2km)		$   4.1		$   3.5		$   3.5		$   -0		$   7.7

		Optical

				Optical cables in IR + Patch		$   15.0		$   12.9		$   12.9		$   -0		$   27.9

				Optical Trunk cables		$   26.0		$   22.4		$   22.4		$   -0		$   48.4

				Optical BCLK Fanout Boards		$   4.0		$   4.0		$   -0		$   4.0		$   4.0

				Optical Transceiver		$   8.8		$   5.5		$   -0		$   5.5		$   14.3

		FEE

				Water & Air Plumming hardware		$   0.1		$   1.0		$   -0		$   1.0		$   1.1

		OASys

				Camera, Illuminator, etc		$   1.0		$   1.0		$   -0		$   1.0		$   2.0

		Rack Room		Rack in Rack room		$   2.5		$   4.0		$   4.0		$   -0		$   6.5

				Crate Controller		$   6.0		$   6.0		$   -0		$   6.0		$   12.0

				DCM		$   -0		$   8.0		$   -0		$   8.0		$   8.0

				Patch <-> MRG Optical Cable		$   3.3		$   2.9		$   -0		$   2.9		$   2.9

				MRG <-> DCM Cable + Casset		$   2.3		$   2.3		$   -0		$   2.3		$   4.6

				G-link Repeter board		$   -0		$   -0		$   -0		$   -0		$   -0

		Misc				$   2.0		$   2.0		$   -0		$   2.0		$   4.0

				Subtotal (Scaffold+Platform)		$   17.7		$   16.3		$   9.0		$   7.3		$   34.0

				Subtotal (LV+Optical)		$   74.9		$   70.4		$   48.8		$   21.5		$   139.2

				Subtotal (Rack Room)		$   53.8		$   25.2		$   4.0		$   21.2		$   94.6

				Grand Total		$   109.8		$   111.9		$   61.8		$   50.0		$   214.4

										Blue:Not yet charged

				South/North = 200/232		0.86



&CMuon Trigger FEE Cost Estimate

&L&D&C&F&R&A



080825

				Unit in $k		North(2008)		South(2009)		North+South

		Scaffold

				Station 2+3		$   1.9				$   1.9

				Station 1		$   5.3				$   5.3

		Platform

				New plat form		$   7.5		$   7.5		$   15.0

				Water Plumming		$   1.0		$   1.0		$   2.0

				Electric Infrustructure		$   2.0		$   0.5		$   2.5

		LV

				LV rack		$   -0		$   3.0		$   3.0

				Assembly hardware		$   1.5		$   1.5		$   3.0

				LV power supply		$   10.0		$   10.0		$   20.0

				LIMO, ERNI Connectors		$   9.0				$   9.0

				Rack power controller		$   2.0				$   2.0

				LV cable in IR (2km)		$   4.1		$   3.5		$   7.7

		Optical

				Optical cables in IR + Patch		$   15.0		$   12.9		$   27.9

				Optical Trunk cables		$   26.0		$   22.4		$   48.4

				Optical BCLK Fanout Boards		$   4.0		$   4.0		$   4.0

				Optical Transceiver		$   8.8				$   8.8

		FEE

				Water & Air Plumming hardware		$   0.1		$   1.5		$   1.6

		Rack Room		Rack in Rack room		$   2.5		$   4.0		$   6.5

				Crate Controller		$   12.0				$   12.0

				DCM		$   -0		$   8.0		$   8.0

				Patch <-> MRG Optical Cable		$   3.3

				MRG <-> DCM Cable + Casset		$   1.2

				G-link Repeter board		$   -0				$   -0

		Misc				$   2.0		$   2.0		$   4.0

				Subtotal (Scaffold+Platform)		$   17.7		$   9.0		$   26.7

				Subtotal (LV+Optical)		$   80.4		$   57.4		$   133.7

				Subtotal (Rack Room)		$   53.8		$   39.3		$   89.1

				Grand Total		$   119.2		$   81.9		$   192.6

				South/North = 200/232		0.86





080516

				Unit in $k		North(2008)		South(2009)		North+South

		Scaffold

				Station 2+3		$   1.9				$   1.9

				Station 1		$   5.3				$   5.3

		Platform

				New plat form		$   7.5		$   7.5		$   15.0

				Water Plumming		$   1.0		$   1.0		$   2.0

				Electric Infrustructure		$   2.0		$   0.5		$   2.5

		LV

				LV rack		$   -0		$   3.0		$   3.0

				Assembly hardware		$   1.5		$   1.5		$   3.0

				LV power supply		$   10.0		$   10.0		$   20.0

				LIMO, ERNI Connectors		$   9.0				$   9.0

				Rack power controller		$   2.0				$   2.0

				LV cable in IR (2km)		$   4.1				$   4.1

		Optical

				Optical cables in IR + Patch		$   15.0		$   12.9		$   27.9

				Optical Trunk cables		$   2.0				$   2.0

				Optical BCLK Fanout Boards		$   4.0		$   4.0		$   4.0

				Optical Transceiver		$   8.8				$   8.8

		FEE

				Water & Air Plumming hardware		$   0.1		$   1.5		$   1.6

		Rack Room		Rack in Rack room		$   2.5		$   4.0		$   6.5

				Crate Controller		$   12.0				$   12.0

				DCM		$   -0		$   8.0		$   8.0

				Patch <-> MRG Optical Cable		$   3.3

				MRG <-> DCM Cable + Casset		$   1.2

				G-link Repeter board		$   -0				$   -0

		Misc				$   2.0		$   2.0		$   4.0

				Subtotal (Scaffold+Platform)		$   17.7		$   9.0		$   26.7

				Subtotal (LV+Optical)		$   56.4		$   31.4		$   83.8

				Subtotal (Rack Room)		$   29.8		$   16.9		$   42.7

				Grand Total		$   95.2		$   55.9		$   142.6

				South/North = 200/232		0.86





080513

				Unit in $k		North		South		North+South

		Scaffold

				Station 2+3		$   1.9				$   1.9

				Station 1		$   5.3				$   5.3

		Platform

				New plat form		$   7.5		$   7.5		$   15.0

				Water Plumming		$   1.0		$   1.0		$   2.0

				Electric Infrustructure		$   -0		$   2.0		$   2.0

		LV

				LV rack		$   -0		$   3.0		$   3.0

				LV power supply		$   10.0		$   10.0		$   20.0

				LIMO, ERNI Connectors		$   9.0				$   9.0

				Rack power controller		$   2.0				$   2.0

				LV cable in IR (2km)		$   4.1				$   4.1

		Optical

				Optical cables in IR + Patch		$   15.0		$   12.9		$   27.9

				Optical cables btwn IR & rack room		$   2.0				$   2.0

				Optical BCLK Fanout Boards		$   4.0		$   4.0		$   4.0

				Optical Transceiver		$   8.8				$   8.8

		Rack Room		Rack in Rack room		$   4.0		$   4.0		$   8.0

				Crate Controller		$   12.0				$   12.0

				DCM		$   -0		$   8.0		$   8.0

				G-link Repeter board		$   -0				$   -0

				Subtotal (Scaffold+Platform)		$   15.7		$   10.5		$   26.2

				Subtotal (LV+Optical)		$   54.9		$   29.9		$   80.8

				Subtotal (Rack Room)		$   29.8		$   16.9		$   42.7

				Grand Total		$   86.6		$   52.4		$   135.0

				South/North = 200/232		0.86
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