Readout of Position Sensitive Detectors
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Strip Sensors

We plan to instrument the preshower and shower max layers of the NCC with silicon strip detectors of a novel design. The sensors developed by the BNL Instrumentation Division provide two-dimensional position sensitivity. The readout of sensors is based on SVX4 chips, which were developed for silicon strip detectors by FNAL and LBL. In the final readout system the SVX4 chips would be arranged on readout cards SRC's and mounted directly on the sensors.
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Figure 1. Conceptual layout of the NCC electromagnetic brick. Blue layers are silicon-strip planes (preshower and shower max); brown layers are tungsten plates, yellow layers – silicon-pad readout planes. Both silicon strip planes are read by FEM board located inside the bricks envelope. The FEM sends data to PHENIX DCM boards over optical fiber. Power and ground are distributed from a PCM board located near the detector.

Design Principle 

The concept of the stripixel detector is described  in publication of Zheng Li
. The sensor is segmented detector with 0.5mm*0.5mm pixels. Each pixel region has two comb-shaped metal strips (Figure 2) that collect charge produced by an ionizing particle that transverses the silicon. A hit by an ionizing particle will deposit charge on two combs. The vertical combs are connected by metal strips, the horizontal combs – by polisilicon strips. 
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Figure 2. Comb structure.
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Number of ladders in brick 2
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Max data size per SVX4 258Bytes
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Compression factor for unsuppressed data 2.5
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Figure 3. Prototype of stripixel sensor produced by SENS Seoul, Korea for Yonsei University.

We decided to manufacture the silicon sensors as DC-coupled based on following considerations: 

1) Higher production yield,

2) Higher reliability during operation and 

3) 25% lower cost. 

The biasing resistors is implemented directly on sensors, this will help us to greatly simplify the production tests and characterization procedures by allowing simultaneous biasing of all strips.  

The readout pads are arranged on two edges of the sensor. 

SVX4 Readout Chip

The strips will be read out with the SVX4 chip developed by FNAL/Berkeley collaboration
. The SVX4 is implemented in the 0.25 μ TSMC process and is inherently rad-hard. It is a 128-channel chip with a 46-deep pipeline cycled by the beam-crossing clock, thus providing the LVL1-latency required by the PHENIX DAQ. LVL1-accepted events are stored for future pipelined readout. The SVX4 allows up to 8 bits of analog information, although the number of bits are programmable. Several pedestal-subtraction steps offer robust protection against common-mode noise. On-board zero suppression is provided for, but can be turned off (see discussion below). The SVX4 also provides for four-deep multi-event buffering required by the PHENIX DAQ. 

Stripixel Ladder
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Figure 4. Stripixel ladder comprising 5 daisy-chained Sensor Readout Modules with two sensor on each. The rightmost SRM is populated with SVX4 and it has one pitch adapter out of four installed.

Stripixel ladder comprises 5 to 7 Sensor Readout Modules (SRM), each SRM reads out signals from two stripixel sensors and hosts 4 of SVX4 chips. The SRMs are mounted on a common ceramic substrate and they are connected to each other by means of short 50-line flat-flex jumpers which form one or two daisy-chains, connected to FEM. The maximum number of SVX4 chips per daisy chain is 16.
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Figure 5. Arrangement of stripixel ladders between pad sensor assemblies on tungsten plates

The arrangement of stripixel ladder inside the break is shown on figure 5. The ladders are inserted between tungsten plates with mounted on them pad-sensor layers. 

Sensor Readout Module (SRM)
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Figure 6. Sensor Readout Module, the upper half of the module shown. In final version the two connectors will be installed instead of one.
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Figure 7. Stack-up of the Sensor Readout Module. 

Sensor readout module (Figures 5 and 6) consist of two silicon stripixel sensors, arranged vertically side-by-side and a Sensors Readout Card (SRC) mounted on top of them. Sensors are wire-bonded to the edges of the SRC. The SRC is a 0.25 mm thick PCB board manufactured with minimal line width of 75 m and minimal line space of 75 m. The board hosts 4 of SVX4 chips. 

Connection of DC-coupled sensors to the SVX4 chips requires AC-decoupling network. This network is build using type 0201 capacitors.  

The pitch adapter is metal-on-silicon bare die, produced from the same wafers as sensors.

The sensor ceramic substrate is metalized and it has vias. A prototype of sensor ceramic substrate has been manufactured and it allows for multiple methods of providing bias voltage to the sensor: 

1. Wire-bonding from the bottom of the sensor to the bottom of the sensor ceramic substrate and from there soldering to the ladder ceramic substrate.

2. Conductive gluing sensor ceramic to ladder ceramic.

3. Soldering conductive foil from the bottom of the sensor ceramic to the top of SRC and distributing the bias voltage as a separate line on signal daisy-chain.

The SRM modules are daisy-chained using flat-flex cable jumpers.

Several prototype boards have been manufactured and electrically tested. 

The sensor readout modules are mounted on a ladder ceramic substrate which provides the mechanical stability of the ladder, transfer heat from the sensor to the outer skin, it has thin film conductors on top to distribute bias voltage.

The slow control and monitoring of the SRM is done using 1WIRE devices. The following parameters a monitored:

1. Temperature (it is easy to monitor it in several locations) (DS18B20X chip).

2. Leakage current

3. 3 control voltages (DS2450 chip).

The setup voltages for SVX4 like VTH and VCAL are also controlled by 1WIRE devices (DS2890).

Power consumption

The main power consumption sources on the SRM are SVX4 chips. The average load current per chip is 52mA from AVDD and 13 mA from DVDD, which correspond to 0.22W. The AVDD load depends on preamp current setting and can reach 90mA. The average power dissipation per silicon-strip plane is expected to be of the order of 10W. 

Front-End Module (FEM)
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Fig 8. FEM Block Diagram. Shaded boxes represent the elements implemented in the FPGA.


The FEM has 4 readout chains for SVX4. The LVDS data buses are independently fed into FPGA. The FPGA buffers the event, compresses the data stream using Huffman Coding, stores the result in the output buffer and sends it through the optical transceiver to the PHENIX DCM.  PHENIX DAQ requires that all subsystem should be able to buffer at least 5 events. The SVX4 chips on SRC have internal buffering for 4 events; the FEM provides at least one additional buffer.

The FEM connects to the PHENIX DAQ over a small-form-factor (SSF) optical transceiver. The receiving part of it is connected to a PHENIX GTM module, while transmitter part – to a PHENIX DCM module. 

The FEM receives from GTM the following signals:

[image: image9.emf]Raw event size, no pedestal suppression 14448 Bytes

Raw event size with channel ID removed 7224 Bytes

FEM readout clock, both edges used 40 Mhz

Collection time from 4  SVX4 chains on FEM 22.58 us

Data transfer rate to DCM 2.0 Gbps

Transfer time of raw event 36.1 us

Hit occupancy 5%

Output data size, pedestal suppressed 722 Bytes

Transfer time of zero-suppressed event 3.6 us

Lossless Compression

Compression factor for raw data 2.5

Size of compressed event 2890 Bytes

Data transfer time of compressed event 14.4 us

Lossy compression

Compression factor for zero suppressed data 3.0

Event size, zero-suppressed & compressed  241 Bytes

Transfer time, zero-suppressed & compressed 1.2 us

Size and Transfer Time of Stripixel Data from Single  

Electromagnetic Brick


Table 1.

These signals are de-serialized using a SerDes chip. The clock is defined by a Phenix GTM; it is four times the Beam Clock, i.e. 40 MHz. This clock is recovered by the SerDes chip; the clock jitter is guaranteed to be less than 40 ps. The transceiver and SerDes are mounted on a small mezzanine board and will be compatible to the optical protocol of the latest DCM.

Table 2.[image: image10.png]o1 Wire
Slow Control





The digitization at 40 MHz Front-End clock will be finished in 1.7 us. It is important to keep this time as short as possible because the SVX4 chip cannot do digitization and readout simultaneously. 

The longest chain have 16 of SVX4 chips, assuming 5% occupancy the size of the average chain will be 237 bytes and average readout time 3.15 ms. During this time the SVX4s are open to acquire new triggers, up to 4 of them.

For normal data taking with pedestal suppression and Huffman compression (we expect that Huffman coding of pedestal suppressed data can achieve compression factor of 3:1) the estimated data size from the whole brick is 241 bytes. With DCM clock of 40 MHz this data will be transferred in 1.2 ms. This fits safely into the PHENIX DCM data-taking window (ENDAT) of 40 ms. 

The optical transmitter will be clocked by an internal clock generator to eliminate uncontrolled jitter of the beam related clocks, which could result in high probability of data losses.

Note. Even for calibration runs when pedestal suppression is switched off the data size will be reduced from 14.4 Kbytes to 3.0 KB by removing ChannelID bytes from the SVX4 data and applying Huffman compression. The data transfer time in this case will be 14.4 ms, which can be handled by a single DCM by occupying two ENDAT windows of the DCM.

FPGA Selection

Memory Requirements
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FPGA
Dist RAM [Kbits]
Block RAM [Kbits]
DCM
IO
USER
IO
DIFF
Price
Source

XC3S500E
73
360
4
190
77
?


XC3S1200E
136
504
8
190
77
?


XC3S400
56
288
4
173
76
$27.76
digikey

XC3S1000
120
432
4
173
76
$47.87
Digikey

XC2V1000
160
720
8

324
$200


Table 4. FPGA parameters.

Number of LVDS pairs.

According to table 3 the FEM should process data from four SVX4 chains in parallel. This will require 

1. Data transfer bus                               4*9
= 36 
LVDS pairs. 

2. Common clocks BECLK, FECLK.         
=  2 
LVDS pairs

3. PRIOUT[0]                                        4*1
=  4
LVDS pairs

4. Optional PIOUT[3:1]

     4*3 = 12
LVDS pairs

In total it is 42 obligatory and 12 optional pairs

The XC3S500E is most attractive and it could be less expensive in near future but as of today the SPARTAN3E FPGA have very long lead time and still more expensive than SPARTAN3. The FPGA XC3S400 and XC3S1000 are both met all requirements, not expensive and readily available. For prototype boards the XC2V1000 is used.

FEM Ports

SVX4_Chain[3:0] ports

These daisy-chains provide all signals, power and ground to the SRCs, in prototype we will test an option of sending bias voltage over daisy-chain . The longest SVX4 chain has 16 SVX4 chips. 

JTAG Port 

JTAG port is vital for the system. It is used for configuration of the SVX4 chips, reconfiguration of FPGA and also to access programmed registers of the FEM module. It also can be used for data transfer for testing and debugging. Essentially all control of the stripixel readout electronics is done through the JTAG port of the FEMs. The JTAG ports of 7 of FEMs are daisy-chained and connected to the PCM module, the signals on this daisy-chain are LVDS levels and they are converted to standard JTAG levels on each FEM. The performance of the JTAG communication link was thoroughly tested on the FEM prototype board and it was achieved reliable communication in both direction using 15m cable at the rate of 400Kbits/s.

MONITOR Port 

Monitor port has 

1. I2C link to read out 1WIRE devices on SRC boards.

2. QSPI link to read data from FEM.

The QSPI port will be used for data taking during testing and prototyping when DCM and GTM are not available. The data transfer over QSPI link was tested on the FEM prototype board and reliable data transfer at 2 MByte/s was commissioned.

Zero Suppression and Data Compression

The SVX4 allows for on-chip zero suppression. However, the PHENIX DAQ is not designed to handle zero-suppression prior to the DCM because the pipelined architecture assumes a fixed length data packet. However, the use of this feature has significant advantages.

Without zero suppression the event size from the brick will be 14448 bytes (table 3). The compressor will remove the ChannelID bytes reducing size to 7284 bytes. Assuming 40 MHz 16-bit optical data link, this data will be sent in 92 ms, which does not fit to the 40 ms ENDAT window. To handle this amount of data in time we will need triple number of DCM links.

If we allow on-chip zero suppression then assuming 5% occupancy the data size will be reduced to 829 bytes (table 3), which is manageable by a single DCM.

We plan to further compress data using Huffman Coding of the zero-suppressed data inside FPGA. Based on our experience at PHOBOS we expect compression factor of 3. This leads to average data size from one brick of the order of 300 bytes.

Program and Control Module (PCM)

The Program and Control Module provides remote JTAG interface to FPGA over ethernet, it provides fast configuration of FPGA, control and readout of programmable resources of the FEM. It has provides 2 modes of slow data readout for testing and monitoring: 1) using JTAG (70 Kbyte/s) and using QSPI (2Mbyte/s). One PCM serves one half-disk of NCC, i.e. 7 bricks; it is located close to the detector. During the initial stage of the project the PCM will also be used for slow control and monitoring of the front-end electronics as well as for remote configuration of the FPGAs. The module is hosting M5235BCC – a credit-card-size CPU board with ColdFire 64-bit 150 MHz CPU, 32 MB of memory, ethernet connection and I2C and QSPI ports. It operates under tiny Quadros OS, the other OS – ucLinux was successfully tested but rejected due to excessive complexity. As a prototype module we are using Evaluation Module for Motorola MCF5235 MCU
.

Tests

Test of Pre-prototype Sensor with Alpha Source
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Figure 9. Pre-prototype sensor. Detector structures with different pixel sizes, single-metal technology with implanted bridges
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Figure 10. Alpha particles spectra.

. 

Crystal with stripixel test structures produced by ELMA foundry in October 2006 was tested using 241Am (E=5.486 MeV) source in Dubna by Nikolay Zamiatin

Reasonable charge sharing between X and Y pixilated strips is measured. The charge sharing is improving for the finer structures (min. interstrip separation tested is 15 m).

Implanted bridges are not acceptable. The high resistance of the implanted bridges causes asymmetrical signal degradation and excessive noise. 

There are hints of significant crosstalk between neighboring strips(capacitative coupling between p+ “wires” implanted into bulk n- silicon). Further results upcoming.

Readout Chain Development
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Figure 11. Photo of the stripixel readout chain.

The readout chain was manufactured in February 2007, we tried to be as close as possible to the final design. For final design only minor modifications will be necessary:

· on SRC - change connector type, add second connector, modify solder masking.

· On FEM – changing connector type, implement communication with DCM.

The readout chain consist of the FEM board (big green board on fig. 10), PCM board (ColdFire Evaluation board), JTAG LVDS cable connector between FEM and PCM. It has ethernet connection to a host workstation. The setup will be used for testing system integrity and sensor parameters during all stages of assembly.

The data analysis of pedestals and calibration pulses from SVX4 with disconnected inputs is shown on figure 12. 
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Figure 12. Data analysis of SVX4 channels when pitch adapter is not connected.. Amplitudes from all channels (top left), single channels (bottom left) and cumulative histogram of all channels (top right).

Test with Beta Source

Tests with alpha source where not conclusive for two reason: 

1) due to technical reasons we were not able to measure simultaneously X and Y strips

2) alpha particles do not penetrate the whole depleted width of the sensor.

3) Multiple scattering of alpha particles in the air.

Therefore a test with beta source would be crucial for final evaluation of stripixel sensors. We have built a setup for irradiating stripixel sensors with beta particles. The setup consist of collimated source and two trigger counters in front of precisely movable table where the SRM module will be mounted. The tests are planned for April 2007. 
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Figure 13. Test stand for beta source irradiation.

Backup Scenario In The Case if Stripixel Design Will Not Be Acceptable

If the tests of stripixel design with double metal technology will show not acceptable cross-talk from the hit strips to adjacent strips then we will cancel development of the stripixel sensor and will use the silicon strip detectors, the design as it was prepared for NUCLEON and CALICE experiments in cosmic ray physics. These detectors have the same pitch and compatible with SRC boards. The two strip readout ladders (X and Y orientation) will be mounted on both sides of single  ladder ceramic substrate, see figure 
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Figure 14. Arrangement of strip ladders between pad sensor assemblies on tungsten plates.

Production and Assembly of Silicon Detectors

The silicon wafers will be manufactured by a commercial vendor; ELMA of Russia. At the vendor the wafers will undergo resistance and doping tests and then be diced into sensors. Further quality assurance (QA) includes IV and CV curves, laser pulse tests of each strip and sensor uniformity response. The QA tests will be carried out at BNL and JINR(LPP) (Nikolai Zamiatin group). 

The design and layout of all electronics boards is done by JINR(LHE) (Sergey Basilev group). The manufacturing of PCB boards will be done at.

The SRC modules with installed SMT components will be shipped to Helsinki Institute of Physics (HIP) where the SVX4 chips and pitch adapters will be mounted and wire-bonded. On each stages the integrity of the SRC readout chain and parameters of the readout channels will be tested and recorded, this will be done without removing the jig from the wire-bonding machine. 
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Figure 15. Automatic wire-bonding machine in clean room facility at Helsinki Institute of Physics.
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Figure 16. Strip detector production flow chart. The green area – accomplished tasks

Radiation Tolerance of Front-End Electronics

Inside calorimeter

The components, which are subject to radiation damages inside the calorimeter are the silicon sensors, SVX4 chips and 1Wire sensors (DS18B20X, DS2890, DS2450).

The estimates based on total energy flow simulation predict the Total Ionization Dose (TID) of 100 kRad (in Si) that correspond to the fluence of 3*1012 equivalent neutrons per cm2 over the period of 10 years (assuming pp interaction at 200 GeV with luminosity ~ 2*1032cm-2*s-1). The leakage current for 300m sensor after this irradiation will be of the order of 120 mA/sensor. This correspond to 0.5mA per strip. This current poses no problem provided the strip is AC decoupled from the SVX4 chip.

The SVX4 chip is radiation hardened and should sustain the expected TID. Little known about radiation tolerance of the 1Wire devices; it was reported the usage of the 1Wire devices for ionization measurement in space (LAZIO experiment). The radiation tolerance of the 1Wire devices will be tested after completeness of the full prototype of readout chain.

Outside calorimeter

The components, which are subject to radiation damages outside the calorimeter are the components of the FEM boards:  FPGA (Xilinx XC3S1000), optical transceiver and SerDes, clock oscillators and voltage regulators.

The TID estimation for this region for AuAu collisions is obtained from PHENIX publication
: and is summarized in table 9.


RHIC I
RHIC II

R = 53 cm
0.79 rad 

2.4*107 cm-2
7.9 rad

2.4*108 cm-2

R = 250 cm
0.17 rad

5.1*106 cm-2
1.5 rad 

4.5*107 cm-2

Table 5. Mean total ionizing dose (TID) for RHIC I and RHIC II fills, for two positions: 53 cm and 250 cm from the interaction region in rads/fill and equivalent neutrons per cm2 per fill.

Assuming running periods of 30 weeks per year with 3 shifts per day, the expected dose for 10 years of running RHIC II will be of the order of 50 krad or 1.5*1012 n*cm-2  (for 53cm).

The ALICE collaboration published the results of the radiation tolerance tests of similar components in ALICE publication
, which are summarized below.

1) Clock Oscillators and Voltage Regulators
The clock oscillators PL75108A, SDB0149N, CFPIQXO-71C, PLE5144A where tested. All the oscillators found to be tolerant to the gamma irradiation up to 100 krad.
The voltage regulator of Linear Technology LT1663 family passed the tests.

2) Optical Transceiver and SerDes
The all Small Form Factor (SFF) optical transceivers which have been tested (HFBR5910E, HFBR5921L, HFBR5920E, V23818-K305-L57, V23818-N305-B57) as well as SerDes (TLK2501, VSC7211) all passed the irradiation test with 1012 n*cm-2.

3) FPGA

It was found that the cross section of bit flips in application memory is acceptable, but the cross section for errors in configuration memory is too high. Translated to 50 krad TID it corresponds to 12000 of lost configuration for SRAM-based FPGA (Xilinx Virtex II). The flash-based FPGA (ACTEL ProASIC+) did not show any degradation. 

Therefore the only unacceptable tolerance we may expect is in the configuration memory of the SRAM-based FPGA. There are two solutions to that:

1) Use flash-based FPGA (ACTEL ProASIC+), which is little bit slower than Xilinx

2) Monitor the configuration error and reconfigure the FPGA when necessary, the expected rate of such reconfigurations is once per store.

The performance of the stripixel readout electronics in radiation condition will be tested with full-scale prototype of the electromagnetic brick. It will be also established the  maximum length of the daisy-chain cable which, according to D0 experience we expect to be about 2 m. If the rate Single Event Upsets will be not acceptable then we will move the FEM far from the interaction point. 
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