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ABSTRACT

TRANSVERSE-ENERGY PRODUCTION AND FLUCTUATIONS OVER
CENTRALITY AND ACCEPTANCE IN RELATIVISTIC HEAVY-ION AND
NUCLEON-NUCLEON COLLISIONS: QUARK VERSUS NUCLEON
INTERACTIONS AND A SEARCH FOR THE QUARK-GLUON PLASMA
BY

RAUL L. ARMENDARIZ, B.S., M.S.

Doctor of Philosophy
New Mexico State University
Las Cruces, New Mexico, 2007

Dr. Stephen Pate, Chair

Measuring energy produced in relativistic heavy-ion collisions is a way to in-
vestigate if a model of quark participants, or nucleon participants better describes
the internal dynamics of the collision. The energy produced is proportional to the
energy density in the interaction region; changes in fluctuations of energy pro-
duction could be a signature for a phase transition between ordinary hadronic

matter to a liberated quark-gluon plasma phase, QGP, thought to have existed

viil



one millionth of a second after the Big Bang creation of the Universe and before
protons and neutrons had formed.

Three experimental nuclear physics data-analyses were conducted using the
sum energy of all particles produced in the direction transverse to the beam, Er,
when nuclei collide in a 2.4 mile long circular atom smasher. The nuclei are
accelerated in opposite directions at 99.995% the speed of light, and center-of-
mass energies available for new particle production of /syy = 62.4 GeV, and
200 GeV per colliding nucleon pair were studied. The Fp was recorded by the
lead-scintillator electromagnetic calorimeter detectors of the Pioneering High En-
ergy Interactions Experiment (PHENIX), at the Relativistic heavy Ion Collider
(RHIC), of Brookhaven National Laboratory (BNL).

The collision systems studied were 200 GeV protons with protons (p + p),
deuterons with Au ions (d+Au), and 62.4 GeV and 200 GeV gold ions with
gold ions (Au+Au). The first analysis, mean Er in collision centrality, explores
whether a model of nucleon participants, or quark participants, better describes
energy production with collision impact. The second analysis, Fr fluctuations in
collision centrality, looks for non-random fluctuations in Ep distributions when
the density of colliding partons becomes high. The third analysis, Er fluctuations
i geometric acceptance, examines fluctuations as a function of detector fiducial
volume in a search for correlated energy distribution in space (correlations), known

to occur in phenomena such as elliptic flow and particle jets.

1X



The Au+Au results are as follows. In both 62.4 GeV and 200 GeV interactions
mean Fp production per participant nucleon rises steadily, and per participant
quark remains constant to within the identified errors. In both 62.4 GeV and
200 GeV collisions energy densities estimated for QGP formation were measured:
at 200 GeV these levels of 1 GeV/fm? to 3 GeV/fm? were measured respectively
in the 60-65%, and 25-30% centrality classes of data (corresponding to modeled
interactions of 30 and 150 participant nucleons). In neither 62.4 GeV nor 200 GeV
interactions are changes in fluctuations over collision impact observed above the
40% systematic errors introduced by the centrality definitions. Fluctuations in
acceptance for the 200 GeV 0-5% most central class of collisions, corresponding to
350 participant nucleons, exhibit a 115% rise in a 6-fold increase of the transverse
angle; from this a correlation-length of 3.1° is calculated. Correlations due to 7°
particle showers, reaction plane rotation, and elliptic flow should be considered

before drawing any further conclusions.
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1 INTRODUCTION: QUARKS, NUCLEONS, ENERGY PRODUC-

TION AND QGP

Experimental data obtained in high energy collider experiments can be accounted
for by the Standard Model of Particles and Interactions [36]. The model states
that all matter is built from six types of quarks and six types of leptons, together
with their antiparticles, and that there are four fundamental types of interactions

mediated by boson fields. The four fundamental forces are

1. The Strong Force, which is responsible for binding quarks within nucleons
and nucleons within atomic nuclei, and is mediated by fields carried by
gluons. The theory of quantum chromodynamics, QCD, is the field theory

of the Strong color interaction between quarks.

2. The Electromagnetic Force, which is responsible for binding electrons within

nuclei and electric current, and is mediated by the photon.

3. The Weak Force is responsible for beta-decay, and is mediated by the fields

carried by the W* and Z° bosons.

4. The Gravitational Force, which acts between all types of matter, and is

mediated by the yet undetected graviton.

The atomic nucleus is made of protons and neutrons where each contain three

quarks held together by gluons. Big Bang cosmology theory states that only in



the first microsecond after the creation of the universe, when the universe was hot
and dense enough, the quarks, which are now bound together by the gluons, were
free from one another and moved about independently. This is referred to as the
quark-gluon plasma phase of matter, QGP, as opposed to the current hadronic-
matter phase of the universe. Figure 1 on page 145 shows the Big Bang model of
the universe: after about the first one millionth of one second after the creation
of the universe the quarks and gluons bonded into protons and into neutrons.
QGP energy-densities are obtainable in accelerator “atom-smasher” experiments.
The RHIC accelerator was built to search for a matter phase-transition signature
from ordinary hadronic matter to the QGP phase. It is expected that this phase
transition may occur in high energy heavy-ion collisions when the density of col-
liding quarks becomes high enough, but not in p + p collisions where the available
quarks are limited. Figure 2 on page 146 is an illustration for the phase transi-
tion for water. Similarly Figure 3 on page 146 illustrates the hadronic-matter to
QGP-matter phase transition diagram which depicts many interesting things; in
the Figure the QGP region is indicated at an energy density of a few GeV per
cubic femtometer (fm), where 1 fm = 107! meters; the region at relatively low
density and low temperature is the “normal nucleus” region where quarks are still
confined in their respective protons and neutrons. The regions corresponding to
collider energies are also indicated. Note the overlapping nucleons at high den-

sities depicting the interaction length scale of less than 1 fm where quarks from



colliding nucleons may interact.

The main contributer to multiplicity production in p + p collisions may be ei-
ther the nucleon-nucleon interaction or the internal partonic interaction and this
depends on the collision energy. Heavy-ion collisions are not as well understood
as p + p collisions. Figure 4 on page 147 is a BNL-RHIC Au+Au simulated col-
lision at /syy = 200 GeV per nucleon pair in the Ultra-relativistic quantum
molecular dynamics (UrQMD) model: the hadrons, shown in red, are relativisti-
cally flattened (transverse to the collision axis) before the collision shown at t =
—19.89 fm/c; after the collision mesons are produced, shown in yellow, and excited
baryons, shown in blue. Had there been any free quarks produced upon collision
we would not expect to still see them at 29.61 fm/c which is a long enough time
for all particles to have escaped the original collision; also shown is much later at
54.61 fm/c. Figure 5 on page 148 shows a computer simulation of a CERN-SPS
Pb+Pb nuclei collision at 160 GeV per nucleon (GeV/A) also in the UrQMD
model, where the hadrons are in white - shown is immediately after the collision
at t = 1.6 fm/c - notice the quarks in red, blue, and green, are stretched along the
collision axis. The hadrons which remain after the collisions did not participate in
the event and as such are termed “spectators” in a spectator-participant collision
model.

There are three physics goals of this thesis. The first goal is to explore if

the dominant mechanism of energy production occurring in high energy density



collisions is the nucleon-nucleon or the quark-quark interaction; this is done via the
mean Fp analysis. The second goal is to look for changes in fluctuations of energy
production with collision energy density as a possible signature of a QGP phase
transition. The third goal examines changes in fluctuations of energy production
with an increase in the geometrical acceptance of the detector; changes to such
spatial correlations as particle jets and elliptic flow could also be a signature of a

QGP phase transition.



2 ACCELERATOR AND DETECTOR APPARATUS, AND TRANS-

VERSE ENERGY MEASUREMENT

2.1 RHIC particle beam and new particle production

The RHIC particle and heavy-ion accelerator complex is shown in Figure 6 on
page 150, Figure 7 on page 151, and Figure 8 on page 151. RHIC accelerates
and then collides two beams of particles circulating in opposite directions along
a 2.4 mile ring. The beams move at relativistically high speed such that their
collisions result in a region of very high energy density. The acceleration process
for nuclei is different than that for protons. For gold ions, the Tandem Van
de Graaff accelerates them, stripping off their electrons; a booster then injects
them into the Alternating Gradient Synchrotron, AGS, which accelerates them
to ~ 10 GeV /nucleon; finally, RHIC accelerates them to 100 GeV /nucleon. For
protons, a proton source generates them and a linear accelerator begins their
acceleration; the booster injects them into the AGS which accelerates them to 28
GeV /proton; lastly, RHIC accelerates them to 100 GeV /proton [25]. Photographs
of the accelerator facilities are in Figure 9 on page 152 and Figure 10 on page 152.

In each beam the colliding particles (p, d, or Au) are in discrete bunches that
circulate around the ring at 99.995% the speed of light; the number of collision

events per second, or event rate is R = oL, where ¢ is the interaction cross-section

1
cm?s”

and L is the particle luminosity of the beams in units The Luminosity is given



by [36]

= {200 (1)

where Ny and Ny are the number of particles in each bunch, n is the number of
bunches around the ring, A is the cross-sectional area of the beams (assuming
completely overlapped), and f is the revolution frequency. In the collision of any
two nucleons the center-of-momentum energy is represented by /syn (where the

usage of two N’s implies two nucleons). RHIC was designed for Au+Au collisions

of \/sny = 200 GeV and L = 10%—-- and p + p collisions of \/syy = 500 GeV

cm?s?
and L = 1031ﬁ. Using oauraw = 6.8 barns the Au+Au event rate is
26 1 _ggom?
R = Loauraw=10%—5 x 6.8b x 1072 (2)
cm?s b

= 680 Au + Au collisions per second

When the p, d, and/or Au collide, if the strong force is overcome they break apart
and their constituent partons are momentarily freed from one another. The strong
force quickly recombines quarks — but not necessarily the same quarks — creating
new particles. Consider two colliding nucleons moving in opposite directions, one
in each beam, the nucleons have mass M, energy E; and E5, momentum p; and
p2. In a head-on collision their combined energy available to create new particles,

or energy in their center-of-momentum system is given by [36]

\V/SNN = \/2(E1E2 +p1p2) + 2M2 ~ 2\/E1E2 (3)

Some of the energy becomes the kinetic energy of the newly created particles. If
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FE, = E, then the center of momentum is at rest in the laboratory frame and
almost all the energy is available for new-particle creation.

Figure 11 on page 153 shows computer simulations of Au+Au nuclei collisions
at impact b = 5 fm, but for the different energies of (top left) 1.5 GeV/u, (top
right) 10.6 GeV /u, (bottom left) 200 GeV /u, and (bottom right) 5 TeV /u, in the
Ultra-relativistic quantum molecular dynamics (UrQMD) Cascade model. QGP

is expected in collisions of very high temperatures T' ~ 170 MeV, requiring high

GeV
fm3

collision energy densities of ~1 to 3 [38]. The primary goal in RHIC collisions
is to smash apart nucleons in heavy nuclei to investigate this hadronic-matter to
QGP-matter phase transition [12]. The four large experiments on RHIC, each
with specific goals and located at different locations on the ring have the acronyms
PHENIX, STAR, BRAHMS, and PHOBOS. PHENIX detectors were used in this
doctoral dissertation. Figure 12 on page 154 shows particle tracks created in a real
Au+Au collision reconstructed by PHENIX, particles which have components of

energy and momentum transverse to the beam direction (Er and pr), and which

provide information on the collision dynamics.

2.2 PHENIX subsystems and measuring transverse energy

The PHENIX collaboration involves many people from many countries. Figure 13
on page 155 is a group picture. The PHENIX experimental assembly consists of 4

arms placed in the North, South, East, and West directions relative to the beam



interaction region and is shown in Figure 14 on page 156.

PHENIX uses specific detectors to identify when a collision has occurred, re-
ferred to as “triggering the event.” Triggering detectors are placed along, near, or
far away from the beam line and in the North and South arms, and the location
depends on what type of event trigger is desired. There is a large central magnet
system used to steer the trajectories of charged particles created in the interac-
tions. PHENIX also has Muon Arm detectors (not used in this thesis). There
are detectors oriented transverse to the beam line in East and West “Central
Arms,” for lepton, photon, and hadron detection. The triggering detectors used
in this analysis were the two Zero Degree Calorimeters (ZDC), and two Beam-
Beam Counters (BBC), and are used in the “minimum bias triggering.” The
Beam-Beam Counters are an assembly of Cerenkov photomultiplier tubes. They
are located along the beam line (in the ”"forward” and “backward” beam direc-
tions) and each BBC has a hole cut out of it allowing the beam to pass through it
as shown in Figure 15 on page 157. They cover an acceptance 3 < |n| < 3.9 and
A¢ = 360°, and are placed at 4= 144.5 cm from the origin of the targeted inter-
action region. The BBC’s provide a measure of the charge deposited by particles
emitted into their acceptance. The Zero Degree Calorimeters measure the energy
of neutrons. The ZDC’s are placed directly in the beam path, but much further
out from the targeted interaction region then the BBC location; steering magnets

situated near the ZDC’s steer charged particles such as the non-interacting ions



around the ZDC’s leaving them open primarily for unbounded neutrons. Most
of the neutrons incident into the ZDC acceptance were neutrons not involved in
the collision and a model is used to estimate the actual number of spectator neu-
trons. The BBC’s and ZDC’s provide charge, energy, and timing information of
produced particles (albeit into their acceptances) which are used to estimate: (1)
the collision event location, referred to as “Zvertex,” along the beam path rela-
tive to the geometric origin of the magnet system and detectors, (2) the time the
interaction occurred relative to the nominal time targeted by the beam-control

7 esti-

system, and (3) the nucleus-nucleus collision impact, or “event centrality,
mated by assuming a monotonic relation between particle production and impact
parameter.

The triggering detectors play a crucial part in gathering the data for the
centrality-based analysis presented here. Both the BBC’s by themselves, and
the ZDC’s by themselves, reconstruct the time they believe the event to have
occurred; this time measurement is relative to the beam clock nominal zero-time
which is when the beam control algorithm planned for the two opposing bunches
to be in an ideal collision orientation. The formula used to reconstruct event
time, referred to as “bbct0” for BBC’s and “zdct0” for ZDC'’s, is similar for the

two systems and is given by

(Tsouth + Tnorth) - 2L/C
2

Fvent time = bbct) =

(4)
where Tsouin and o0, are the time of arrival for multiplicity on the event to the
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individual arms relative to the beam clock, L is the separation distance between
the BBC’s of 144.5 ¢cm, and c is the speed of light. From the event time a Zvertex
position is reconstructed as

Tsou - Tnor
Zverter = thfth X ¢ (5)

The 2 Central Arms consist of several subsystems and those used in this anal-
ysis are the 6 equally-sized Lead Scintillator Electromagnetic Calorimeter sectors
(PbSc EMC), the 5 Pad Chamber multiplicity detectors (PC1, PC2, .., PC5), and
2 Drift Chamber tracking detectors (DC). The detectors used to measure Er were
the 6 PbSc EMC sectors. Figure 16 on page 158 shows the assembly of one PbSc
EMC sector and the mounting of the sector onto the EMC arm. Figure 17 on
page 159 shows the EMC relative to other central Arm subsystems, and Figure 18
on page 160 shows the coordinate system used in the Er measurements. Figure 19
on page 161 shows an individual calorimeter module where each module contains
4 PbSc towers; 6 x 6 modules form a “supermodule” of 144 PbSc towers, and each
of the 6 EMC sectors contains 2592 PbSc towers. The PbSc detectors use a total
sampling method via a tower assembly design of alternating lead and scintillator
tiles sandwiched together along the particle trajectory — the sandwiching provides
a more linear response to incident particle energy. The lead is an absorber mate-
rial. The incident hadrons react via the strong force with lead nuclei converting
the hadron energy into a shower of several charged and neutral hadrons (hadronic
shower), and electrons and photons (electromagnetic shower). The shower energy

10



undergoes further transformation in the scintillator material which is a plastic of
organic p-bis-benzene scintillator molecules and fluorescent p-terphenyl molecules
used as an additive. The PbSc EMC was primarily designed to measure the en-
ergy, position, and timing of incident electrons and photons, but was used in this
analysis to measure the entire energy (within its geometric acceptance) created in
nucleus-nucleus interactions. The produced energy is predominantly charged and

neutral pions.

2.2.1 Shower production in PbSc Calorimeters

In a Au+Au collision about 80% of the energy produced is initially in the form
of pions and goes through the following transformations inside the calorime-

ter [36], [12].

1. Hadron shower is proportional to lead nuclear absorption length
High energy incident pions called “parent” pions undergo nuclear interac-
tions via the strong force with lead nuclei and lead nucleons. The probability
that an incident pion will interact with a lead nucleus is given by the to-
tal cross section, or, which includes terms for the different interactions of
inelastic absorption, o4, elastic scattering off the whole nucleus, o, and
quasi-elastic scattering off individual nucleons, o, thus op = 045 + e + 4.
The incident pion excites the lead nucleus and when it returns to the ground

state it emits two lower kinetic energy charged or neutral pions, a process

11



which grows creating a hadronic shower

Tlincident +n—-n+m+m. (6)

Dividing Avogadro’s number (N,) by the atomic weight of lead (A) gives the
number of lead atoms per gram. Using the density of lead p = 11.35 &5,
N,pA~! is the number of lead atoms per cm?® of lead. Thus N,porA~! is
the number of lead atoms the incident pion interacts with per cm of depth,
and related to this are the interaction length Ly (em), and the amount of
actual material the particle traverses between interactions L, (over which

distance its intensity drops by 1/¢e) [12]

ijg (cm) = =10.2 cm (7)

NopUT

=116.2 g/cm? (8)

LInt:NO_
ovT

where the difference between the expressions is the density. The part of the
total cross section corresponding to inelastic absorption, o4, determines the
material’s absorption length Agps (cm) - the distance over which the growth
of the pion shower scales; over this distance the amount of material actually

traversed, A, is obtained using the density

A
Nopaabs

Aabs (cm) = =17 cm (9)

Nabs = =194 g/cm?. (10)

Noaabs
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2. Electromagnetic shower is proportional to lead radiation length
A neutral pion decays to two photons 7° — 2v, and the photons interact
with charge in the volume producing electron-positron pairs v — et + e~
The electrons and positrons are decelerated in the electric field of lead nuclei
causing them to radiate photons via bremsstrahlung e~ — ~ + e~. These
photons can pair-produce again repeating the process and creating a shower
of electrons and photons — an electromagnetic shower. Thus each electron
of initial energy E increases the size of the electromagnetic shower but loses
an amount of energy in its radiation loss dF. The rate of energy loss due to

radiation of the incident charge is

dE _E a1
dx radiation N X()’

where X is the radiation length of lead. Using m as the electron mass and

Z as the atomic number for lead [36], [22]

Xyt =42%a% [N,/A] [(hc) /(27rmc2)}2 [In(183/2%/%)] (12)
XO (cm) = 0.53 cm (13)
Xyt =6cm?/g (14)

3. Some incident energy is lost in ionization of the lead
A certain amount of energy is lost by ionizing the lead and corrected for

in the energy measurement. Charged pions and electrons from the showers
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ionize lead atoms by knocking loose their electrons which in turn further
ionize the lead. The Bethe-Bloch formula gives the average rate of energy

lost to ionization by the charged particles which traverse a depth z [36]

E 47N, z20% Z 2mu?
e _ e @ 2 (2 2 (15)
dT ionization mu? A [(1 - 62)

where z, and v, are the charge (in electron units) and velocity of the particle,
B = v/cis the relativistic term, and [ is an average ionization potential of the
lead (~10Z V). Ideally a calorimeter is to have a lead absorber thick enough
to create a good shower so the energy can be detected in the scintillator, but
not too thick in which case the shower would die out before it reaches the

scintillator material. Table 1 on page 129 lists general properties of lead,

and the PHENIX PbSc calorimeter performance [14].

. Specifics of scintillator material

The shower enters the scintillator plastic where charged hadrons and lep-
tons interact electromagnetically with the organic p-bis-benzene molecules,
exciting those atoms to higher vibrational and rotational states. When the
atoms return to their ground state they radiate ultraviolet photons (scin-
tillate), which excite the p-terphenyl dye molecules which then emit a blue
light (wavelength shifting). A metal case around each PbSc module contains
the blue light by internal reflection and the light eventually propagates down

a fiber optic line running longitudinally along the module central axis. The
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light is guided into a photomultiplier tube at the back of each module where
it is converted to a current via the photoelectric affect, amplified, and the
signal energy recorded. The signal energy is proportional to the incident

energy of the parent pion.

A single incident pion hitting the EMC typically produces a concentrated
cluster of charge spread over an area approximately 15 cm by 15 cm, or 3 x 3
PbSc towers large. A cluster finding algorithm records the incident particle
energy and coordinates. There are six PbSc sectors and each sector is 72
towers wide and 36 towers high. Towers are 5.535 cm X 5.535 c¢cm square and

each contains 66 sampling cells of alternating lead and scintillator tiles.

2.2.2 PHENIX measurement of raw Er gyc) and total Ep

The geometry of the experimental setup is as follows. In the PHENIX coordinate
system the beam is along the Z-axis, and collision vertices’s are measured with
respect to Z = 0. The origin (X =0, Y =0, Z = 0) is the center of the PHENIX
structural magnet system and also the center of the EMC geometry. The EMC
covers half a circular circumference about Z with radius 5.1m, and points on its
surface are indicated by polar angle # and azimuthal angle ¢. # = 0° is along the
beam line +Z (North direction), and ¢ = 0° is along +X (West direction). The
Z-coordinate of the EMC, Zgy¢, is synonymous with the beam line. Each of the

six PbSc sectors is 2m high and 4m wide, and the sectors are stacked along ¢

15



with 4 in the West Arm (labeled W0, W1, W2, and W3), and 2 in the East Arm
(labeled E2 and E3). Each PbSc sector has an angular aperture A¢ = 22.5° and
A = 45°. The six sectors together cover A¢ = 135° and Af = 45° (expanding
approximately over 67.5° < 6 < 112.5°).

A convenient way to look at the polar angular measurement of a particle com-
ing out of a reaction is in terms of the related rapidity variable y. The rapidity
is defined in terms of the particle’s energy F, transverse and longitudinal compo-

nents of momentum pr and p;, and transverse mass mr

y— D(E—i‘PL)’ (16)

where cosh(y) = E/my, sinh(y) = pr/mr, mpr = /m? + pk, and E = \/p? + m?2. [40].

The rapidity dimension is convenient because it is additive in the relativistic

case [42] - the shape of the multiplicity distribution is unchanged, or relativis-
tically invariant, between lab and collider frames. It is additionally convenient as
a pair of secondary particles can be identified as having decayed from the same pri-
mary particle if they are close in rapidity. In the limit m << E an approximation

to the rapidity is the pseudorapidity 7, an angular density

n = —Inftan(9/2)]. (17)

and in this limit cosh(n) = csc(f), sinh(n) = cot(#) (discussed further in Chap-
ter 4.2, and [40]). The EMC aperture is centered at zero pseudorapidity (or
mid-rapidity) covering a range —0.382 < n < +0.382 [15].

16



For Au+Au interactions the energy measured in the PbSc sectors is known
via Monte Carlo studies to be comprised of ~ 40% charged pions, ~ 40% photons

O and other decays, and ~ 20% from decay muons, kaons, protons, and

from 7
other particles [3]. Er on an event is a multi-particle variable consisting of the

energy of ¢ particles

ET = EzEz Sin(@i), (18)

where E; is the energy of the i* particle and 6; is the polar angle of the 7
particle measured relative to the beam axis. By convention F; is the kinetic
energy for nucleons and total energy for all other other particles [3]. In terms of

the pseudorapidity

dET(U)
dn

= sin Q(U)dEd—g). (19)

Er is very useful in a search for the QGP phase transition as it is a measure

of collision energy density [3]

dEr 1
e 2
¢ dy TomR?’ (20)

where 79 ~ 1 fm (¢ = 1) is typically accepted as the formation time of the ini-
tial medium; 7R? is the effective overlap area of the two colliding nuclei and is
estimated using a geometrical model of the structure of the nucleus [38]. This
is discussed further in Chapter 4.2. FE7 on the event was measured using the
reconstructed particle showers, or EMC “clusters” available in PHENIX nano-

DST data files where the cluster energy variable labeled “e” was used (note that
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this is slightly different than the shower energy variable “ecore” used in the 7°
reconstruction as discussed in Chapter 3.6). Each event Ep is defined as the
sum of that event’s clusters’ Er. A 30 MeV energy per cluster was used as the
minimum-energy requirement threshold. The definition of a cluster begins with
the requirement that adjacent PbSc towers each have an energy greater than 10
MeV, and reconstruction of clusters was done prior to this thesis. (Er) anal-
ysis measures an absolute value of energy produced on the event in the EMC
acceptance.

The following corrections to the measured or “raw” transverse energy Er (mmc)
are applied to obtain the total transverse energy on the event in a given reference
acceptance, which is referred to as “corrected hadronic Ep.”

(I) The first correction term discussed here is a scale factor referred to as the
“k-factor,” or k-correction, and it is determined by simulating the following three

known detector effects of the EMC measurement:

1. Imperfect Calorimeter Hadronic Response: the EMC was designed for elec-
tromagnetic particle detection thus its depth is shallower than a typical
hadronic calorimeter and energetic charged pions pass through the calorime-
ter only depositing the minimum ionization potential energy (MIP); due to

this affect the amount of measured E7 (gmc) on the Au+Au event is only
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75% of the produced E7, thus [3]

1

EFr=——xFE 21
T [0.75]>< T (EMC) ( )

. Energy Inflow: the inflow results from the energy of undesired incident
particles from two sources, those which (1) decayed from parent particles
having original trajectory outside the fiducial EMC aperture, and (2) from
particles which reflected off the PHENIX iron magnet poles and hit the EMC
surface. On a Au+Au event 24% of the measured Ep (gumc) is unwanted
inflow, thus [3]

. Energy Losses: there are three types of energy loss, (1) desired particles with
original trajectories inside the EMC fiducial aperture but which have decay
by-products which leave the fiducial aperture and miss the EMC surface, (2)
losses from sector edge systematics (i.e. voltage gains, and shower energy
spreading outside of the sector), and (3) missed energy from the imperfect
choice of a minimum cluster energy threshold (the minimum is specified at
30 MeV per cluster, a level below which contains spurious PbSc electronic
noise energy). Due to these affects, on a Au+Au event 22% of the produced

Er is lost, thus [3], [4]

1
Er = ] X Er ®Mme) (23)

[1-0.22
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The k-factor correction is a product of these three affects, and was previ-
ously determined in Au+Au to be independent of collision centrality, and to have
the same value for Au+Au collisions at 19.6 GeV, 62.4 GeV, and 200 GeV. In
summary, the components of the correction were obtained via Monte Carlo tech-
niques [3], [4], with values Hadronic response = 75%, Energy inflow = 24%, En-

ergy losses = 22%, thus the correction is

[1 — inflow(0.24)]
[response(0.75)] x [1 — losses(0.22)]

k — factor correction (Au+ Au) = =13
(24)
k—factors should be determined specifically for the p 4+ p and d+Au collision

systems, however for the (E7) measurements conducted in this thesis the value of

k = 1.3 was borrowed from Au+Au. This raises questions as to the validity of the

final result of (Er). Since the k—factor was shown to be independent of centrality

one might justify its use in p + p arguing that the p + p interaction is similar to a

“2 participant-nucleon” Au-+Au interaction. If the k—factor is in fact different in

p+p and in d+Au than in Au+Au, then determination of which of its components

is the most different is important, and in this regard the following assumptions
are made. It is reasonable to assume that the hadronic response would not change
between Au+Au, p + p, and d+Au as the response is associated with the depth
of the calorimeter and the types of incident particles produced. Due to the much

lower multiplicity environments in p + p and d+Au it is unlikely that the percent

of energy inflow and/or outflow would be any larger than are seen in Au+Au, and
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in fact it is not unreasonable to expect that both terms would be smaller. Thus
three extreme cases are considered, (1) no inflow and no outflow, (2) no inflow and
maximum outflow (maximum meaning levels like in Au+Au), and (3) no outflow
and maximum inflow (maximum meaning levels like in Au+Au), and under these
assumptions the k—factor would be:

1
k — factor (no inflow, no outflow) = response(0.75)] =1.33 (25)
response(0.

1
k — fact infl tflow) = =171
actor (no inflow, max outflow) [response(0.75)] x [1 — losses(0.22)]
(26)
1 — inflow(0.24
k — factor (max inflow, no outflow) = [1 — inflow(0.24)] =1.01 (27)
[response(0.75)]
The extreme and likely over estimated error on k is thus
1.71 —-1.3
— =431 28
1.3 3% (28)
1.01 —-1.3
— =22 29
1.3 % (29)
k — factor correction (p+ p and d + Au, extreme case) = 1.33%2 (30)

The analysis performed in this thesis used the k—factor = 1.3, and added the
smaller error of (1.33-1.3)/1.33 = ~ 3% in quadrature to the other known errors

on the p 4+ p and d+Au measurements

k — factor correction (actually used for p+p and d + Au) = 1.3+ 3%  (31)
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(IT) The second correction term discussed is that for faulty PbSc towers, which
were identified, removed, and corrected for via the method described in Chap-
ter 3.5 (faulty towers are also removed in the fluctuations analyses). Basically
the total number of PbSc towers “missing” from each sector is the sum of dead
towers plus removed hot towers; since there are 2592 towers in each sector the
tower correction per sector, and for the n—sector measurement where n = 1, 2,

..., 6 of the sectors used, are respectively

. 2592
tower correction 1 sector — - (32)
2592 — (missing towers in sector)
X 2592
tower correction , sectors n (33)

(n x 2592) — (missing towers in n sectors)

(ITT) The 7° mass peak was used to correct the measured energy on every
cluster to an absolute energy scale; this was performed by PHENIX experts prior
to this thesis (see for example [6]). The 7 mass peak was measured in this thesis
as a cross-check for the final results, and this is discussed in Chapter 3.6.

(IV) A geometric acceptance correction, or reference “scale correction,” is
applied: as previously mentioned each PbSc sector has dimensions Af = 45° (or
equivalently An = 0.764), and A¢ = 22.5°, and typically the 6 sectors were used
covering a total area of An = 0.764 and A¢ = 135°. To scale correct an n—sector
(Er) measurement to the reference acceptance of 1 unit An and 360° A¢ the

correction factor is

1 360°
X
0.764 ~ (n x 22.5)

acceptance scale correction =

(34)
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Thus for Au+Au the final result for ddE—nTl'U:O involves the corrections

E
dd—T|770 Au+ Au = Er mue) X (k) x (towers) x (7°) x (acceptance)  (35)
Ui

(V) A fraction of the minbias event triggers resulted in zero Ep gmc) in the
calorimeter and are included in the (E7) analyses. The number of such events
were measured at about 0.5% in 62.4 GeV Au+Au (where a 2 particles per BBC
requirement was imposed on top of the minbias definition), 2% in 200 GeV Au+Au
minbias (where 2 particles per BBC is part of that minbias definition), 6% in
d+Au minbias, and ~ 19% in p + p minbias. In p + p and d+Au interactions
these “EMC zeros” were initially discarded from the p + p and d+Au Er mumc)
event selection and were re-included only in the mean Er analyses (but not the

fluctuations analyses) via the correction factors of

EMC zeros correction for p+p = 0.813 (36)

EMC zeros correction for d+ Au 0.94 (37)

(VI) For p + p there is an estimation (determined prior to this thesis by
PHENIX experts) on the number of inelastic collisions which go undetected due to
the limited acceptance BBC. This “trigger bias” correction (oppc/0p4p) is further
adjusted in accordance to what the bias is at the central arm calorimeter (egyic)
used in the Fp analysis

21.8 mb/41 mb
trigger bias correction at EMC = T80/ Optp = mb/41 m = 0.52/0.75 = 0.69
€EEMC 0.75

(38)
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Thus for p + p and d+Au respectively

dE

d—T]nzo p+p = Er mumc) X (k) x (towers) x (7°) x (acceptance) x 0.813x0.69 (39)
n

dEr

y ly=o d+ Au = Er muc) X (k) x (towers) x (7°) x (acceptance) x 0.94. (40)
n
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3 DATA ANALYSIS

3.1 Data selection and initial cuts above the minimum bias triggers

The PHENIX data used for p + p and d+Au was from the third RHIC Run
(year 2003), and for Au+Au was from the fourth RHIC Run (year 2004). In
all the analyses presented here, for all species, the data used was minimum bias
(minbias), which means that a least amount of constraints were met to identify an
interaction. The data was selected from the reduced size or nano-data summary
tape files (“nano-dst”) located in the BNL-RCF computer system data-disks. The
data files were selected from an official list of PHENIX data categorized by the
Photon Working Group (PWG). All data analyzed was recorded with the PHENIX
magnetic field on. Prior PHENIX FEp analyses were done with magnetic field
off, and the field-on data was chosen in this thesis to facilitate a comparable
charged particle track analysis if needed at a later date. The hadronic k-correction
factors applied to the mean Er measurements had been obtained prior to this
thesis with field-off data, however they were demonstrated at that time to be
independent of the magnetic field status. FE; was summed on each event using
the energy of reconstructed particle showers, referred to as clusters, as opposed
to manually summing the energy recorded within each PbSc tower (prior to this
thesis the clusters were reconstructed from the PbSc tower energy by PHENIX

EMC experts). A minimum energy requirement for a valid cluster of 30 MeV was
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used to avoid including PbSc electronic noise in the total energy measurement.
The elimination of unwanted events was done via the following sequence of “cuts”
to the data.
Cuts for Au+Au:
The 6 PbSc sectors were utilized. A 20 cm Zvertex determined by the BBC’s.
Requirement of at least two particles having been recorded in each BBC (referred
to as two “hits”). Events which resulted in zero particles into the EMC were kept
in the sample but contribute negligibly (~ 0.5 —2%) and are limited to the most
peripheral centrality classes of data. Faulty PbSc towers were removed, and are
referred to as hot towers when they add spurious energy into the event, and dead
towers when they are disabled and record no energy on the event. This was done
by designing for each PbSc sector a bad-tower location map.
Cuts for 200 GeV Au+Au:

Data files called Stripe-2 were used with the PHENIX PLAY version of data anal-
ysis library routines (preceding the benchmark library version called pro.71). The
current version of the PHENIX automated data correction algorithm (the “Mas-
ter Re-calibrator”) was used, which among other things, removes events which
were triggered during test-only ion bunch crossings. Additionally the Master Re-
calibrator applies an energy correction factor to each cluster, sector by sector; this
correction was estimated previous to this thesis by measuring 7° mass peaks, and

which scales linearly with an increase in transverse momentum of the clusters.
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Shuffling the events into collision centrality bins was done with a method which
used both the BBC’s and both the ZDC’s together, referred to as “centrality-by-
clock.” The nano-dst data is provided by PHENIX in time incremented files, or
“run numbers.” A quality assurance examination (QA) was performed in this
thesis to remove data files containing atypical average event information such as
average event Fp, average cluster transverse energy er, average Zvertex, and aver-
age BBC charge; a total of 15 variable were checked in the QA. Unwanted events
referred to as background were identified and removed — specifically events which
had an interaction time beyond the detectable range of the BBC were removed,
and pile-up of two Au+Au interactions in the same beam bunch crossing was
removed from the 0-50% centrality class.
Cuts for 62.4 GeV Au+Au:

Data files referred to as pro.58 were used with the PLAY version of PHENIX
data analysis library routines (preceding the benchmark library version called
pro.71). Clusters in these files already had a sector by sector correction to cluster
energy. The shuffling the events into collision centrality bins was done with a
method which only uses the two BBC detectors referred to as the centrality-by-
BBC described in [32] (to be more accurate the PHENIX “PercentileRecalReco”
version of the method was used). Background events due to a faulty Pad Chamber
electronic reset were removed.

Cuts for p+ p and d+Au:
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Only 5 PbSc sectors were utilized as sector “West 3”7 was discarded entirely due
to an excessive number of faulty PbSc towers. A 30 cm Zvertex was used and a
requirement of at least one particle in each BBC. For d+Au distributions minbias
events which resulted in zero energy into the EMC were discarded entirely, but
their affect was added back into the mean F; measurement. p + p distributions
were measured both with and without the minbias events which resulted in zero
energy into the EMC, and likewise these “EMC zeroes” were included into the
mean Fp measurement. To remove faulty PbSc towers the previously designed
PHENIX location maps (called “deadmap” and “warnmap”) were used; these
maps were not successful in removing all hot towers and thus left a minor spurious
energy contribution to E7.
Statistics analyzed:

After all cuts 42,939,350 200 GeV Au+Au events, 22,401,880 62.4 GeV Au+Au
events, 15,179,580 p+ p events, and 10,812,790 d+Au events were analyzed in the

mean Ep, fluctuations in centrality, and fluctuations in acceptance analyses.

3.2 Distributing events into collision centrality classes represented by

a modeled number of collision participants

Before dividing up the events into centrality classes the BBC charge on each event
and/or ZDC energy on each event were increased, or “corrected” using known

information on systematic affects which occurred during the data taking. This
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is to account for variations in detector voltage gains, and affects which occur in
the different collision systems. Placement of the BBC detectors relative to the
interaction region is non-ideal for the 62.4 GeV beam energy, and this results in
an uncorrelated response in BBC versus the EMC and Drift Chambers, an affect
which is centrality dependent and Zvertex dependent; to correct this the BBC
charge on 62.4 GeV events were adjusted by a scale factor proportional to the
number of created particles (referred to as “multiplicity”) detected by the Pad
Chamber 1 [32]; this is discussed further in Chapter 3.3. For 200 GeV Au+Au
data the measured BBC charge and ZDC energy on each event was first adjusted
due to identified detector problems which occurred in time sequential runs. Both
of these adjustments were performed by the PHENIX centrality software modules
employed.

Categorizing the data into event centralities is a procedure which shuffles the
events into classes of equal numbers of events. This can be achieved by different
methods. A minbias event-by-event distribution including all centrality classes
and all incident particles is referred to as an “inclusive” distribution. The inclusive
BBC charge distribution is shown in Figure 20 on page 163 and is used to define
collision centrality classes by PHENIX with the RHIC Run 4 62.4 GeV data in the
centrality-by-BBC-charge method. The centrality-by-BBC procedure slices the
BBC charge inclusive distribution into bins containing equal numbers of events,

where each bin is defined by the range of BBC charge required to fill it. This is
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done by assigning the most central events to have the highest BBC charge. Since
grazing, or large impact parameter events (which result in low BBC charge) are
more common than head on collisions the peripheral event classes cover a smaller
range in BBC charge.

The 200 GeV Au+Au scatter plot of ZDC energy vs. event BBC charge shown
in the left plot of Figure 21 on page 164 is used to define collision centrality classes
for PHENIX Run 4 200 GeV Au+Au analyses in the centrality-By-Clock method.
This scatter plot is the simultaneous responses in both the BBC’s and the ZDC'’s,
and is sliced into bins of equal numbers of events. This procedure is done by
assigning the most central events to have the highest BBC charge simultaneous
with the lowest ZDC energy. On an event the non-interacting or “spectator”
part of the beam impacts the ZDC’s, otherwise upon no collision the charged ion
beams are guided around the ZDC’s. The scatter plot is double valued in ZDC
as the number of spectator neutrons is small in central events (when more of
the neutrons interact) as well as in peripheral events (when more of the neutrons
remained bound in the ion which is guided around the ZDC'’s).

To represent each centrality class of triggered interactions with a physical
variable that is related to the energy produced in that class a geometrical model
of nuclear interactions is used. The mean number of nucleons which participate in
the collisions of different centrality classes is estimated in a 3 step process. Firstly a

geometrical description of the nucleus like the Woods-Saxon density distribution is
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used, and various further assumptions in a “Glauber model” such as each projectile
nucleon travels along a straight path through the target nucleus [27]; this step
estimates the number of nucleons which are available for interaction as a function
of the Au+Au impact parameter. Secondly the Wounded Nucleon Model (WNM)
is used to estimate from the collision geometry the number of first struck or
“participant” nucleons with which the multiplicity production scales in the model,
this step together with the first step provides a relationship between the number of
participant nucleons and impact parameter [16]. Thirdly a model for the relative
probabilities of Au+Au interactions as a function of impact parameter is used;
this step provides a relationship between impact parameter (and thus number of
participant nucleons) and centrality percentages of events. Thus using together
the geometrical model, participant nucleon model, and the model for probability
of interaction with impact parameter provides a method to estimate the mean
number of nucleons which “participate” (IV,) for any modeled centrality class 0-
5%, 5-10%, ... of interactions. (NV,) is then associated with the average number
of particles (or energy) produced in each centrality class of recorded events 0-5%,
5-10%, ... in the real data. The procedure to estimate participant nucleons is
discussed further in Chapter 4.1, and the procedure which is used to bin events in
centrality is given in Chapter 5.1. Figure 22 on page 164 shows the typical errors
on the N, determination. The results of a Monte Carlo simulation of Au+Au

collisions using the 3-step model assumptions, and from simulating the BBC and

31



ZDC responses is shown in the BBC-ZDC centrality clock in the right plot of
Figure 21 on page 164.

For an assumed impact parameter one can model (N,), and how many of
these experience multiple (2nd, 3rd, ..) collisions where the total number of bi-
nary collisions is represented by N.,. If one assumes quarks interact with one
another a quark-quark cross section is used as a model parameter rather than a
nucleon-nucleon cross section and a determination of “quark participants,” N,
with impact parameter is obtained. N, N.q, and IV, represent collision geome-
tries and are not directly measurable quantities but determined only by modeling
and simulation [27]. In this thesis labels used interchangeably are N, = Nyue—part,
Ny = Nguark—parts a0d Neoyg = Npinary collisions-

The Au+Au data was divided into 5% wide centrality bins and the average
energy produced, and magnitude of fluctuations about the average were examined
over increasing centrality. It is worth noting here that after all background was
removed the integrity of the centrality cuts remained relatively high; this can be
observed in the distribution of events in centrality which remained effectively flat
for both 62.4 GeV and 200 GeV Au+Au in Figure 23 on page 165 and Figure 24
on page 165. This is because the background occurs at low enough levels of 1073,
and in the case of 200 GeV Au+Au data is distributed across all centrality classes.
Thus it was not necessary to redefine the BBC nor ZDC centrality cut ranges after

background removal.
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3.3 62.4 GeV Au+Au background at 1073, identification and removal

This section discuses how the largest background component in the 62.4 GeV
Au+Au data was identified and removed by discarding all events which occurred
in the RHIC beam’s bunch crossing region numbered 57 through 71 [7]. The
background was present in the data at a rate of about 1 event in 800, specific
to the peripheral centrality region, and is due to be due to events having an
incorrect multiplicity in the PHENIX Pad Chambers. The cause was a scheduled
Pad Chamber hardware reset, occurring once every 101 beam revolutions, affecting
data which found its way into the collision centrality prescription.

The Centrality-by-BBC PercentileRecalReco version of the collision centrality
prescription (see Chapter 3.2) described in [32] was used, and this utilizes an ad-
justed, or corrected beam-beam counters (BBC) charge sum. As the top plot in
Figure 25 on page 166 shows the one dimensional inclusive BBC charge distribu-
tion does not appear unusual, however when Er is plotted versus BBC charge a
background problem and corrupted centrality is apparent in the peripheral bins,
and this is seen in the bottom plot. The background shows up as gross distortions
appearing 3 orders of magnitude down in the peripheral event semi-inclusive Er
distribution upper tails; the more central semi-inclusive distributions do not have
this problem as the top plots in Figure 26 on page 167 show. The effect this has
on the Ep fluctuations analysis is illustrated in the lower plots of Figure 26 on

page 167.
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3.3.1 Isolating the problem

To locate the source of the background approximately 45 million min-bias events
were analyzed (approximately % of the available data). The centrality prescription
makes use of the Pad Chamber 1 (PC1) multiplicity represented by the nano-dst
variable npcl, as a secondary centrality estimator to apply an offline adjustment,
or “correction” to event BBC charge to make the BBC response appear more
linear in centrality [32].

Events were selected and examined from above the diagnostic cut line shown
in Figure 27 on page 168. Scatter plots were made of event multiplicity, energy,
and charge as measured in one detector plotted against that measured in another
detector. These bad events consistently have one hit in PC1 (as Figure 28 on
page 169 shows), zero hits in PC2, (represented by npc2 = 0) and either one or
two hits in PC3 (npc3 = 0, 1); and bad events are always present in any plot
including either the adjusted-BBC charge or PC multiplicity, but not present in

plots which do not include either.

3.3.2 Events with wrong pad chamber multiplicity corrupt centrality

The top plot in Figure 29 on page 170 shows that the number of BBC hits versus
the raw BBC charge does not contain the background, but the(bottom plot shows
the number of BBC hits versus the npcl-adjusted BBC charge does contain the

background; this illustrates the source of the background is not the BBC but
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rather the pad chamber. The formulas in the centrality prescription which use
the number of Pad Chamber 1 hits to apply the adjustment to the measured
BBC charge are given below, where CN and CS are the North BBC and South
BBC correction factors respectively, po, p1, pa, p3, ps, and ksy are constants [32].
One can see by the equations that an incorrect value of npcl ruins the centrality
determination on the event, and for these bad PC events (npcl always equal to
1) results in classifying real central events as peripheral. Figure 30 on page 171

shows this result;

—npcl

k' = po+ (p1+ pa[npcl] + ps[npel]?)(1 —e v ) (41)

k —kxZvertex

CN = —e (42)
k30
k kx Zvertex

cS = —e (43)
k3o
corrected BBC' charge sum = (44)

CN x (measured north BBC' charge) + (measured south BBC' charge) x CS.

The number of Drift Chamber (DC) tracks for the bad events was found to
be correlated to what the EMC, BBC, and ZDC observed on the events, but not
to the number of PC hits recorded (always being 0, 1, or 2). The fact that the
bad events have a number of tracks which can be very large confirms that they
have incorrect PC information. Next a bunch crossing histogram was filled for all
events having the incorrect arrangement of 1 hit in PC1 with more than 20 DC
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tracks, and as Figure 31 on page 172 illustrates all these bad events appear within
bunch crossing numbers 57 through 71. The bad events being limited to a specific
bunch crossing region indicates the pad chamber fault occurs systematically over a
specific portion of the RHIC beam revolution. The removal of beam test bunches
was done prior, and after which only crossings numbered 57, 59, 62, 65, 67, 69,
and 71 remained as affected out of the total of 55 non-test (or “physics”) bunch
crossings.

The Run-operations “GTM file” software algorithm specifies that during RHIC
Run 4 a hardware reset of the PHENIX Pad Chambers front end module elec-
tronics performed to bleed off charge from the integrator occurred at a regular
frequency of once in every 101 beam revolutions, and for a duration over bunch
crossings 20 to 39. The PC Timing Control algorithm asserted a signal to block
event triggers from being issued to the Pad Chamber over bunch crossings 20
through 59 during each beam revolution containing the reset; note that bunch
crossing number 59 is close to number 57, the location where the bad PC data
begins to appear — the first strong indication that the hardware reset is the cause
of the bad data. Since bunch crossing number 72 is where the bad PC events no
longer appear in the data sample, this apparently marks where the after-affects
of the PC reset subside and the Pad Chamber is restored to a proper operation
mode. In assuming the distribution of min-bias triggers is roughly equal over

physics bunch crossings, an expected rate for these bad PC events to appear in
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1

the min-bias data would be g5, or
. 1 reset 7 af fected bunches 1 corrupted event
expect ~ ~ )
p per 101 revolutions 55 total bunches 800 minbias events

(45)
Using the PC hit signature of the bad data [npcl = 1, npc2 = 0, (npc3 = 1 or

L

npc3 = 2)], bad PC events were identified and removed at a rate of about =

1 t
identified as bad PC' events ~ coen

(46)

750 minbias events

This confirmed that the PC hardware reset is the cause of the background problem.
Based on this information it was judged that the signal blocking 40 bunch crossings
is not long enough, and events recorded over those bunch crossings exposed during
revolutions containing the reset have bad Pad Chamber information. As Figure 32
on page 173 shows there are not many events in the data, neither good nor bad,
having zero hits to PC1, this is also the case in PC3; and all bad events have
zero hits to PC2, thus a very likely explanation for the bad PC event signature
of [npcl = 1, npc2 = 0, (npc3 = 1 or npc3 = 2)] is the presence of one hot
pad chamber cell in each of PC1 and PC3, and an additionally warm cell (i.e.

sometimes hot) in PC3.

3.3.3 Cuts designed to remove the bad pad chamber data

Three different ways were evaluated to remove the background and each cut found

to work reasonably well. The first cut method is to throw out bunch crossing
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region 57-71. This was the method used in the 62.4 GeV data analyses presented
in this thesis. The second cut method is to throw out events having the signature
[npcl =1, npc2 = 0, npc3 = 1 or npc3 = 2, ndc > 2], where ndc is the number of
reconstructed tracks in the DC. The third cut method is, in a set of events having
a number of DC tracks greater than 5 throw out the subset having [npcl = 1,
npc2 = 0, npc3 = 1 or npc3 = 2]; but for those events having 5 or less DC tracks
together with [npcl = 1, npc2 = 0, npc3 = 1 or npc3 = 2| loop over their tracks
and throw out only those events where all their tracks have bad quality. The last

two cut methods are more involved. Full details are given in [7].

3.4 200 GeV Au+Au background identification procedure

There are two dominant sources of background in the 200 GeV Au+Au data set
and which are shown relative to one another in Figure 33 on page 173. The first
(shown in blue) are late events for which the BBC’s could not reconstruct a valid
interaction time relative to the nominal RHIC beam bunch crossing time, but
that had remained part of the minbias through the ZDC selection criteria. These
events have a value of charge in one BBC arm relatively lower than that measured
in multiple other detectors, and were found to contaminate centrality where the
BBC is the principal measure. It is unclear what the source of this background
is, however it has some characteristics like background due to two interactions

in sequential bunch crossings which are mistakenly recorded as single events; yet
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this might not be the cause as the trigger detectors (BBC and ZDC) are designed
to be much faster — with pico second resolution — than the 100 nano second time
interval which elapses between sequential beam bunches. Little “satellite” bunches
which are part of and closer to the actual beam bunch is another possibility. The
background is in all but the most central semi-inclusive distributions and also in
the trigger detectors. The second source of background (shown in red in Figure 33
on page 173) is pile-up of two interactions in a single bunch crossings which are
mistakenly recorded as a single event. As in the case of the 62.4 GeV Au+Au
background identifying the source and designing a cut was a considerable task,
limited in its presentation here. Figure 34 on page 174, Figure 35 on page 174,
Figure 36 on page 174, and Figure 37 on page 175 show Er gnc) distributions in
the different centrality classes both before (left) and after (right) the background
cuts were applied.

To figure out the cause of the background and design cuts to remove it various
physical variables of the minbias events were examined and compared. Specifically
the PbSc EMC, the BBC, and the ZDC event information were used to make three
different scatter plots: E7 mc) vs. BBC charge, ZDC energy vs. BBC charge,
and Er gmc) vs. ZDC energy. Note that each one of the three scatter plots
involves only two detectors, and not the third detector; this provides a way to
check if the background appears in all 3 detectors simultaneously, to isolate its

location and explore how it gets into the analysis results.
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The plots in Figure 38 on page 176 are filled with 66 million events. They are
ZDC energy vs. BBC charge before and after background removed, and Figure 39
on page 177 is a close up view after the background cuts. This scatter plot is used
for centrality determination and thus it is apparent how displaced events corrupt
centrality. Figure 40 on page 178 shows ZDC energy vs. Er gwc), and Figure 41
on page 179 shows Er Emc) vs. BBC charge, both before and after background

removed — these plots were also used to determine the sources of background.

3.4.1 Events at 107* with no valid BBC trigger timing displaced in

centrality

The first type of background identified appears at 10~% in the minbias semi-
inclusive distributions and are events which have a relatively low BBC charge
in one arm. This happens in very late triggered events occurring beyond the 21
nsec BBC timing dynamic range, but which are accepted as minbias via the ZDC
which has a larger timing dynamic range. Removing these events is easily done
by limiting the selection from the minbias to keep only those events with a valid
Zvertex as determined by the BBC; this works because in order for the BBC to
have determined a Zvertex the event has to have a valid BBC timing.

Figure 42 on page 180 is the BBC charge (left plot) and ZDC energy (right
plot) each plotted against their corresponding event trigger times, and included

are all events before any background was removed. The BBC’s can determine
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event trigger times at a limited + 10.5 nsec relative to the RHIC beam clock
nominal zero time, but the ZDC’s have a larger timing dynamic range shown
here out to £ 12 nsec. In Figure 43 on page 181 the left plot is also the ZDC
energy vs. ZDC event trigger time but this time filled only with background
events which were hand selected from the uncorrelated region within the green
circle of the Er vs. BBC charge scatter plot seen in Figure 41 on page 179. The
ZDC shows this background to have the characteristic timing signature of about
|10| nsec (the reason this plot shows the background only at negative ZDC times
is because to simplify the analysis a cut isolating only one ZDC arm was used).
The right plot in Figure 43 on page 181 is the event trigger time as determined
by the BBC for all events, and the underflow at -99 nsec is the default time this
background is assigned. It is clear that this specific background has trigger times
near and outside the BBC dynamic timing range. The left plot in Figure 44 on
page 181 shows event BBC charge in the North arm vs. the South BBC arm. The

background events are uncorrelated and located far from the central lobe.

3.4.2 Pile up double-events at 10~* — 10~°: two events in same bunch

crossing

The second type of background was identified as pile-up, meaning 2 Au+Au col-
lisions occurring in the same bunch crossing but recorded by the BBC, ZDC, and

EMC as a single collision. These were found to occur at a rate of about 1 event
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in 1074 — 1075 of the minbias semi-inclusive distributions. The first indicator that
pile-up background was present was observing a class of events in the centrality-
by-clock ZDC-BBC space having a distance from the clock origin approximately
double the distance single interactions do, this can be seen in the middle plot
of Figure 38 on page 176; the pile up is removed by throwing out events above
the geometrical cut line in the figure. The placement of the cut line was chosen
to maximize the background removal. This effectively removes the pile-up in the
mid-central to most central collisions but fails to remove it in the peripheral region
where it blends back into the single interaction part of that distribution.

Figure 45 on page 182 shows the number of events as a function of run-number
sequence: the left plot was filled with all minbias events before the background
was cut, and the right plot is filled only with background events hand selected
from above the pile-up cut line drawn in ZDC-BBC space; both distributions are
essentially flat. The run-numbers in used in this Figure were then placed in order
of increasing beam luminosity, as seen in Figure 46 on page 182: the left plot is
again the number of minbias events with no background cut, and the right plot is
filled only with events selected from above the pile-up cut line drawn in ZDC-BBC
space — this shows that the background grows faster with luminosity than does
the minbias, a characteristic feature of pile-up, and a second indicator that the
background is pile up. Figure 47 on page 183 is the ratio of pile-up events to

minbias events as a function of (right plot) run-number sequence, and (left plot)
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luminosity. The background occurs at a rate of 1 event in 10~* and the following
calculation predicts that this should be its frequency of occurrence, and is a third
indicator that the background is pile-up. The single Au+Au interaction rate
Rayiay for RHIC was introduced in Chapter 2.1 in terms of the average beam
luminosity L and Au+Au cross section gayiay. Using the PHENIX minimum
bias triggering system efficiency €gigger, and ion beam bunch-crossing frequency
berossings the recorded event rate Rauyau is expected as

2

_ 26 —g4 CI
Rauwianw = L(10 cm2s) X Oautau(6.8 barns x 10 —barn) (47)
S
rigger 0.93 bcrossin 10777 48
X Curigger( ) % el b.crossing) (48)
= 107* events per bunch crossing. (49)

In other words one in every 10,000 bunch crossings of the beam produces a single
Au+Au interaction observed in the minbias data. Thus pile-up of two Au+Au
interactions in a single bunch crossing is expected to be within the collection of
minbias data at the same rate of 107%, and this is in fact the rate observed in the
data

Ryt up = 10~* pile up events per minbias event. (50)

Note that head on or central events are more rare than grazing peripheral events
and this affect is not accounted for in the above approximation.
The left plot in Figure 44 on page 181 is the BBC North vs. South plot and

the pile-up are the correlated events extending to the highest BBC charge values;
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the right plot is event ZDC energy in the North arm vs. that in the South arm
where again the pile-up are the correlated events extending to the highest ZDC
energies. It is unclear if the events appearing as strongly uncorrelated and far
from the central lobe is background or not — coulomb dissociation contamination
likely makes up some of these events.

The pile-up background events have a few features which were unexpected and
are issues which remain unresolved: Figure 41 on page 179 shows K7 gmc) vs.
BBC charge before and after background removed; note that the pile up is not
evenly distributed around the main part of the distribution which corresponds to
the single Au+Au interactions, but rather only about half of that distribution. It
is not clear why this is but appears that (when comparing the pile-up to single
interaction events) there is pile-up with twice the BBC charge and twice the Er,
and with twice the BBC charge and one times the Ep, but not with one times
the BBC charge and twice the Fr. The left plot in Figure 48 on page 183 is the
time the event was triggered as determined by the BBC’s (vertical axis) vs. the
time as determined by the ZDC’s (horizontal axis); the right plot is the Zvertex
as reconstructed in BBC timing (vertical axis) vs. the Zvertex as reconstructed
in ZDC timing (horizontal axis). The pile-up appears in the correlated and very
central parts of the two plots and not in the out-lier regions as expected; because
of this it is not removable from the single interaction events using timing or

Zvertex information at the nano-dst level where individual arm event times are
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not available. It’s possible the pile-up might be removable from single interaction
events in a plot of BBC (or ZDC) event time determined in the north arm vs. the

event time determined in the south arm.

3.5 Electromagnetic calorimeter faulty PbSc tower removal

There are faulty PbSc towers which are dead (or off) and do not record event
energy. There are faulty PbSc towers which are constantly reporting a false energy
deposition, some which add an enormous amount of spurious energy into each
event. The corruption to event-by-event Fr due to noisy or “hot” PbSc towers is
serious and it was very important to remove it. Hot tower energy was removed
in all 6 sectors for all analyses, and along with the dead towers were accounted
for in the acceptance correction part of the mean E; measurement. Sector West
3 was the worst sector with approximately 20% of its towers faulty. Figure 49
on page 184 are projections of sector West 3 showing the multiplicity distribution
summed over several events before (left plot) and after (right plot) hot tower
removal. The empty gaps in the left plot are the dead tower regions. The “Lego
plots” in Figure 50 on page 185 show the multiplicity distribution in West 3 — the
number of clusters is summed over all events and is indicated on the vertical axis.
The 3 plots show views zoomed further in along the Z axis illustrating just how
hot some towers in the sector are. Sector West 1 was the best sector having only

5% of its towers faulty. Each of the other four sectors had approximately 10% of
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its towers faulty.

The method of hot tower removal requires analyzing all events twice, the first
time to identify faulty towers and to construct hot tower maps, which then become
part of the analysis the second time (and every other time) those events are
analyzed. The following procedure was used. The coordinates in the sector of
the PbSc tower were recorded every time that tower was identified as the central
tower in a cluster, and a representative entry placed in “tower cell” of a Lego plot
made of the sector as shown in Figure 50 on page 185. Each entry then represents
a particle shower and the entry was weighted by the central tower energy. Each
sector’s Lego plot is an energy deposition histogram filled for all clusters on all
events used in the entire analysis. Next the energy weighted hits were used to fill a
1 dimensional histogram of energy-per-tower shown in the left plot of Figure 51 on
page 186. A +3.5 sigma cut about this distribution mean was applied to remove
hot towers; an additional cut was applied to remove all neighboring towers in a
3 x 3 tower area around every hot tower to reduce the likelihood of including
hot tower energy in the data analysis. The location of dead towers and removed
hot towers were recorded in a sector map which is shown in the right plot of
Figure 51 on page 186. The bottom plot in Figure 51 on page 186 is the actual
energy across all events used from the West 3 sector after the bad towers were
removed. Figure 52 on page 187 and Figure 53 on page 187 are the Sector West

1 energy deposition Lego plot, energy per tower histogram, and resultant sector
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map, showing the before and after hot tower removal.

3.6 Global energy scale baseline: 7° kinematics

The neutral pion decays to two photons 7% — 2+ which are detected in the EMC,
and the 7¥ invariant mass, mg, and transverse momentum, pr, are determined
using the nano-dst variables for EMC cluster energy and particle hit position.
The 7° mass is reconstructed using the equation relating the total energy, 3-

momentum, and invariant mass [306]

Eigia =9 °c* +mgc’ = §* +mg (51)

And in the notation ¢ =1

mg = Et20tal - ﬁQ (52)

An equation for the 7% 3-momentum is obtained by summing the two photon

momentum vectors:

P=1plp =Py + P (53)

and thus pr for the 70 is:
br = \/(pfrm + D)2+ (Pyn + Pyn)? (54)
For the photon m., = 0 thus |p,| = E,, and energy can be used to determine

the magnitude of momentum components; since the photon trajectories are not

affected by the PHENIX central magnet B-field the photon momentum vectors
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coincide with the two photon hit position vectors at the calorimeter, and after
correcting for the Z-vertex using z — zyu:

THy+Z7

5 — |5.p = E 5Y)
Py = |p5Ip v \/x2 TP+ ) (55)
thus:
T
Pzy = E 56
X2
Doy = B 57
n
Py = FE 58
Y2
) 59
Py e V2 \/x% n y% n (22 — thx)z ( )
21 — Zutx
oy = E 60
p sV ! \/{L‘% + y% + (21 — Z,Utx)Q ( )
2o — Zytx
pZ7’YQ = : <61)

E
- \/Z‘% + y% + (Z2 - thw)2

The 7° invariant mass is obtained by summing the photon energies and vector

momenta:
2 -]
my = Eiy— D (62)

= (E'Yl + E“/Q)Q - (ﬁ’n +ﬁ’72)2 (63>

mo = /By, + B2 = (Do + ol + Py + Py l? + D2y + p2.2]2(64)
Note that mg can also be determined by using:
m§ = E2 +E2 +2E, E, —p2 —p}, — 20D, (65)

= Q(E'YlE’Yz - ‘p’th’YQ’ cos 91,2) = Q(E’YlE'Yz - E’Yl E’YZ cos 9172) (66>

mo = \/QEME,YQ(l — cosfys) (67)
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where 6, 5 is the separation angle between p., and p,, (which is also the separation
angle between the two photon hits) [22]:

1T + Y1y2 + (21 — 2ute) (22 — Zuta)
\/ZL’% + y% + (21 - qutx)z\/xg + y% + (22 - thz)2

(68)

costh o =

The reconstructed 7° mass peaks were used for a correction to cluster energy
measured in each EMC sector. The actual 7° corrections were done previously by
the PHENIX Photon Working Group experts (see for example [6] for the case of
62.4 GeV data). In this thesis the 7° mass was reconstructed in each sector, for
each analysis (Au+Au, p+p, and d+Au), using the procedure outlined in [6], as a
double check and ultimately as a gauge for absolute energy scale accuracy on the
event — note that using the 7% mass peak works to gauge energy per particle, but
by itself cannot gauge energy produced on the event where multiplicity is also a
factor. Figure 54 on page 188, Figure 55 on page 188, and Figure 56 on page 189
are the 7 mass reconstructions for 200 GeV Au+Au. To obtain the mass peak
Gaussian fits were applied with a single exponential background subtraction for
mid to low pr events and a double exponential background subtraction for higher
pr events. The ¥ peak is expected in the EMC at 138 MeV which is about 3 MeV
higher than the actual mass due to known detector systematic affects. Figure 57
on page 190 shows the peak to within 1% accuracy in the peripheral collisions but
only about 2% accurate in central collisions. This is thus the percent accuracy
in the global scale E7 measurement on each event. Figure 58 on page 191 are 7°

mass reconstructions for 62.4 GeV Au+Au. The peaks were reconstructed with
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the nano-dst variable of photon energy labeled “ecore” as opposed to the cluster
energy variable “e” which was used for event Er reconstruction as discussed in
Chapter 2.2.2. ecore has a higher probability of being a photon than does e and
thus better to use for 7° reconstruction. The % difference in measured to absolute
value of e versus measured to absolute value of ecore was reported previously by
PHENIX to be negligible, and thus the mass peak is usable to calibrate event Er.

In summary, the peaks were reconstructed with the following selection and cuts:

1. The nano-dst variable of photon energy labeled “ecore” was used with no
energy scale corrections beyond those inherent in the PHENIX data analysis

offline Master ReCalibrator.

2. Photon pairing was limited (by preference) to individual sectors, however

the reconstructed 7°’s were collected in all 6 sectors.

3. Photon energy asymmetry was limited to a difference of < 0.8.

4. Photon spread was limited to y? < 3.
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4 (Er) PRODUCTION AND FLUCTUATIONS

4.1 FEr and multiplicity production — model of nucleons or quarks

The first physics analysis conducted in this thesis is a test to see if the Wounded
Nucleon Model (WNM) [16] accounts for the scale of E7 production in relativistic
collisions. Wounded nucleons are also referred to in the literature as participant
nucleons. A related application of the model was tested for participant quarks.
This is done using the average values for events separated into centrality classes
of data. In Chapter 3.2 an introduction was given about how modeling the nu-
clear geometry of the collision is used, and also about dividing up the data in
centrality and representing each class of the measured data with a mean number
of participants. Immediately following is a description of the participant model,
and at the end of this Section is a standard procedure which is used to bin events
in centrality.

The WNM model counts the number of nucleons which are expected to con-
tribute to the scaling of the multiplicity production, and describes low collision-
energy p+A multiplicity and Ep data well. First the relationship between pro-
duced energy and multiplicity is examined. Event Er is the sum of all the individ-
ual particle energy as was discussed in chapter 2.2.2. Energy production in nuclear
interactions rises with collision impact due to an increase in the multiplicity pro-

duced and apparently not due to any significant changes in the average energy
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per created particle, this can be seen in the plots of Figure 59 on page 193. The
particle energy as measured in the PbSc calorimeters (cluster E7) does slightly
rise with centrality however this is not understood and some believe it to be a
systematic artifact of the calorimeter’s limitations, such as cluster merging, or
imperfect response as a function of transverse momentum pr (it is noted however
that a small rise in charged particle pr with impact is also observed by PHENIX).
Thus mid-rapidity “mean energy production” and “mean particle production” in
relativistic nuclear interactions are very much correlated; from this simple perspec-
tive if the WNM describes mean multiplicity production over impact parameter
it would also describe (E7) production over impact parameter. The model was
evaluated by comparing the average (Er) in event-by-event p + p, d+Au, and
Au+Au distributions as a function of centrality.

Such models can be used to examine average particle production for a select
class of events in impact parameter and can also be used to examine an entire
event-by-event multiplicity inclusive distribution. Both applications of the model
are discussed as they are relevant to the study of this thesis.

In simple terms the WNM makes the following two assumptions: firstly, that
the multiplicity scales with the number of nucleon-nucleon collisions when for one
of the nucleons it was a first-time it was involved in any collision; and secondly,
the multiplicity is proportional to half the number of first-struck nucleons, not the

number of collisions. A nucleon is free to continue striking other nucleons, and
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those then produce additional multiplicity on the event. Thus using this model
together with a geometrical description of the nucleus proposes a way to account
for the multiplicity production. The following example is an application of the
WNM for p+A interactions where, for example, A represents a nucleus (like a Au
ion), and p represents a proton. The number of nucleons in A which participate
is represented by n and thus in a p+A collision the total number of participant
nucleons is n + 1. Measured multiplicity in p+A is compared to that in p + p to
evaluate if they are merely scale factor multiples of each other. For example when
n = 4 (here the event-by-event “average” notation () is left off of the multiplicity
variable, N, to simplify notation)

NP nEL ALy _ognei (69)

multiplicity = 2 multiplicity = 2 multiplicity multiplicity *

where n + 1 = Npye_part s the number of participant nucleons in this example
p+A collision. The interesting result is that when 4 nucleons in A are struck, the
multiplicity production expected is not 4 times that of a p + p collision, nor 2
times that, but rather 2.5 times as much. Thus the formula relating multiplicity

production across the different species collisions is

NPTA = 0.5NPTA  NPTP (70)

multiplicity nuc—part® ' multiplicity’

where Nﬁ;ﬁpart is estimated from a model of the nuclear geometry of A in the col-
lision, together with the model for counting participant nucleons. This was shown

to work very well in low energy fixed target experiments a few decades ago [1],
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and this thesis evaluates it in higher energy relativistic collider experiments.

For Au+Au Nrﬁl%fﬁ;rt is estimated as a function of Au+Au impact parameter

NAu+Au

e part) are used to

using the nuclear geometry model, and then mean values (
normalize the average multiplicity measured in different centrality classes of data

corresponding to the same impact parameter. Multiplicity in Au+Au is compared

top+p
(NASEAL ) = 05(NARAL Y(NPH L), 1)
< Aul-‘r.All.l. >
multiplicit +
m - <Nr€1uﬁiplicity>‘ (72)

In p + p collisions the only allowed number of nucleon participants is n = 2, thus

(N tiplicity )
inlicit
R = <N ritﬁiplicity% (73)

05 (n=2)
and the p 4+ p collision is a fundamental element which can be evaluated in a
prediction of multiplicity production in larger collision systems. Each proton
contains 3 valence quarks and this then introduces a more fundamental mechanism
for multiplicity production which is used in a quark participant framework. The
computation of the number of participant nucleons from the geometrical model
of the nucleus was not performed in this thesis work, rather the official PHENIX
collaboration results were utilized [37], [27], [18]. However a brief and general
description of the formulation used by PHENIX and others to estimate Nyyc—part
as a function of impact parameter is presented here (see [37] for details). The
Woods-Saxon geometrical model for the density of the nucleus is utilized and is
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given by

plr) = P
1+ e(r=R)/d’

(74)
where pg is a constant density term, r the distance out from the center of the
nucleus, d a diffuseness parameter, and R the nuclear radius estimated from the
atomic weight A of the nucleus, R = (1.19A4Y% — 1.61A7/%) fm. Ranges for
the various input parameters pg, R, and d are assumed and an associated error
determined; typical values are R = 6.38 fm, and d = 0.54 fm. To estimate the
number of participants on an A+B collision where A and B are the mass numbers
of the two nuclei, as a function of impact parameter b, for example in the Nuclear

Overlap Model [21], [28], and [19]

NAYB / dsTu(3) |1 [1 . m] (75)

nuc—part ~ B

LA

+/d2sTB(§*) 1 [1 - %f‘;_b)] , (76)

where T(b) = [dz pa(v/1? + 22) is a “thickness function” for the hadronic media

traversed, and [1 — onyTa(b)/A]”* is the probability a nucleon will pass through

without interacting. The nucleon-nucleon cross section oy = 42 millibarns (mb,
or mbarn) is typically used.

In a related application of the model the number of participant quarks is ob-

tained Nlﬁlt_Bpart — N (ﬁ;‘g{fpart by making substitutions into the integral estimation

for participants. The following example was obtained from [21], [28], and [19]. In

a nucleon-nucleon collision if one quark-quark collision occurs, the other quarks
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remaining spectator quarks, only part of the energy is spent in multiplicity pro-

duction

Vo~ (77)

The actual number of quarks per nucleon which participate has to be estimated
from a model, and at RHIC energies was calculated at about 1.2 to 1.3. In
a Au+Au collision more than one quark per nucleon interacts because, due to
the large nucleus size those which would have been spectator quarks now interact
with different target nucleons. In the calculation of the cross section one takes into
account the ratio of the radius of the quark to the radius of the nucleon (r,/Ry)?>.
In the quark constituent estimation a value of (r,/Rx)* ~ 1/9 was utilized [21].
Note that the integral over the collision geometry involves the thickness function

which depends on the density distribution now in the quark framework. Thus

in the integral Nrﬁf}part — N(ﬁgi_part the corresponding three substitutions are
made

Po — 3po, (78)

A—3A, B— 3B (79)

ONN — Oqq, Where o4y ~ onn X (1,/Ry)? ~ UNTN = 4.56 mbarn. (80)

These substitutions into the integral provide the relationship between quark par-

ticipants and nucleon participants, and this shape is illustrated in the top plot of
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Figure 67 on page 201. In terms of Er Equation 72 takes the analogous form

<EAu+Au>
m = (Ef™), (81)
. nuc—part

and in the quark participant estimation in the Nuclear Overlap Model equation 81

becomes
<E7A§u+Au> _ <E§"+p> (82)
< Au+Au > - < p+p > ’
quark—part quark—part

Standard procedure which is used to bin events in centrality
Thus we use a model to estimate the number of participants for centrality classes
of events in percentiles of impact parameter. Now we need a binning method
to shuffle the data into centrality classes of events. The definition of centrality
was introduced in Chapter 3.2. For PHENIX Run 4 estimates on the part of
the total cross section which was observed by the minimum bias trigger were,
for 200 GeV Au+Au 93% ~ £3% (which involved the ZDC and BBC detectors
together), and for 62.4 GeV Au+Au 83.7% + 3.2% [32] (which was limited to
the BBC detectors). Although a limited part of the cross section is observed the
centrality classes that the events are shuffled into are percentiles relative to the
total cross section; therefore although each 5% wide distribution of events has the
same number of events, that number of events is more than 5% of the recorded
events. The following example using 62.4 GeV data illustrates how events are
binned in centrality classes. The total number of recorded events in the inclusive

distribution measured is Ngyenss, and to divide them up into 5% wide bins, or
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classes, the following number of events are put into each bin

100%

0.05 x —220
* 377~

Nevents = 0.06 x Nevents (83)

It is estimated that the part of the cross section we do not observe corresponds
to the most peripheral events, which in turn are assumed to have the lowest
BBC charge in the inclusive event-by-event BBC charge distribution. The BBC
distribution is divided up to categorize events in centrality for the other detectors;
therefore the charge range along the BBC distribution, starting from the highest
charge, which contains 0.06 X Nyen:s events defines the top 5% centrality class,

and so on.

4.1.1 The Er distribution — described by the participant model

The Wounded Nucleon Model uses a geometrical picture to estimate the number of
participants in the interaction as a function of impact parameter, which are then
used to normalize the semi-inclusive multiplicity (or E7) production measured in
binned centrality classes of events, to evaluate the model. Another way to use
the Wounded Nucleon Model is as functions in n convolutions of an Er inclusive
distribution made from a small and fundamental collision system such as p + p;
for example n = 197 convolutions would be required to recreate an Ep inclusive
distribution of the larger collision system 7 Au+'""Au. A more detailed discussion
of the inclusive Ep distribution is useful here to understand how the nuclear
geometry models are used to describe that distribution. Event-by-event p+A
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inclusive and A4+A semi-inclusive Er distributions have been extensively studied

and are known to be fit well by the gamma distribution

(M&WM_N§5WMW%wﬁ (84)

which includes the term N for scale normalization, the gamma function I', a power
law term with shape parameter p (not to be confused with the p denoting a proton
collision), and an exponential term with shape parameter b (p, b > 0, 0 < Ep <
o0) [41]. The first two moments of a distribution are the mean value denoted
by p, and the RMS width denoted by o, and characterize the distribution. The

gamma distribution parameters of p and b provide these first two moments

1 Nevents
(Er) = Er; (85)
Nevents i=1
p
p=(En) =2 o=\t —(mp =L (56)
Products of these moment’s are used in the fluctuations analysis and are
1 S |
Zo—, T (87)
It P w o b
and alternatively
2
1 1

The p + p, d+Au, and semi-inclusive Au+Au measured here were all fit to
gamma distributions. The gamma distribution is asymmetric unlike the sym-

metric and more familiar Gaussian distribution, and has an exponentially shaped
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high Er tail. A fundamental reason why the Ep distribution is asymmetric is due
to the fact that production of negative energy is not possible, thus the inclusive
distribution is one-sided (no events less than zero energy) and fluctuations add
to the upper Er tail. The physical processes in nuclear interactions show up as
characteristic features in the Er distribution, and these are described well by the

two functions in the gamma distribution
EP7' and e7bEr, (89)

The features are best seen on a log ordinate scale. Figure 60 on page 194 shows
the 200 GeV Au+Au inclusive and semi-inclusive E7 plots. In the inclusive dis-
tribution the bulk of the events produce relatively low multiplicity and thus event
yield is highest at low E7r; there is an initial drop in yield (or fall-off) with energy,
followed by a broad plateau where the yield decreases only slightly with energy,
a rolling turn downward called the “knee”, and finally a sharp exponential drop.
Most events are of low energy as grazing collisions are much more probable than
high impact collisions. In A+A collisions the number of interacting nucleons varies
according to impact parameter thus the inclusive distribution contains events of
all collision centralities and overlapping fluctuations in energy production, these
events fill the plateau region. The knee is where the number of available nucle-
ons begins to saturate, and the exponential drop corresponds to the physical cut
off where no more energy can be produced. The sharpness of the drop depends
on fluctuations in energy production — since energy on the event is the sum of
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all the individual particle energy Er contains fluctuations from both multiplicity
production and from energy per particle production.

Convolution models are used to determine what the underlying interaction
is which accounts for inclusive multiplicity (and associated energy) production
in nucleus collisions: projectile nucleons, projectile+target nucleons, wounded
nucleons, multiple binary collisions, or quark collisions. The procedure is to fit a
measured inclusive distribution produced by the events of a small collision system
(where few nucleons are involved), and to convolve this fit to try and recreate the
measured inclusive distribution of a larger collision system (where more nucleons
are involved). If the distribution made of a large collision system is no more than
the sum of random combinations of an underlying distribution (that of the smaller
collision system), then convolutions are useful. Simple convolutions work when
the only thing which is being added is more of the same type of nuclear collisions.

The number of summed convolutions required to recreate one distribution
from another distribution is the difference between the atomic masses, and each
successive convolution (1, 2, 3, ...) is weighted with model dependent terms.
The WNM and the Additive Quark Model (AQM) [17] use a modeled number of
participant nucleons, and participant quarks respectively, and have been shown to
recreate larger species Er distributions; Figure 61 on page 195 and Figure 62 on
page 196 show that convolutions of a gamma distribution from the fit of a fixed

target 'p+Au distribution reproduces O+Cu and O+Au distributions at 14.5
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GeV /nucleon (measured in 1.25 < n < 2.44), and also reproduces O+Pb at 200
GeV /nucleon [41], [1] and [10], where these energies are that of the beam on the
fixed target. The convolved !p+Au distribution describes the heavier species data
very well demonstrating that at low beam energy the fundamental mechanism for
Er production are wounded nucleons.

If a gamma distribution which is parametrized by py and by is convolved n suc-
cessive times the result is a higher order gamma distribution which is parametrized

by p and b, and given by

bo —1_—boE
Ep,p,b) =N bo Ey)"ro~ e~ boBr
fn( TP, ) F(np0)< 0 T) € ) (90)

where p = npy and b = by (is unchanged). The distribution moments scale with

the n—{fold convolution as

nPo VTPo NS (91)

-— =N Op =
b Ko, by

M =

and the combinations of moments which measure fluctuations

1 1 1 1
(o) g _ 1. (92)

W e T

)n

o
1

the parameters of the distribution expressed in terms of the moments are

H Ho H Ho
=" =nd =n b= —=— =1by. 93
p 0_2 0_8 Do, 0_2 0_8 0 ( )

This illustrates that the gamma distribution mean and RMS width evolve pro-

portionally to the number of convolutions of the underlying distribution n, and to
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\/n respectively. The remaining question is what is n in relativistic interactions?
n parametrizes the multiplicity production and this thesis explores whether n is
the number of nucleon participants or quarks participants.

For completeness the mathematical formulation of one such convolution model
which describes E7 production at low ,/syy energies is inserted here. In the
Wounded Projectile Nucleon Model (WPNM) the probability (or yield) for an

event of given Er to be produced in a B4+A collision is given by [41]

B
WPNM = OBA Z wnPo(Er) (94)

n=1

()

where op4 is the measured B+A cross section in the detector, w, is the rela-

tive weight or probability for n of the B projectile nucleons to participate in the

reaction, and P,(E7) is the predicted E7 distribution on the detector when n pro-

jectile nucleons independently participate. Each sequential term (n = 1,..., B)
of P,(E7) contained in the sum ;fE—"T involve (i = 0,1,2,..., n) recursive convo-

lutions of the measured fundamental reaction, f, obtained from fitting an n = 1

projectile distribution

n

P.(Er) = Z m_n—;!i!pg_i(l —po)' fi( Er) (95)

fi(Br) = /dEé“f(Eé“)fil(ET - Eér)a and fo(Er) = 6(Er) (96)

The calculated fundamental Er distribution, P;(E7), contains the measured prob-

ability po for the 1-participant elementary collision, f;, to have resulted in zero
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multiplicity in the detector’s limited acceptance:

Pi(Er) = (1 - F)fi(Er) + pod(Er). (97)

4.1.2 FEr distribution and distribution mean — prior results

In summary, results obtained in the late 1980’s and early 1990’s on the AGS at
Brookhaven National Laboratory, at CERN, and at Fermi National Accelerator
Laboratory illustrated the following: at /syy = 5 GeV (AGS) the WPNM works
at mid rapidity, but the WNM over-predicts indicating that in low energetic col-
lisions the projectile nucleons themselves account for multiplicity production; at
VSnn = 20 GeV (CERN/Fermilab) the WNM works to account for multiplicity
production as originating from each first-struck nucleon, whether it be in the pro-
jectile or in the target; and finally, at \/syy = 31 GeV the WNM under-predicts
leading to the speculation that quark-quark interactions may play a dominant
role [41].

The investigation to determine which underlying interaction accounts for mul-
tiplicity (and associated energy) production in relativistic collisions continues
and recent RHIC results look promising. Early PHENIX analyses of (E7) and
(Neh tracks) in Au+Au collisions at 19 GeV, 130 GeV, and 200 GeV are shown in:
Figure 63 on page 197 [2], Figure 64 on page 198 [3], Figure 65 on page 199 [4], and
Figure 66 on page 200 [4]. In Figure 63 on page 197 the points in the bottom plot

are the mean multiplicity values taken from the semi-inclusive distributions, four
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of which are shown (in their raw measured form) in the middle plot; each point
is normalized by the modeled number of mean participant nucleons as described
earlier in this Chapter. The fact that the points illustrate a rising trend in central-
ity suggest the modeled number of participant nucleons does not account for the
multiplicity production at 130 GeV. Likewise the points in the bottom left plot
of Figure 64 on page 198 are the normalized mean Er measurements at 130 GeV;
these were taken from the semi-inclusive raw E7 (gmc) distributions shown in the
top plot of that Figure, corrected as discussed in Chapter 2.2.2, and normalized
by the modeled number of mean participant nucleons. Again there is a rising
trend in centrality. The bottom panels in Figure 65 on page 199 show the mean
multiplicity and Fr measurements at 19 GeV, 130 GeV, and 200 GeV, normalized
to participant nucleons, all have rising trends. Thus the Wounded Nucleon Model
which was used here to estimate participant nucleons does not describe the mul-
tiplicity nor energy production at mid-rapidity in RHIC relativistic interactions.
The top left panel (and right panel) in Figure 66 on page 200 illustrates that the
scale dependency Ep (and multiplicity) has on centrality is essentially the same —
to within the systematic error — for the different energies. The bottom left panel
illustrates the Er and multiplicity have the same scaling with centrality.

The multiplicity production per participant nucleon measured by PHOBOS in
130 GeV and 200 GeV Au+Au showed similar results as PHENIX; these how-

ever were re-evaluated in the constituent-quark framework first by Eremin and
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Voloshin [21] in year 2003. This method was described by equation 76 together
with equations 78, and 80 presented earlier in this Chapter. The top plot in
Figure 67 on page 201 gives their model estimates for the relationship between
participant quarks to participant nucleons for the two different choices of oy, of
4.56 mbarn and 6 mbarn. Note that for these choices of the quark-quark cross
section, even in the most central collisions, the number of quark participants
never is three times the number of nucleon participants. The bottom plot in the
Figure shows the quark framework better explains the mid-rapidity multiplicity
production. After the Eremin and Voloshin paper others quickly renormalized
multiplicity and Er mid-rapidity data in the quark framework.

Figure 68 on page 202 is a recent model calculation for the number of con-
stituent quarks for various Au+Au energies, and also for p+ p collisions estimated
by the PHOBOS collaboration in a very similar fashion as was done by Eremin
and Voloshin [35]. Figure 69 on page 203, and Figure 70 on page 204 are PHOBOS
multiplicity results normalized in both the nucleon and quark models, illustrat-
ing the quark-constituent model which describes the (Ng, tracks) production well
at mid-rapidity, does not describe the data in the forward and backward (beam)
directions, where the WNM does a better job [34]. The reason for this has not
yet been thoroughly explained. Figure 71 on page 205 is a quark participant
renormalization of midrapidity multiplicity and also Er data in A4+A collisions

from SPS to RHIC energies, using the model as did Eremin and Voloshin; the
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results illustrate the quark framework better explains the production [28]. Finally
Figure 72 on page 206 illustrates that in the constituent quark framework (again
an application like that by Eremin and Voloshin) the multiplicity production at
mid-rapidity in p+p, Au+Au, and Pb+Pb collisions, at lower (SPS) energies, and
also at relativistic energies all fall on the equation of a logarithmic line [19]. This
result demonstrates that the multiplicity production per quark is proportional
across systems and energies.

In this thesis mid-rapidity (Fr) was examined in the WNM and quark partici-
pant model for Au+Au at 200 GeV and 62.4 GeV, and results illustrate the quark
framework better describes the data. p+ p and d+Au 200 GeV (Er) was exam-
ined in the WNM and compared to Au+Au; some correction factors for p+ p and
d+Au are still needed, however initial indication suggests production in Au+Au

might scale with that in p + p and d+Au.

4.2 Fluctuations over centrality — search for the QGP

The second goal of the thesis is examination of fluctuations in Er production over
collision centrality for a QGP phase transition signature. The third goal of the
thesis (discussed in the next section) is examination of fluctuations in Ep pro-
duction over geometric A¢ acceptance for spatially correlated particle emission.
Centrality and acceptance are different “topologies” over which Ep; production

would increase barring any change in the internal dynamics of the collisions. For
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example Ep events are measured in different acceptances and each acceptance
comprises a class of events of that topology. The event-by-event distributions
are examined by looking for non-random behavior in the evolution of the relative
width %, and the scaled variance "72

It is well known that there are interactions in relativistic collisions which pro-
duce an atypical amount of multiplicity and E7 on the event, such as jet produc-
tion [11] from hard quark-quark interactions, and expansion patterns in elliptic
flow [38]. Figure 73 on page 207, and Figure 74 on page 208 illustrate that the
fluctuations due to jets are, although small, more dominant in higher energy inter-
actions [5], [30]. The presence of such known fluctuations in the Er distributions,
or absence there of, was not evaluated in the work presented here; in a future
and more thorough search for a fluctuation signature of a QGP phase transition
these affects should be identified and monitored over centrality. References which
discuss QGP phase transition induced fluctuations are [24], and [26].

It is useful to discuss some basic properties of distributions such as the fun-
damental Poisson distribution [13], and the symmetric Gaussian distribution [13],
followed by properties of the gamma distribution which fits E7 [41]. If the outcome
of several repeated measurements are identical the event-by-event distribution is
nothing more than a delta function. Random and/or dynamic fluctuations pro-
duce a distribution. The quantity being measured in a histogram of events is often

called the abscissa x, and the number of times it occurs called the ordinate y. A
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Poisson distribution describes particular outcomes of sharp events occurring in a
continuum, and has the property that its standard deviation equals the square
root of its mean o = \/(z) = /i (see equation 86). Thus if an event-by-event
distribution for one class of events fits a Poisson distribution then "72 = 1 for that
distribution representing that specific class of events; if the evolution of fluctua-
tions over a topology remain purely random then "72 remains valued at 1 over that
topology. A Poisson distribution can be asymmetric about its mean and have a
characteristically long upper tail — in this case the mean is not equal to the mode
(the mode, Tyode, is the value of = corresponding to Ymax)-

In the limit when p becomes “large” the Poisson distribution tends to a Gaus-
sian distribution, also having o = /i, which can be used as an approximation;
how large a value of  depends on the agreement one requires. The Gaussian dis-
tribution has various notable properties: it is a bell-shaped curve symmetric about
i; the magnitude of o determines its width; changing the origin and/or scale re-
duces any Gaussian distribution to a standard form; x = p+ o are inflexion points
in the shape of this curve, and also correspond to where y = 0.61 X yyax. The
mean, the mode, and the median are all equal (the median, xyeqian, is the middle
value of z along the abscissa). A distribution produced by the combined effects
of many independent variables will be approximately a Gaussian regardless of the
individual distributions of the independent variables. The most central Er distri-

butions in Figure 83 on page 219 are gamma distributions but are more symmetric
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in shape as Fr has become very large. Measurement errors are also well described
by the Gaussian distribution and individual measurements are usually quoted to
within an error referenced in multiples of o: for the Gaussian distribution 75% of
events fall within +10 of the mean, 95% within +20, and 99.5% within +30. For
repeated measurements if in the limit the probability of the outcome of interest
is small the uncertainty of the result scales with 1/ V/N for the N measurements.

In Chapter 4.1 it was stated that the inclusive p + p Ep distribution and
semi-inclusive Au+Au Fr distributions in centrality fit the gamma distribution
which has parameters p and b; and that in summing n convolutions of a gamma
distribution in purely random combinations an n'® order gamma distribution is
produced with the moments given by Equations 91, 92, and 93; in these equations
the number of summed convolutions, n, could be that describing the internal
dynamics of the collision over centrality, that is as impact parameter becomes
small. An important conclusion here is that like with the Poisson distribution of
random-only fluctuations the gamma distribution, added in random combinations,
preserves ”72 = constant. In the case of changing dynamical fluctuations "72 would
not remain constant.

It should be noted for completeness that multiplicity is a dimensionless variable
and so is its width o, thus its scaled variance "72 is also dimensionless. However

Er has a dimension (typically MeV or GeV) and thus so does the magnitude of

its scaled variance "72, making direct comparison of the EFp and multiplicity scaled

70



variance measurements a bit tricky. The relative width % is dimensionless and
therefore can be used in a dimensionless comparison of EF; and multiplicity fluc-

tuations.

Modeled location of a QGP phase transition
QGP formation is expected to occur at collision energy densities between 1 and
3 GeV/fm? [38], and a model (see Equation 100) is used to estimate the energy
density from the Er produced on the event. Mean Er measurements thus indicate
where dynamical fluctuations might be located in collision centrality. It is useful
to discuss here the physical scales obtained in RHIC interactions, such scales
where the quantum description is appropriate. In quantum theory an exchange
of a boson, which is associated with the interaction, carries momentum Ap, and
energy AFE, and this process takes place within a time scale At limited by the

Heisenberg Uncertainty Principle [36]

h
AEAt~ o, (98)

™

where h = 6.626 x 1073* Joules x s is Planck’s constant. As was introduced in
Equation 3, in \/syny = 200 GeV collider experiments the entire collision energy
is available in the c.m.s frame and represented here by 200 GeV = FE; thus the

energy F, separation length L, and interaction time ¢, achieved on collision are

hc h
L=—=1018 t=——=10"7%
5 F 07" m, 5 E 07" s (99)
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and the length scales obtained are much smaller than the size of the nucleon.

As discussed in Chapter 2.2.2 (E7) measured in the PHENIX geometric ac-
ceptance is scaled to a reference acceptance of 1 unit pseudorapidity An and
360° A¢, obtaining ‘ZE—nThab frame; this is an observable of the interaction which is

proportional to the energy density € of the collision zone as

_ L dBr
- ToT R2 dy cms frame)

(100)

where 75 ~ 1 fm/c is the formation time of the initial medium created on the col-
lision, and mR? = A, is the effective transverse overlap area of the colliding nuclei
calculated by the use of a nuclear geometry model. Ep per unit pseudorapidity is
measured in the lab frame but the formula for energy density € is given per unit ra-
pidity, and in the cms frame, thus the conversions n — y and |1ap frame — |ems frame
at midrapidity are needed. The conversion for 1 — y at midrapidity was modeled

by PHENIX for each 5% wide centrality class as [4]

dFE
—T‘cms frame 7~ 1.25 & 5% X
dy

dEr
——  lcms frame; 101
5 Joms (101)

in a collider, if the two beams have the same momenta, then the lab frame is also

the cms frame
dETr dETr
~—5 |cms frame — ~; |lab frame> 102
in |eras a l1ab (102)
and thus

_dEr 1 dEp 1

= 7+ |cms frame ™ 1.25 X ——+— ab frame- 103
€ 0 TOAJ_| f a ToAthf (103)
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Using 7 ~ 1 fm/c, and values of A} as modeled by PHENIX [4] the energy
densities are calculated. The 1-3 GeV/fm? levels required for QGP formation
were attained in both of the RHIC 62.4 GeV Au+Au collisions (not shown here),
and the 200 GeV Au+Au collisions. In 200 GeV Au+Au interactions in the
60-65% collision centrality class of events (Nyue_part) = 30, Ay = 40.9 fm?, and
the transverse energy (see Table 3 on page 131) and associated energy density

measured are

dET

— = 34. 104

5= 309 Gev (104)
fm, 1 GeV

In the 25-30% collision centrality class (Nyue_part) = 151, A} = 82.2 fm?, and
the transverse energy (see Table 3 on page 131) and associated energy density

measured are

dEr
=T = 217.17 GeV 1
i 7.17 Ge (106)

fm , 1 GeV

+13%  (107)

In this thesis work no dynamical fluctuations were measured over impact pa-
rameter above the systematic error introduced by the centrality cut. There is a
natural relation between Er fluctuations, phase transitions, and the observation
of a new state of matter like QGP. Specifically, near energy densities which would
create the deconfinement of quarks and gluons modifications to event-by-event

fluctuations are expected in net electric-charge production and multiplicity pro-
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duction [23]. The expected strength of these fluctuations is a critical topic however
it was not estimated here and is left for a separate analysis.

In summary in adding n random combinations of a gamma distribution of
moments py and oy produces a higher order gamma distribution with moments
ln = npo and o, = /nog; this relationship between the higher order and lower
order moments are characteristic of a process evolving under random fluctuations.
Thus if Er is described by a gamma distribution, in the absence of dynamical
fluctuations its scaled variance is expected to remain constant over centrality, and
likewise the relative width is expected to scale with ﬁ Figure 75 on page 209 are
NA49 results for scaled variance multiplicity and pr fluctuation measurements for
fixed target experiments of different species collisions at 158-A-GeV (~ /syn =17
GeV) [33]; although in the paper which reported these results the authors do claim
that the observed rise and fall of the fluctuations can be explained by non physical
affects, it was not until the following year that more was understood about the

centrality cut systematic error.

4.3 Fluctuations over acceptance — correlated particle emission

The last analysis performed in this thesis is measurement of fluctuations over
acceptance in a search for correlated particle emission. The measurement is es-
sentially the same as that done over centrality other than being in various ac-

ceptances. The mean Ep was measured in varying azimuthal solid angle and
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found to scale linearly with acceptance to within better than 1%. The remaining
question is how is the Er distribution width expected to scale with acceptance?
Reference [33] reports that in purely random behavior the expectations for the
evolution of fluctuations is a flat scaled variance. %2 was measured and found

to have a significant dependence on azimuthal solid angle. Results for all the

analyses are presented and discussed in Chapter 5.
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5 (Er) PRODUCTION AND FLUCTUATION - RESULTS

5.1 Error analysis

For all Ep analyses here the statistical errors and components of centrality-

independent systematic error were estimated and added in quadrature

Total Error = \/(stat. error)? + (sys. error;)? + (sys. errory)? + ... (108)

Er distribution moments were also obtained from fitting the histograms to gamma
distributions. The differences in results between data and acceptable fits to the
gamma distribution were negligible thus, although the results of fitting are shown,
the fit results were not used in the final physics results for (Er), o/u, or o2 /u. All

errors are indicated on the plots and the methodology is presented in this section.

5.1.1 Statistical errors

For all analyses the statistical error for the different moments and products of the
moments was computed in a standard procedure outlined in [13]. The Er was
measured in high statistics of more than ~ 1 million events per semi-inclusive
distribution; thus the statistical errors on the distribution moments are negligible
at values less than 0.5% for each measurement in centrality. In the products of
the moments used in the fluctuations the statistical error remains below 1.5%.
To avoid confusion here in the meaning of the symbols ¢ is used to represent the

error on a moment, or product of moments, and ¢ to represent the Er distribution
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R.M.S. width; N_yents represents the number of events in an Ep distribution. The
formula for the statistical error on the moments is given below, and also for the
error on a product or ratio of two moments, F' = zy or F' = x/y, which is the

Same:

g

5, = ——, 109
g \/Nevents ( )
5, — U (110)

Q(Nevents - 1)7

52 5N 2
OP—aya/y = (—m) + <—y> x F (in the units of F), (111)

x Y
and dividing Equation 111 by F produces that error given in decimal percent.
When a correlation exists between moments an extra cross term appears in Equa-
tion 111 given by

OFOF

2y (112)

this is dependent on the correlation strength p. This term should be evaluated but
for the analyses presented here was determined to be negligible and thus dropped.
Thus for the relative width fluctuation o/u, and scaled variance fluctuation o2/ u

the statistical errors are respectively

5.\ 2 5, 2 1 =

et = \/(?) " <E) - \/2<Nevents D N 1Y
5,-\>  (0,\° 1 o2

002/ = \/(ﬁ) + (;) = \/(Nevents ) + N (114)
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5.1.2 Systematic errors

Systematic errors for Au+Au mean E; in centrality m<%>
Various systematic errors were identified. The errors are of two general types,
centrality-independent and centrality-dependent. The components of error within
each type are added in quadrature but the two types themselves are accounted
for separately and not added in quadrature; this is because the measurements
of semi-inclusive distribution moments (i.e. the “points” on the plots) are, to
within the error, constrained to move together but in a different relative fashion
depending on the error type; thus adding the two types in quadrature would
result in an incorrect error estimate. The centrality-independent error is a “global
scale” error on the energy measurement and all points are constrained to move
together up or down by an equal percent. For the centrality-dependent error
(referred to as “tilt” error, or “bending” error in PHENIX specific literature) all
points are constrained to move together within the error but the error is always
smaller in the more central class of interactions; this arises from the fact that the
smaller the impact parameter class of events the larger the Er, and consequentially
the centrality-dependent error has a smaller relative effect. Listed below are the
components of error followed by a brief description of how some of them were
estimated.

The centrality-independent global scale error was estimated at 7.1% for 62.4

GeV and 5.5% for 200 GeV and includes the following components listed in their
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order of significance:

1. discrepancy across the multiplicity measurements made with individual sec-

tors of the calorimeter;
2. a component of the error on the model Ny, estimation in reference [27];

3. error on particle identification discussed in chapter 2.2.2, and on the hadronic
k—factor [4]; for 62.4 GeV data the 19 GeV Au+Au errors for these terms

were accepted as a “worse-case”;

4. error on the energy scale accuracy estimated by ¥ reconstruction discussed

in chapter 3.6.

The centrality-dependent error has three components listed in their order of

significance (error totals appear in tables in Section A):

1. an error which results from binning the data in centrality while observing
a limited part of the total cross section due to the limited acceptance: see

Equations 83, 115, and 116;

2. an error due to spurious energy from measured electronic noise in the calorime-

ter PbSc towers;

3. a component of the error on the model Ny, estimation in reference [27].

The error on the multiplicity measurements made by individual sectors of
the calorimeter was evaluated for both 62.4 GeV and 200 GeV Au+Au. This

79



was done over centrality, and for each sector. The maximal difference in the
mean multiplicity of a sector from the 6-sector mean was 3.6% — see Figure 105
on page 241 and Figure 106 on page 242. There was also a measured error on
the energy measurement due to sector edge effects of 1.5%. These two added in
quadrature result in a 4% error (note this is somnetimes noted here as a 5% error).

The PbSc tower electronic noise was measured by selecting events from the
62.4 GeV Run 4 minbias data which had an interaction Zvertex of +50 to +60
cm and —50 to —60 cm. The 200 GeV Au+Au minbias definition excluded events
in this Zvertex range and thus the 62.4 GeV data was used to define this error
for both energies. When moving away from the beam line the large PHENIX
iron magnet poles are situated between these two Zvertex locations and the PbSc
calorimeters, thus the iron masks the calorimeters from the event multiplicity and
perfectly screened and noise-free calorimeter is expected to receive zero energy. Erp
distributions were measured on the selected masked events and each sector found
to contribute an average amount of noise energy per event of 25 to 35 MeV. The
measurements were made for various centrality classes and a centrality-dependence
was observed but this was not investigated any further. A fixed noise contribution
of 35 MeV has a smaller relative affect in the more central high-energy producing
collisions; this produces the centrality-dependent shape of the error.

Equation 83 is the 62.4 GeV Au+Au case example of how events are binned

into centrality classes; the following illustrates how the associated error of +3.2%
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on the observable cross section, oauian = 83.7% £ 3.2% [32], is accounted for
in the measurement of (Er). Shuffling the events into centrality bins defined at
the limits of the cross section error estimate results in classes of events having
a different (E7). Estimating this particular error correctly is important as it is
the largest, and becomes relatively larger toward the peripheral centrality classes.
The limits of the cross section estimate are used in the calculation to determine
how many events are placed into each 5% wide centrality bin; if Neyents represents

the total number of events in the inclusive distribution then:

100%
0.05 X 2% % Nuponts = 0.062 X Nopents 115
" 8050 event X Hevent (115)
100%
0.05 Nuvents = 0.057 X Novonts. 116
" 86.9% 1 event % Hevent (116)

Systematic error on Au+Au energy density measurement ¢

For the estimation of the energy density, €, in 200 GeV Au+Au (see Chapter 4.2)
various errors were identified and added in quadrature. The components are an
Er scale error and calorimeter noise error (both discussed above in the error
estimates for mean FEr); error on the modeling of the transverse overlap area,
and error in the conversion between lab and c.m.s. frames previously estimated
by PHENIX [4]. The total error estimated is 13% for the energy density in the
25-30% centrality class, and 22% for the energy density measured in the 60-65%
centrality class.

Systematic error in Au+Au fluctuations in centrality
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The dominant error for 62.4 and 200 GeV Au+Au fluctuations is due to the limi-
tations of the centrality definitions. This arises from clipping the upper and lower
tails of those distributions made by one detector (the BBC, and/or ZDC) to mea-
sure fluctuations measured in another detector (EMC and/or Drift Chambers).
Equal numbers of events are distributed into centrality bins which by definition
requires an uneven distribution of events in BBC charge, this results in the error.
For the centrality clock method in 200 GeV this introduces non-monotonic behav-
ior in 0. This was examined and shown qualitatively in a first attempt to evaluate
the error. Error due to the known uncertainty on the estimation of the observed
cross section o 4,1 4, Was not evaluated but should be in a more thorough analy-
sis. A relatively small run-by-run systematic error was obtained by measuring the

o

physical quantities ——

a? o
(Br)* (BEr)’

and « which describes the dependency of Ty on

NOé

mc_parts 1 30 separate subsets of the data, and the standard deviation of each

of the variables calculated across the 30 data subsets. The error on * due to the
error on the estimate of the observed cross section was not considered as it was
in the (Er) analysis. For Ty and & this was done for every centrality bin and
the errors were consistently less than 1%. Geometry fluctuation corrections were
applied to the 200 GeV 6-sector measurements and results are shown; however in
some of the final results the geometry fluctuation corrections were not used as is

indicated on the plots.

Systematic error in Au+Au fluctuations in acceptance
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Error estimated on %2 and g—;% for the 200 GeV Au+Au 0-5% centrality class
are as follows. The dominant systematic error identified results from the different
responses across the calorimeter sectors, in part due to the different numbers of
included towers. To quantify this error the fluctuation measurement was made for
each of the six sectors individually and a standard deviation calculated. The errors
were 3% for Z—i% and 2% for %2, and were assigned not only to the single sector
measurement, but additionally to the larger acceptance measurements. Geometry
fluctuation corrections were not applied.
Systematic errors on p + p and d+Au measurements

For the p + p and d+Au (Er) measurements from the inclusive distributions

the systematic error analysis was estimated as follows but not completed. What

remains to be done is outlined.

1. the spurious energy due to calorimeter PbSc electronic noise was not mea-

sured in the RHIC Run 3 data and this may be the largest source of error;

2. the second largest source of error could result from an incorrect handling
of the missed interactions, and/or minbias triggers which resulted in zero
Er: for p + p the Er measurement was decreased by the estimation on
interactions missed due to the limited PHENIX acceptance (trigger bias) as
described in Chapter 5.3 but the associated error on this estimation was not
calculated; and for d+Au neither the trigger bias nor its associated error
were estimated. The percentage of minbias triggered data which resulted in
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zero Er to the calorimeter was 19% in p + p and 6% in d+Au, these events

are included and no associated error was investigated.

3. The value of k& — factor = 1.3 was borrowed from 200 GeV Au+Au and
applied from equation 24, and this value includes terms for hadronic re-
sponse, inflow, and outflow. Other very different estimates on the value
of the k—factor are shown in Chapter 2.2.2, and thus a full evaluation for
p + p and d+Au is necessary. When there is zero inflow and zero outflow
k = 1.3 — 1.33, a difference of less than 3%; thus an additional error
component of 3% was added in quadrature to the standard error on k [4].

+31%

An unlikely but extreme case error on k is k = 1.375,7, see Chapter 2.2.2

equation 29;
4. the sector discrepancy error measured in Au+Au was applied;

5. for p + p a value of (Nyyc—part) = 2 was accepted without error, and for
the inclusive d4+Au measurement the value of (Nyyc—part) and its associated

error was obtained from reference [29];

6. the 7° invariant mass was reconstructed and distributions made, the average
7Y invariant mass was found to differ by less than 2% from the expected

value.

For the p + p and d+Au inclusive distribution E7 gmc) fluctuations the sys-
tematic error analysis was estimated as follows but not completed. What remains
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to be done is outlined.

1. Geometry fluctuation corrections were not applied on the final results and

this may be the largest source of error;

2. No corrections were applied for trigger bias nor for minbias triggers which

resulted in zero Ep, these may be the largest source of error;

3. error was not estimated for spurious energy from PbSc electronic noise;

4. faulty PbSc towers were removed but corrections were not made for the
different numbers of included towers, as this would result in measuring fluc-

tuations in different acceptances which was found to introduce a large error;

5. the k—factor was not used in any way in this analysis.

5.2 PHENIX Er distributions, raw, corrected, and fitted

As discussed in chapter 2.2.2 the transverse energy measured in the PHENIX
acceptance is labeled Er (gmc). For Au+Au typically all 6 PbSc sectors were
used which amounted to 5.5 equivalent sectors after removal of faulty towers; in
p + p and d+Au typically 5 PbSc sectors were used resulting in 4.5 equivalent
sectors after removal of faulty towers. When a smaller acceptance was used it is
indicated so on the plots. Approximately 10% of the PbSc towers were removed
from the designed acceptance due to systematic problems. After applying the
k—factor correction (including hadronic response, inflow and outflow if known),
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correction for faulty towers, and scaling to the reference acceptance of An =1 and
A¢ = 360°, the transverse energy measurement is referred to as Er. Figure 76 on
page 212 through Figure 100 on page 235 are the Er (gmc) and Ep distributions
measured and used consistently in the analyses, and discussed in the following

text.

5.2.1 p+p and d+Au Er distributions

Figure 76 on page 212 shows the 200 GeV minbias inclusive p + p and d+Au
Er gme) distributions measured in the same acceptance of 4.5 equivalent PbSc
sectors. The physics analysis results for mean Er, and Er gmc) fluctuations in
centrality were obtained from these Er (gyic) distributions and their characteristic
values are listed in Table 2 on page 130. The striking difference between the two
distributions is the beginning of a “plateau” region (as introduced in Chapter 4.1)
in d4+Au which has an average number of participant nucleons of 9.1 + 0.4 [29],
many more than in p+ p where there are only 2 participants. The inclusive distri-
bution contains interactions over the entire range of impact parameter and thus
the wide number of participants, and multiplicity resulting from successive colli-
sions, shapes the d+Au plateau region. The plateau is followed by a sharp drop
in E7 as the limited number of nucleons from the deuteron are quickly saturated
in the Au. In d+Au as in Au+Au the centrality estimation of the number of

participant nucleons uses the Glauber model Monte Carlo and the Woods-Saxon
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distribution of the nucleus. However because d+Au is an asymmetric collision
system this estimation is handled a bit different than with the symmetric p + p
and Au+Au interactions. The number of hits incident on the Beam Beam Counter
located on the opposite side of the interaction region from the incident Au beam
is assumed to be (1) proportional to the number of Au participants on the event
(" Npue_part); (2) to have a response which follows a negative binomial distribu-
tion NBD. For each A“Nnuc,part a NBD distribution is calculated and added to
the resulting distribution with Glauber weights, then fitted to the BBC data to
find the best fit parameters [20]. The d+Au plots in Figure 77 on page 213 are
BBC-hits distribution of events from the model and from data, and the emergence
of the plateau region is illustrated. For the minimum bias data an estimate that
88% of the cross section is observed, and the modeled trigger efficiency is also

accounted for.

5.2.2 p+pand d+Au Er fitted to the gamma distribution

The plots in Figure 78 on page 214 and Figure 79 on page 215 are 200 GeV min-
bias inclusive Er gmcy measured in 4.5 equivalent PbSc sectors, and after scale
corrected to Ep are shown in Figure 80 on page 216 and Figure 81 on page 217;
the plots are evaluated in a fit to the gamma distribution N %(bET)p_le_bET.
As was discussed in Chapter 2.2.2 a trigger bias accounts for missed interactions

and this creates a discontinuity at zero Erp; in addition a portion of the minbias
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triggered events result in zero Er (“EMC zeroes”). Due to its lower multiplicity
environments p + p contains the largest number of such missed interactions and
zero-FEp events. The EMC zeroes were initially discarded from the p 4+ p distri-
bution shown in Figure 76 on page 212, but they were included in Figure 78 on
page 214. To avoid the discontinuity at zero Er the fit was started after the first
histogram bin. The behavior of the measured Er distribution at zero Er was not
explored further (see [15] for further details regarding the zeros). The plots of
Figure 78 on page 214 show the p 4 p distribution begins to break away from the
exponential shape of the fit at high Er, 3 to 4 orders down, this is possibly due to
jets as are seen in Figure 74 on page 208. In a future analysis and search for QGP
it would be illustrative to examine in the minbias p 4+ p distribution all interac-
tions which triggered as jet producing events, and monitor the percentage of such
events over collision centrality. Figure 79 on page 215 shows that d4+Au inclusive
Er did not fit the gamma distribution failing specifically at low E;. Although
the reason was not investigated here it is thought related to the fact that this
is an inclusive distribution, and the gamma distribution does not fit the plateau
region. The gamma distribution fits the inclusive Er in p + p, and also often
fits (as will be shown in the Figures ahead) the centrality binned semi-inclusive
Au+Au distributions. Figure 80 on page 216 and Figure 81 on page 217 are the
scale corrected E7, and the errors were expanded on the low Er bins in the lower

plots to provide a fit to the high E; tail which, upon afterthought would have
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been more accurately done by leaving out the low Ep points all together.

5.2.3 Au+Au Er guc) distributions: background affects

Figure 82 on page 218 shows Au+Au inclusive and semi-inclusive Ep distributions
before and after background removal. This illustrates just how much background
was removed from the two Au+Au data sets by the cuts developed and discussed
in Chapter 3.3 and Chapter 3.4. The physics analysis results for Au+Au mean
Er, and Er (gmc) fluctuations in centrality were obtained from these much cleaner
distributions, and their characteristic values are listed in Table 3 on page 131 and
Table 4 on page 132. The error on the moments due to background depends on the
shape of the background and this was not evaluated as the background was simply
removed. It is worth noting that, in one case, when due to background a semi-
inclusive Ep distribution had a ~ 2% error on the distribution mean p, there was
a corresponding error of 8% on the fluctuation o2 /u. The lower plots in Figure 82
on page 218 show the 62.4 GeV Er (mvc) before and after background removal;
note that the background appears 3 orders down in the semi-inclusive distributions
and this corresponds to a 50% distortion of the fluctuations as seen in Figure 26
on page 167. The previously published PHENIX (Er) papers (see Figure 64 on
page 198 and Figure 65 on page 199) have used much smaller numbers of events
than were used in this thesis. Using high statistics as opposed to low statistics

affects the shape of the semi-inclusive centrality binned Er (gacy distributions,
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and this is discussed in Chapter 5.2.5.

5.2.4 Au+Au Er guc) distributions: comparison to convolutions in

participant nucleon model

The Au+Au histograms in Figure 83 on page 219 and Figure 84 on page 220
were filled using a 100 MeV bin size to better resolve the events in each of the
5% wide centrality distributions. It is illustrative to compare these real Ep (EMC)
distributions to the 1, 2, ..., 16-fold convolutions of the real p+Au inclusive dis-
tribution in Figure 61 on page 195 which were created in a participant nucleon
model. Notable differences in the features of the model to the data are as fol-
lows. In the O+Au model the highest order convolutions (which correspond to
the most central interactions) have a higher relative yield in the mid part of those
distributions; the reason for this is because the Au target is so much larger than
the oxygen projectile that the relative probability is higher for the oxygen to be
completely absorbed into the Au target. This is not observed in the O+Cu model
convolutions nor the real Au+Au data. It is less likely to completely saturate
oxygen into copper, or gold into gold. Another observation is the model con-
volutions of the most central distributions illustrate asymmetric shaped gamma
distributions, whereas the most central Au+Au distributions, although gamma
distributions, they are a bit more symmetric. The reason for this was given in

Chapter 4.2: in the limit when p becomes large the Poisson distribution tends to
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a Gaussian distribution; this is also understood mathematically: to recreate the
most central Au+Au distribution would require n = 197 recursive convolutions,

and the relative widths drop as o/p ~ 1/y/n (see Equation 92).

5.2.5 200 GeV Au+Au Er guve) and Er distributions fit to the gamma

distribution

Figure 85 on page 221 shows the 200 GeV fully corrected (and scale shifted)
inclusive Ep distribution. Figure 86 on page 221 shows the inclusive Au+Au
distributions by themselves both before and after normalizing each bin contents
by the total number of events. Figure 87 on page 222 are the results for fitting a
gamma distribution to the upper tails of the 200 GeV Au+Au 0-5% semi-inclusive
distribution (top plot), and to the inclusive distribution (bottom plot): the fit
parameters of p, and b are essentially the same illustrating the effectiveness of the
centrality cut for this high E7 upper tail.

There are two situations when the gamma distribution fails to fit the Erp
distribution as evidenced by the x?/dof becoming very large: one is the imperfect
centrality definition and the other is when some (but not all) of the semi-inclusive
distributions are measured in high statistics. Although it was not investigated and
remains unclear these two cases appear to be related, that is, in going to higher
statistics the imperfect centrality definition might be becoming more noticeable.

The x?/dof becomes large systematically depending on how the BBC charge is
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treated in the centrality cut’s definition of semi-inclusive distributions, and this
is explained a bit further in this Section.

The purpose of binning the Fr data in centrality is to group events of the
interaction cross section into percentiles of impact parameter; the expectation
is that a perfectly binned class of interactions is well described by the gamma
distribution. In Figure 61 on page 195 each convolution corresponds to a given
number of participant nucleons, or a class of interactions in impact parameter; the
various curves overlap as the fluctuations in energy production overlap class to
class. This overlap can also be seen in the simulations in the right plot of Figure 21
on page 164 where each colored group of events is a class of simulated interactions.
Because of this overlap the centrality cuts, for example the vertical cuts into the
BBC inclusive distribution of Figure 20 on page 163, and the radial cuts in the
left plot of Figure 21 on page 164, are unable to separate the data into perfect
classes of impact parameter. Thus, one thing is percentile classes of interactions in
impact parameter, and another is percentile classes of recorded events of minbias
data. Because the centrality binning of data is imperfect each centrality class
of events contains an abundant amount of events from other classes of impact
parameter. How well the gamma distribution fits the data is a consequence of the
efficiency of the centrality cut.

The top two plots in Figure 88 on page 223 show that the x?/dof is good for

the gamma distribution fit to the most central Er gwc) distribution measured in
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low statistics, but not in high statistics. The affect statistics has on the results
for the (Er) and fluctuations analyses was not carefully quantified, however the
following observations were made. In one case the (Er) obtained from the data was
different in low and high statistics, and this was related to low statistics data from
specific run numbers. In general the (Er) results are not significantly different
when measured in high statistics as long as the mean values from the data are
used; the mean values extracted from gamma fits were consistent in low and high
statistics however the gamma distributions do not always fit the centrality-binned
classes. The distribution moments extracted from the manually minimized NBD
fits were significantly different and this should be explored further.

Figure 88 on page 223 through Figure 90 on page 225 show the central through
peripheral 5% wide E7 mmc) distributions fitted to a gamma distribution. The
fits were not good for the most central and most peripheral distributions, and
become worse the further away in centrality from the ~ 30-35% class. It appears
the reason for the bad fits is as follows. The centrality-by-clock definition uses the
ZDC-BBC scatter plot to classify the data (see left plot in Figure 21 on page 164);
due to the arbitrarily chosen location of the clock origin the angle between a clock
radial line and the centroid of the ZDC-BBC scatter plot moves away from 90°
when moving away from the ~ 30-35% class. An alternate PHENIX centrality
method referred to as “centrality-by-perpendicular” slices perpendicularly into the

clock and should be evaluated for an improved centrality prescription. When the
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gamma fit fails it raises a question as to the accuracy of the distribution moments
used in the physics analysis.

The imperfect centrality cut is thought to have a large impact on the low Er
side of the distributions and so the low Er errors were expanded in an attempt to
account for this unquantified and assumed error; Figure 91 on page 226 through
Figure 93 on page 228 show central through peripheral Ep gmc) distributions,
and Figure 94 on page 229 through Figure 96 on page 231 show the corresponding

scale-adjusted hadronic Er distributions fitted to gamma distributions.

5.2.6 200 GeV Au+Au Er gue) distributions fitted to the Negative

Binomial Distribution

The mathematical terms of the gamma distribution used to fit the FEp, and
Er (gme) distributions were assembled, and the ROOT histogramming software,
and its MINUIT minimization technique were used to do the fits. At the time
during this thesis work some in PHENIX at BNL believed that MINUIT might
have problems properly determining the minimum values while estimating a best
fit to the data; therefore the 200 GeV Au+Au Er (gmc) distributions were also fit
“by hand,” which means making small, incremental changes to one fit parameter
while holding the other constant, until the best x?/dof is obtained, and then re-
peating the process for the other fit parameter. This was done fitting the 200 GeV

Au+Au Ep mmc) distributions to the negative binomial distribution (NBD) by
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Jeffrey Mitchell at BNL. The results for the x?/ dof were much better than those
obtained in fitting with the MINUIT package. The plots are shown in Figure 97
on page 232 through Figure 100 on page 235, and the results for the fits are in
Table 5 on page 133. The distribution means, (Er (gmc)), and the R.M.S. widths,
o, estimated from these fits were for some of the semi-inclusive distributions sig-
nificantly different than their values in the data, and also different than values
obtained from the gamma fits; however the ratio of these moments in the scaled
variance, 02 /(Er (mme)), were not significantly different as can be seen in the top
left plot in Figure 116 on page 253. No further investigation was done as to what

the difference in the NBD moments might mean for the physics results obtained.

5.2.7 62.4 GeV Au+Au Er guc) distributions fitted to the gamma

distribution

Figure 101 on page 236 through Figure 104 on page 239 show the 62.4 GeV
Au+Au central through peripheral 5% wide Er mmc) distributions fitted to a
gamma distribution. The distributions were measured in 5.5 equivalent sectors,
and in centrality-by-BBC. Starting from the 5-10% centrality class the y?2/dof for
the gamma fits to Er become large systematically as the BBC charge range for
the