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Abstract of the Dissertation

Two Particle Correlations with Direct

Photon and 7V Triggers in 200 GeV
p+p and Au+Au Collisions

by
Matthew Nguyen
Doctor of Philosophy
in
Physics
Stony Brook University

2009

Measurements of the associated production of charged hadrons of
1 < pr <5 GeV are performed using leading 7° and direct photon
triggers of 5 < pr < 15 GeV. In this kinematic range the dom-
inant mechanism of particle production opposite direct photons
is quark jet fragmentation while 7% triggered correlations sample
quark and gluon jet fragmentation in roughly equal proportion.
The data are compared to a model which includes Leading Order
pQCD calculations and a Gaussian kp smearing. Evidence for a
significant kg effect is demonstrated in the photon+jet compara-
ble to previous PHENIX measurements in the di-jet channel. In
p + p collisions at mid-rapidity direct photon production is domi-
nated by Quark-Gluon Compton scattering. A charge asymmetry
in particle production associated with direct photons is expected
based on the flavor composition of the valence quarks with a pro-
ton. The measured charge asymmetry confirms the dominance of
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Compton scattering and constrains the possible Next-to-Leading
Order contribution from photon bremsstrahlung. The sensitivity
of two-particle correlations to the the fragmentation function is in-
vestigated by comparing measurements of quantities such as the
fragmentation variable g to several parameterizations of quark
and gluon fragmentation functions in the same kr smeared model.
Finally, measurements of associated hadron production are per-
formed with identified pions and protons in order to study the
flavor dependence of hadron production at lower values of z than
are sampled by single particle spectra.
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Chapter 1

Introduction

1.1 QCD

Quantum Chromo-Dynamics is the fundamental field theory which describes
the strong nuclear interaction. The QCD Lagrangian is

Lae (1.1)

L= 1;1 (7'7“8# - ml) wl - ng‘lElvﬂjﬁf;lb] - 4 H

which is closely analogous to the Lagrangian of QED, the theory which governs
atomic interactions. In both cases the field ¥ represents a spin 1/2 fermion
which for QCD is the quark. The field G is the massless spin 1 boson field
of the gluon which is coupled to the fermion field with strength ¢g. The gluon
field tensor is expressed in terms of the gluon field a

Go, = 9,68 — 99Ge + C5,Goay (1.2)

The final term, absent in QED, represents the interaction of the gluon field
with itself. This term is responsible for the qualitatively different nature of
matter at the sub-nuclear scale than at the atomic one.

The fundamental symmetries of QCD are described mathematically by the
SU(3) group. In the language of group theory, the T} are the generators of the
group which, in this case, are a set of eight 3x3 matrices. Cg are a set of con-
stants which satisfy the commutation relations of the generators. Physically,
this group corresponds to a theory in which there is a quantum number which
can take three values, called color, the QCD analog to electric charge. Flavor,
another quantum number of the theory, gives rise to six different known quark
states (labeled by the subscript ¢ in the Lagrangian) each with a mass and
(fractional) electric charge. The three lightest quarks, up, down and strange,
also obey approximate SU(3) symmetry. This is responsible for the particular
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Figure 1.1: The QCD coupling, o, as a function of the momentum scale, Q.
The data is extracted from data from different observables at two different
orders in perturbation theory (open and closed symbols) and compared to a
purely perturbative calculation. [1]

pattern of hadronic bound states, termed the Eight-Fold Way by Gell-Mann,
which inspired the parton model in which the fundamental particles are no
longer the hadrons but the partons inside them.

QCD and QED are characterized by a scale dependent coupling, meaning
that the strength of the interaction depends on the momentum exchange.
This dependence is encoded in the beta function which can be expanded as a
pertubative series in a, (= ¢*/47).

Blag) = ba? + O(a?) (1.3)

The S function was famously evaluated at leading order by Gross, Wilczek
and Politzer in 1973. They found that

33 — 2ny
127

b= (1.4)



where ny is the number of quark flavors. The dependence on the momentum
scale of the interaction, Q, is

1
" blog(QF/A?)
where A, which defines the coupling at which perturbation theory breaks down,
must be determined experimentally, and is known to be &~ 200 MeV [2].

Figure 1.1 shows the dependence of the coupling on @ [1]. In contrast to
QED, the § function is negative, at least for small ny (only six flavors are
known). This means that the strength of the coupling decreases with the
momentum scale. This property, known as asymptotic freedom, implies that
at large energy the interaction between quarks is small.

As the coupling approaches unity, for example when the distance between
two quarks grows large, the energy carried by the fields exceeds the threshold
for creation of new matter. The result is the phenomenon known as confine-
ment whereby free quarks are not observed in nature, but rather, they are
trapped in bound states for which the net color is zero. Two such types of
states are known to exist: mesons, which consist of a quark and an anti-quark,
and baryons, which consist of three quarks or three anti-quarks. Properties
of these bound states, such as their masses, are generated dynamically and
rely on the long range and hence, not perturbatively calculable, behavior of
QCD. Fortunately, there exists a method due to Wilson wherein QCD may
be calculated computationally at large scales by replacing continuous space
by a finite lattice [3]. Lattice QCD, as it is known, is limited in its domain
of applicability and must be accepted with a host of caveats. Nevertheless, it
has been quite successful, as we shall see, in predicting the behavior of QCD
at large temperature and small baryon density.

Before discussing the novel behavior of QCD in this regime, which is the
focus of this thesis, it will be useful to discuss how partonic interactions are
related to experimental observables such as the data in figure 1.1. Typically the
perturbative regime of QCD is explored by high energy collisions of elementary
particles, the simplest of which are electron-positron collisions. In such a
collision one may obtain quarks in the final state by the reaction et + e~ —
q + q. Due to confinement however, quarks are not observed at the detector
level, but rather hadronize into groups of mesons and baryons, which are
correlated in phase space and collectively referred to as jets. The inclusive
cross section for hadron production (o) may be written as the product of the
partonic cross section (6) and a parametrization of the non-calculable long-
range behavior called the fragmentation function (FF), denoted D" (%), which
is defined as the probability for a parton of flavor ¢ to fragment into a hadron

a,(Q?) (1.5)



taking a fraction z of its momentum:

dor =" [ dz st .p) DA (1.6)

This property, known as factorization, is generally taken to hold for a wide
variety of observables, although it is only provable in a limited number of cases.

A slightly more complex observable is the semi-inclusive cross section in
Deeply Inelastic Scattering, in which an electron and a proton are collided.
In this case, there is an additional non-perturbative function term the Parton
Distribution Function (PDF) which describes the momentum distribution of
the partons inside the proton. The differential cross section is then

dor =Y [ dou d= fulea)ds(puimnpe) DA (1.7)

a,c

where (Bjorken) z is the fraction of the proton’s momentum carried by the
parton. On the surface, this seems somewhat troubling since the observed
hadronic cross section would not uniquely determine the parton distribution
and fragmentation functions. Fortunately, the long range behavior of these
functions is generally believed to be independent of the collision process, a
property known as universality. Hence, the same fragmentation functions ap-
ply regardless of the species of particle collided. Analogously, the parton dis-
tribution is only a property of the objects being collided and can be factorized
from the collision process and subsequent fragmentation.

The cross section for hadro-production from proton-proton collisions can
then be expressed as a similar form with the addition of a second integral over
the additional parton:

do = Z/dxa dxb dz fa(xa) fb(xb) d&(paapb,pc) D?(Z) (18)

a,b,c

In a somewhat simplified picture this leads to a progression in which FF’s are
determined in et + e~ collisions and used in DIS data. In turn, the DIS data
are used to determined the PDF’s which can then be applied in p+p collisions.

p+p collisions are important baseline data for collisions of heavy nuclei
because, naively, one might expect a nuclear collisions to be a simply the
sum of many independent p + p collisions. As it turns out, expectations for
hadronic observables must be modified in nuclear collisions. Such departures
provide a window into physics beyond the vacuum behavior of QCD accessed
via elementary particles collisions. In the next section, the motivation for such
studies is elucidated by providing some historical context.



1.2 Relativistic Heavy-Ion Collisions and the
Quark-Gluon Plasma

The study of nuclear collisions is not a new endeavor and, in fact, predates
the parton model. The history of the field can be traced back to the HILAC
(Heavy Ion Linear Accelerator) at Berkeley, the first dedicated heavy-ion ac-
celerator, which began operation in 1957. The objectives of the field at the
time were the creation of new elements by nuclear transmutation and the in-
vestigation of radiation damage to human tissue for space travel [4]. During
the 1970’s a new paradigm began to emerge in which heavy-ion collisions were
viewed as a tool to study the equation of state of matter at high temperature
and density, conditions thought to govern the behavior of matter inside neu-
tron stars. The accelerators of this era, the BEVALAC at Berkeley and the
UNILAC at GSI, introduced much of the conceptual framework that is used
to understand heavy-ion collisions today, an noteworthy example being the
notion of collective flow [5].

By this time, the parton model of the nucleon elucidated by Feynman and
Gell-Mann had already been verified by the Deeply Inelastic Scattering ex-
periments at SLAC in the late 1960’s, but it was not until the 1970’s that
the underlying theory QCD was developed in earnest. The field of heavy-ion
physics would be profoundly influenced by the concept of asymptotic freedom.
Based on this idea, Collins and Perry predicted that at sufficiently high den-
sities long-range interactions would be effectively screened and nuclear matter
would behave as an ideal gas of quarks and gluons [6]. These ideas were fur-
ther developed by Shuryak and others who applied the machinery of finite
temperature field theory to hot, dense matter [7-11]. It was shown that at
high temperature gluons screen the color charge analogously to Debye screen-
ing in QED plasmas. The creation of this fundamentally new state of matter,
the so-called Quark-Gluon Plasma (QGP), became one of the primary goals of
nuclear physicists over the course of the following few decades and helped to
motivate the construction of several colliders: the AGS, SPS, RHIC and the
LHC.



1.3 Properties and Signatures of the Quark-
Gluon Plasma
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Figure 1.2: Lattice predictions for /7% as a function of T/T, [12].

Although the prediction of a QGP state is based on perturbative ideas, its
properties, most importantly the transition temperature, cannot be estimated
perturbatively [13]. Although it was not recognized as such at the time, one
estimate of the transition temperature actually pre-dates the advent of QCD.
In the 1960’s Hagedorn developed an effective theory to explain the number
of resonance states. He found that the number of states in his model diverged
at a temperature of 160 MeV, which is surprisingly close to modern estimates
for the phase transition to a QGP [14].

With the advent of lattice QCD in the late 1970’s a new tool became avail-
able to perform calculations at large coupling and high temperature. Figure 1.2
shows lattice predictions of the energy density (€) divided by the fourth power
of the temperature (7'), which for a thermodynamic system, is proportional to
the number of degrees of freedom. The 7" axis has been scaled by the critical
temperature, 7., which is calculated to be 170 MeV. ¢/T* exhibits a sharp
rise at T,, suggesting a phase transition from hadronic to partonic degrees of
freedom. The value of €/T* is shown to reach a plateau at approximately 80%
of the Stephan-Boltzmann limit (indicated by arrrows) which would describe
an ideal gas of partons. The deviation from this limit has important ramifica-
tions in regards to the description of the QGP near T,. Foremost among them,
is the observation that the matter is thought to be strongly coupled [15], in
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Figure 1.3: Schematic diagram illustrating particle production from the over-
lap zone of relativistic, colliding nuclei [17].

distinction to the original weakly coupled expectation of Collins and Perry.
Lattice calculations are to be taken with a number of caveats, the discussion
of which is not in the scope of this work. Nevertheless, a mounting body of
experimental evidence supports the existence of the phase transition suggested
by these results [16].

Lattice calculations, as well as estimates based on dimensional analysis
[16], indicate that the transition to partonic degrees of freedom occurs at an
energy density € ~ 1 GeV. In order to connect the energy density in heavy-
ion collisions to a physical observable and, moreover, to obtain a physical
picture of nuclear collisions, I introduce the Bjorken picture [17], following
closely the discussion in [16]. As depicted in figure 1.3, the nuclei are taken
to be thin disks, contracted in the longitudinal (beam) direction due to their
relativistic velocities, which pass through each other and produce particles
in their wake. If one considers a longitudinal slice of thickness dz then the
velocity of produced particles will be constrained to the interval 0 < 3 <
dz | TEorm Where Tgopy, is the time-scale on which parton production takes place.
The number of particles in the slice is then dN = (dz/ TFOTm)jTJ\G which can

be expressed in the boost-invariant form dN = (dz/rporm)%. If (mr) is

transverse mass of a particle (which is equivalent to the energy in the center
of mass frame) then the energy density at the formation time is



dN{mr)  dN(Tporm) {(mr) 1 dEr(Trorm)
pr— = = 1 .
(e(Trorm)) dz A dy TrormA  TrormA dy (1.9)

where A is the cross-sectional area of the nucleus, approximately 10 fm for
Au, and the total transverse energy Er is taken to be well approximated by
(mr)N. The formation time can be roughly estimated via the uncertainty
principle as (mr)/h. In the limit that the particles are non-interacting after
formation then %5"””) can be equated with the measured %, which is
similarly true for the number density. PHENIX has measured dEr/dy to be
~ 600 GeV in the most central collisions which, combined with the observed
number density, implies (m7) ~ 0.57 GeV. This yields an energy density of
15 GeV, well in excess of the phase transition boundary predicted by lattice
QCD.

1.3.1 Thermalization and Elliptic Flow

In discussing the temperature of the matter produced in nuclear collisions,
we have implicitly assumed that the concept of temperature is appropriate,
i.e., that the matter is thermalized. Thermalization requires rescattering of
the produced particles on a short time scale, such that they can adequately be
described by hydrodynamics (i.e as an expansion in the mean-free path). Such
rescattering is manifest in collective motion of the matter in the radial direction
due to the outward pressure generated by the expansion of the matter. This
radial flow, as it is known, is evidenced by the violation of transverse kinetic
energy (mq —m) scaling for central nuclear collisions, which would describe a
purely thermal distribution [18]. An excess of yield at high pr, with respect
to the scaling expectation, is understood to be the radial boost imparted by
the expanding matter. Radial flow alone however, does not establish whether
collective motion was generated at early time, in the partonic phase, or later
in the hadronic phase. To answer this question one considers variations in
particle production as a function of azimuthal angle relative to the reaction
plane (¢g), the plane formed by the impact parameter and the beam axis.
Canonically, this variation is expressed as a Fourier series.

dN
m x A (1 + 2v1 cos (ﬁb - ¢R) + 2v4 cos (2(¢ — qu)) + .. ) (1‘10)

If one considers the oblong shape of the overlap region of slightly non-
central collisions, the nucleon density is larger in the direction of the reaction
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Figure 1.4: Cartoon illustrating the concept of elliptic flow. An asymmetry
in the collision geometry of nuclei at finite impact parameter (left) results in
a momentum anisotropy of produced particles (right) given sufficiently rapid
thermalization.

plane than in the orthogonal direction. If the matter thermalizes quickly
enough, this asymmetry of the collision zone would result in anisotropic parti-
cle production as demonstrated in the cartoon shown in figure 1.4. The dom-
inant term in the Fourier expansion corresponding to this effect is vy. Since
such a term corresponds to an ellipse in momentum space, the mechanism
which generates the effect is referred to as elliptic flow !.
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Figure 1.5: vy as a function of transverse momentum for various species of
charged hadrons compared to predictions for ideal hydrodynamics from [19].

Figure 1.5 shows elliptic flow data for several hadron species compared to
predictions from an ideal hydrodynamic model. The data appear to agree quite

'Note that non-collective effects which are correlated to the reaction plane, such as jet
quenching, can also give rise to a vo modulation.



well with a hydrodynamic description until ~ 2 GeV where other mechanisms
of particle production are thought to become the dominant. Although this
agreement is encouraging, the question of thermalization is not from a closed
issue. For example, it has been pointed out that choosing different initial
conditions (which are input into hydrodynamic calculations) results in larger
elliptic flow when coupled with ideal hydrodynamics, overshooting the data
20].

A more explicit demonstration of the partonic nature of the elliptic flow
is the observation of constituent quark scaling. Figure 1.6 shows that baryon
and meson data lie nearly perfectly on the same curve when the vy values are
scaled by the number of quarks and plotted as function of the, similarly scaled,
transverse kinetic energy. This indicated that the relevant degrees of freedom
at the time of elliptic flow generation are partonic [21].
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Figure 1.6: vy as a function of pr (left) and K Er (right) scaled by the number
of constituent quarks in minimum bias Au + Au collisions. [21].

1.3.2 High pr Suppression and Jet Energy Loss

Elliptic flow is only one of the pieces of evidence that support the picture of
QGP formation in heavy-ion collisions. I will not attempt to give an inclusive
overview of these results, as there are many. Instead, I will focus on what
is arguably the most important result from the RHIC program: the observed
depletion in the yield of high transverse momentum hadrons.
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Nuclear effects on single particle observables are quantified by the nuclear
modification factor, Ra4.

1 d?NAA Neoy) d*oPP
Raa = — )/ < pp”> (1.11)
Nevt dedy O inel dedy
This quantity is the ratio of the observed per-event yield in nuclear colli-
sions to the expected yield. The latter is the product of the p 4+ p cross section,

d*oP? /dprdy, and a scale factor %V;,?”), which is explained as follows. If the

Au + Au collisions were simply a collection of superimposed p + p collisions,
the cross section for a given inelastic process would be simply be product of the
total number of nucleons participating in the collision (/NVp4¢)and the inelastic
nucleon-nucleon cross section (o} ). The cross section for soft production can
reasonably be expected to scale in such a way.

For hard particle production, on the other hand, N4 scaling is known
to be violated [22]. In the majority of the collisions only a small amount
of momentum is exchanged. This means that a struck nucleon may suffer
additional collisions. Since each of these subsequent collisions are equally as
likely to result in a hard scattering, the cross section should instead, scale with
the number of collisions (Ng).

Neo can be estimated using a simple set of assumptions collectively re-
ferred to as the Glauber model [23]. Using the Woods-Saxon parametrization
of the nuclear density one can determine the relationship between N, and
the impact parameter. Often, R4, is expressed in terms of so-called nuclear

thickness function (T4g) = (Neoo™?).

1 N4 o
R4 = T 1.12
ad (Nevt dedy> / << AB>dedy> ( )

R4 results for Au+ Au collisions are shown in figure 1.7. For central
collisions the yield of light hadrons is suppressed by nearly a factor of 5. The
absence of a similar effect in d + Au collisions demonstrates that the suppres-
sions is final state effect [25]. It is now generally accepted that the mechanism
underlying high py suppression is rapid energy loss of the hard-scattered par-
tons as they traverse the nuclear medium. Bjorken was the first to predict
such an effect [26]. He assumed energy loss would proceed by elastic scatter-
ing of quarks off partons in the QGP. Gyulassy and Wang realized however,
that induced gluon bremsstrahlung should be the dominant mode of energy
loss 2 [27]. They also recognized that the characteristic time of gluon emission
was long enough that one needed to consider coherence, the so-called Landau-

2Heavy quarks are an interesting exception in which collisional energy loss may in fact
dominate.
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Figure 1.7: Nuclear modification factor for charged hadrons and neutral pions
as a function of py for different centrality selections from PHENIX. [24]

Pomeranchuck-Migdal (LPM) effect, which was a previously unsolved problem
in QCD [28], [29]. On the basis of the LPM effect, the energy loss is predicted
to depend on the path-length squared, AE « ¢L?, for a static medium [30],
although for an expanding medium, the dependence may reduce to linear [31].

Over the course of the last decade a number of competing models of energy
loss have been developed. We shall not attempt to detail the latest develop-
ment in this rapidly developing field and instead refer the reader to the recent
studies in [32-34]. Two of the early models, GLV [31] and BDMPS [30] are of-
ten considered as limits. In the former, the parton experiences a finite number
of scatterings and the energy loss is evaluated as an expansion in the opacity. In
the latter type of model the energy loss of the parton is continuous. These two
limits can lead to qualitatively different observations. In all cases, the strength
of the energy loss is quantified in terms of a single parameter which, for GLV-
type models is the gluon density (dN,/dy) and for BDMPS-type models is
the transport parameter ¢, which represents the average momentum transfer
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Figure 1.8: Left: 7° R4 compared to predictions from the PQM model for
various values of ¢. Right: The dependence of ¢ on Ra4. [35]

squared per-unit path-length.

As the RHIC data demonstrating large high pr suppression emerged, the
field began to shift its focus from searching for signatures of QGP formation
to measurements of its properties. Since it can be directly related to medium
properties, the determination of the energy loss strength, including its full
space-time dependence, has become central to the field. Often such measure-
ments are referred to as jet tomography. In contrast to conventional medical
tomography in which an X-ray beam of known energy and intensity is used,
in this case the probe is a sample of hard scattered partons, emanating from
within the medium itself. The observed attenuation pattern can then be used
to infer the opacity of the medium to color charged objects, a dynamical prop-
erty of QCD matter that is neither calculable in pQCD or computable on the
lattice.

Despite much progress over the last decade, there still remain a number
of nagging open issues with regard to jet quenching models. The relationship
between measurement and medium properties remains highly model dependent
[36,37] even in the case of a static, uniform medium, the so-called QGP brick
problem. Worse, there is no general agreement on how to incorporate the
space-time evolution and collective flow of the system. The values of the path-
averaged transport coefficient (§) extracted from the different models span an
uncomfortably large range of 1 —15 GeV/fm [38,39]. Recently, a collaboration
of experimentalists and theorists called TECHQM was formed to address these
issues systematically. Their progress can be tracked via their web-page [40].

Difficulties in extracting the transport parameter are not necessarily limited
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Figure 1.9: The fraction of various species of particles that come from gluon
jets as a function of their py as parameterized by the AKKO05 fragmentation
functions [43]

to ambiguities in the theoretical description but may also arise from inherent
limitations in the measurements performed. For example, one model found
that for a sufficiently opaque medium, R4 becomes saturated, i.e., the par-
ton loses essentially all of its energy. The resulting hadron spectrum comes
entirely from the surface of the collisions zone and is insensitive to any further
increase in the opacity [41]. PHENIX performed a statistical analysis of the
sensitivity of the various models to its 7° R 4 data. The left panel of figure
1.8 shows the PHENIX 7% R4, data compared to predictions from the PQM
model [41] for different values of (¢). On the right the dependence of () on
R 44 is shown. The calculation does indeed flatten towards smaller values of
R4 demonstrating a reduced sensitivity. However, the path-averaged (g) is
constrained to be within about 25% of its value of demonstrating a fair degree
of sensitivity is preserved. [35,42]

One of the predicted features of partonic jet energy loss that remains un-
observed is stronger energy loss for gluons compared to quarks due to the
presence of the color factor in the QCD coupling (Cr = 9/4 for quarks vs 3

14



Au+Au Collisions at \Js,, = 200 GeV

—
5N

- Species dependence  STAR Preliminary
O n*+r 0-10% 200 GeV
[Ip+p 0-10% 200 GeV

= -
N

0.6

s

cp (X%/40-80%)
-]
o0
-t | LI I L I LI |

&y,
0.2:_I | M T 'l E—

Transverse momentum P, (GeVic)

Figure 1.10: Rcp as a function of pr for baryons and mesons from the STAR
collaboration [45].

for gluons). It is often claimed that identified baryon and meson R44 mea-
surements should be sensitive to this factor [44]. The basis for this claim
is the AKKO5 set of fragmentation functions which indicate that at large z
nearly all protons come from gluon jets as shown in figure 1.9 [43]. Figure 1.10
shows the STAR results for Rop (similar to Raa but peripheral events are
substituted for p + p collisions) of identified baryons and mesons [45]. Above
5 GeV, where energy loss effects are expected to dominate, Rop for baryons
and mesons is similar to within the uncertainties. It has been suggested that
this may signify energy loss saturation as discussed above, i.e., both quarks
and gluons lose nearly all of their energy [46]. In the present work I will ad-
dress the model dependence underlying the proton-gluon jet correspondence
and propose that the color charge effect may be better studied using direct
photon and 7% correlations.

The saturation argument suggests a fundamental limitation to the use of
single particle yields as a probe of energy loss. Because the initial energy
of the parton is not known, one has little ability to distinguish between a
scenario in which a high pr parton loses a large fraction of its energy and
emerges as a small pr jet as compared to the case in which a small pr jet
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simply emerges from the surface of the collision zone unaltered. Increased
sensitivity can be achieved by more measurements in which the average path-
length can be varied in a controlled way by tuning an experimental parameter
or by better determining the initial energy of the parton. The former objective
was accomplished by measuring R4 as a function of angle with respect to the
reaction plane [47]. The data appear to be at odds with a simple L or L?
dependence of the energy loss predicted by the LPM effect, a puzzle that has
not yet been definitively resolved. The motivation for v 4 jet measurements
in nuclear collisions is that they fulfill the latter objective, since the initial
energy of the away-side parton is easily determinable. Before describing these
measurements, it will be useful to introduce jet and photon measurements in
both elementary and heavy-ion collisions.

1.4 Jets and Two-Particle Correlations

1.4.1 Elementary Collisions

Evidence for hard scattering was first observed by the CERN-ISR experiments
in the early 1970’s as an excess in the single particle yield at high pr [48]. As
V/s increases the data show an increasingly power-law-like behavior in con-
trast to the exponential behavior observed at lower energies. The definitive
measurement of jet production came from evidence of back-to-back correla-
tions from the SPEAR storage ring [49]. Contemporary jet measurements,
for example at the Tevatron, invoke jet reconstruction algorithms to deter-
mine the full energy of the jet event-by-event. These methods are difficult to
apply in heavy-ion collisions due to the overwhelming background from soft
collisions. Instead, a very useful approach has been to measure correlations
between particles.

The idea behind two-particle correlation measurements is to find a sam-
ple of high pr particles, referred to as triggers, in order to obtain a sample
dominated by jet events. Then one studies the yield of partners, i.e., particles
associated with the trigger (also referred to as the conditional yield, associated
yield or per-trigger yield). The most common example of such a measurement
is to fix a window in trigger and associated pr (denoted pr; and pr,) and then
to count the associated yield per trigger as a function of A¢, the azimuthal
angle separating the two particles. We will often use the following shorthand
to express such a per-trigger yield, where N is understood to be the number
of pairs.

1 dN

Y(A¢) = ntriggers dA¢

(1.13)
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Figure 1.11: Cartoon illustrating a measurement of two-particle correlations
from jets. Adapted from [50].

An example of a per-trigger yield measurement using 7° triggers and charged
hadrons partners (7°-h) in p + p collisions is shown in figure 1.11. The two-
peak structure characteristic of such measurements shows that the event sam-
ple is dominated by di-jets, i.e., hard 2 — 2 parton scattering. The peaks sit
on top of a pedestal which is due to initial and final state interactions amongst
the beam remnants and the hard-scattered partons [51]. In the PHENIX data
this "underlying event” is usually subtracted away in both p+p and A + A
collisions as discussed in section 3.3.1. In the case of A4+A collisions there
is a much larger underlying event resulting from the multitude of nucleon-
nucleon interactions which occur. Moreover, the elliptic flow of the underlying
event must be properly accounted for in order to study the jet correlations
exclusively.
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Figure 1.12: Per-trigger yield for hadron-hadron pairs in /syy = 200 GeV
p + p and Au + Au collisions. [52]

1.4.2 Heavy-Ion Collisions

A number of very interesting measurements of two particle correlations have
been made in heavy-ion collisions. The STAR experiment performed a hadron-
hadron (h — h) correlation measurement with triggers of pr; > 4 GeV and
partners of 2 GeV < pr, < pr;. The result, shown in figure 1.12, demonstrates
that for central Au + Au collisions the near-side jet looks very similar to p + p
but the away-side jet completely disappears. This is consistent with a picture
in which the near-side jet is usually produced near the surface and the away-
side jet is completely absorbed by the medium.
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Figure 1.13: Per-trigger yield for hadron-hadron pairs in /syy = 200 GeV
p + p and Au + Au collisions. [53]

PHENIX found that by performing measurements at lower values of partner
pr one was able to observe the medium response to the deposited energy.
Figure 1.13 shows a similar h — h correlation measurement but now for 2.5 <
pri: < 4 GeV and 1 < pr, < 2.5 GeV for several centrality selections. For
this lower pr selection one finds that opposite side correlations are no longer
backward peaked, but rather peaked more than one radian away from 7. On
the other hand, at large enough values of of pr STAR showed that the away-
side jet returns to its standard shape, as shown in figure 1.14.

An in-depth study of the py evolution reveals that the data may be fairly
well described by assuming that the shape of the correlation is the sum of
two contributions: a Gaussian peak centered at 7 as is observed in p + p
collisions and another Gaussian peak offset from 7 by about 1.1 radians [50].
Figure 1.15 shows a fit to a A¢ distribution using such an ansatz. Rather than
performing a fit, which is somewhat dependent on the functional form chosen
one often defines a "head” region around 7 which is sensitive to the so-called
punch-through jet and less so to medium response and a ”shoulder” region
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Au + Au collisions. [54]
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lisions. The right panel shows a three Gaussian fit also shown separated into
its head and shoulder components [50].
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Figure 1.16: I44 as a function of pr, for various selections of pr; for the head
region (|[A¢ — m < 7/6) and the head + shoulder regions (—A¢ — 7 < 7/2)
[50].

centered around 7 + 1.1 radians which displays the opposite properties. One
can compare both of these regions to data from p + p collisions by defining
the quantity I44, which is the ratio of the per-trigger yield in A + A to p + p.
Figure 1.16 shows I 44 for the head region and the head + shoulder region [50].
In the absence of any medium response one would expect the 44 for the two
regions to be the same if parton energy loss changes only the magnitude of the
punch-through peak but not its shape. In this picture the medium response
appears as an excess of the 44 of the head + shoulder region over the head
alone below about 2-3 GeV depending on the pr; selection.

There is a wealth of other interesting data on the shoulder feature including
its dependence on orientation with respect to the reaction plane and evidence
of its conical nature from three particle correlations. For the present purposes
it will suffice to simply have a rough idea of the pr range over which the
medium response is apparent.

Another interesting feature of two-particle correlations in heavy-ion col-
lisions appears when correlations in pseudo-rapidity dependence are studied.
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n /sy = 200 GeV Au + Au collisions. [55]

Figure 1.17 shows the per-trigger yield vs. both A¢ and An [55]. Beyond the
near-side peak a clear long range correlation extending out to the full range
of 1.5 units covered by this measurement.

Both the cone and the ridge seem to be aspects of the medium’s response
to a hard parton and are likely connected. If the theoretical framework of
jet energy loss is presently reaching maturity then the correct description of
energy redistribution or medium response is only in its infancy or perhaps
has not yet been conceived. There are a number of theories on the market
to explain both the cone [56], [57] and ridge [58], [59], of which I have only
referenced a small sample.

1.5 Direct Photons

Now that we have reviewed the landscape of two-particle correlations in nuclear
collisions we turn to the other ingredient of the v — h measurement, the direct
photon.
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Figure 1.18: Feynman diagrams representing LO direct photon production:
a) quark-gluon Compton scattering b) quark annihilation. Figures adapted
from [60]

1.5.1 Direct Photons at Leading Order

To leading order direct photons have two very important properties that make
them a valuable tool in both particle physics and heavy-ion physics.

e There are relatively few leading order (LO) diagrams which contribute
to direct photon production

e The photon-quark coupling is point-like and therefore not complicated
by long-range QCD behavior (jet fragmentation) in the final state in
distinction to hadronic observables

Figure 1.18 shows the two main types of diagrams which contribute to direct
photon production. Diagrams a) represent quark-gluon Compton scattering
while b) represent the quark-antiquark annihilation process. In p + p collisions
the Compton-type process dominates the cross section by roughly an order of
magnitude over annihilation as a result of the scarcity of antiquarks. Due to
the presence of the gluon in the initial state, this process is sensitive to the
gluon distribution function, a point to which we will return below.
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Figure 1.19: z distributions from 7%h correlations for several ranges of pr,
compared to calculations using quark (solid) and gluon (dashed) fragmentation
functions as parameterized by the LEP data [61].

1.6 Correlations Using Direct Photons

The point-like nature of the photon coupling turns out to be an extremely
useful property of the v + jet channel if one wants to measure the fragmen-
tation function, or effective modifications to the fragmentation function in
nuclear collisions, as we shall discuss shortly. It was originally believed that
the fragmentation function could be measured using back-to-back correlations
by a simple rescaling of the conditional yields i.e., the distribution of z,(=
Pr.a/Prjet) Was well approximated by the distribution of (ztrigger) ' Pr.a/Prs
[62]. The underlying assumption is that the selection of the trigger particle
is the only criterion that determines the energy of the away-side jet, so long
as pry > pre. Unfortunately, as a result of the jet’s steeply falling cross sec-
tion the sample of jets selected also depends strongly on pr,. This is clearly
demonstrated in figure 1.19 which compares g (= pra/pricos Ag) 3 dis-
tributions for 7° triggers to estimates using quark and gluon fragmentation
based on parameterizations of the LEP data [61]. Despite the fact that the
two fragmentation functions were taken to be quite dissimilar, D, o e~'* and
D, x e % they only result in a slight difference in the zp distributions.

3We postpone a discussion of jet fragmentation variables until section 6.4. Note that zp
is essentially the same as zp (= pr,o/pr,t) which is often used instead.
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Figure 1.20: Ratio of positively to negatively charged hadrons on the away-side
of a direct photon as a function of zx(= zg) [60].

For v — h correlations, on the other hand, the conditional yield should be
much more closely related to the fragmentation function. In the leading order
picture, the direct photon exactly balances the away-side jet and therefore,
the measureable quantity, pr../pr., is nothing but the fragmentation variable
PT.a/Pr,jetr- This explains why v — h correlations are a powerful measurement.
They provide a source of recoil partons of fixed momentum. Their conditional
yields in p 4 p collisions only probe the jet fragmentation. By contrast, hadron
correlations are controlled by the jet cross section which also depend on the
PDF’s and the parton scattering cross sections.

The dominance of the Compton process means that ~-triggered jets are
likely to be quark jets. In nuclear collisions this fact may be exploited to
measure the difference between quark and gluon energy loss as by comparing
them to 7° triggered jets which are more likely to be initiated by a gluon.
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Figure 1.21: Examples of Feynam diagrams for photon bremsstrahlung pro-
cesses at NLO. Figures adapted from [60].

Unlike identified baryon and meson spectra which will here be shown to have
only a very tenuous connection to the parton flavor, the correspondence of
~v-triggered jets to their up quark progenitors may be readily verified. Since
there are two valence up quarks in a proton, each of charge 2/3, compared to
only 1 valence down quark of charge 1/3, than the recoil jet will be initiated by
2/3
1/3
a result, one expects to see more positively charged hadrons on the away-side
than negative. Figure 1.20 shows the ratio of positively to negatively charged
hadrons associated with a direct photon from the R110 experiment at the
ISR [60]. There is a substantial excess of positive charge at large pr,/pr: for
the direct photon triggers as compared to the 70 triggered sample, although
the effect is diluted by the creation of charge pairs in the jet fragmentation
process. The data are consistent with theory predictions when NLO effects,
which are the topic of the next section, are included.

2
an up quark a factor of 2 ( ) = 8 times more often than a down quark. As

1.6.1 Beyond Leading Order

If the direct photon production was really described solely by leading order
pQCD then photon phenomenology would be considerably simpler. There
exists an additional class of diagrams, however, which temper the simple in-
terpretation suggested by the LO picture of v+ jet. At NLO, for example,
one may add an additional QED vertex to a 2 — 2 QCD scattering which cor-
responds to photon radiating from a quark. Feynman diagrams corresponding
to such a process are shown in figure 1.21. This introduces an additional
scale into the calculation. Below this fragmentation scale photon produc-
tion is non-perturbative and is absorbed into a parton — photon fragmenta-
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Figure 1.22: Top panel: NLO calculations [66] compared to the PHENIX direct
photon photon cross section [67]. Bottom panel: The ratio of fragmentation
to total photon with and without an isolation cut.

tion function. Although in principle, at high pr or more precisely at high z,
the bremsstrahlung contribution is calculable in perturbation theory, it must
be matched to the non-perturbative photon fragmentation function which is
poorly constrained by data [63,64]. Surprisingly, these diagrams effectively
contribute to the same order as the LO processes due to the O(a/a;) behav-
ior of the fragmentation function [65].

Experimentally, the bremsstrahlung component can be suppressed using
an isolation cut, in which any photon with hadronic activity nearby is vetoed.
Such cuts have been successfully applied to theoretical calculations as well and
the resulting cross section calculations agree fairly well with the experimental
data. Figure 1.22 shows an NLO calculations of the prompt photon cross
section compared to the PHENIX data. The bottom panel shows the ratio of
next to leading order calculations with and without an isolation cut. Without
an isolation cut fragmentation photon are on the order of 30% of the total
photon sample. With an isolation cut they are reduced to a 10% contribution.
While isolation cuts have long been used successfully in elementary particle
collisions, we note that their application in heavy-ion collisions would be non-
trivial and has never been demonstrated.
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1.7 Initial State Radiation and the £y Effect

As it turns out photon fragmentation at NLO is not the only subtlety in-
volved in direct photon phenomenology. In order to understand the somewhat
controversial topic of the kr effect, some historical context is useful. At one
time direct photon data was considered to be the most promising avenue to
constrain the gluon distribution function due to the dominance of the Comp-
ton scattering process. By the mid 90’s the full NLO calculations had been
performed and new, precise direct photon data at higher values of z were
becoming available from the Tevatron experiments. Around the same time
a number articles appeared questioning the consistency amongst the various
photon measurements and the completeness of the theoretical description. Al-
though at the time it appeared that data from the two Tevatron experiments
were not mutually compatible, the crux of the argument revolved primarily
around (and still does revolve around) a data set from the E706 fixed target
experiment. This discrepancy, it turns out, is thought to arise not from NLO
effects but rather from higher order, and even non-perturbative, processes as-
sociated with an observation known as the kr effect [68].

In LO pQCD a pair of hard-scattered partons emerges exactly back-to-
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Figure 1.24: Compilation of direct photon data compared to NLO calculations
from [69], [70].

back. Due to the finite size of the proton however, the colliding partons each
have a small transverse momentum on the order of 300 MeV due to the un-
certainty principle. At NLO, an additional momentum kick may be incurred
by the emission of a single parton in the initial state. The component of the
kick transverse to the outgoing parton pair causes them to be acoplanar while
the longitudinal component gives them a momentum imbalance. This results
in a flattening of the direct photon pr spectrum particularly for pr ~ kr. Nu-
merous measurements, compiled in figure 1.23, have been made of the net pp
of outgoing parton pair (po*"" = v/2kr) from Drell-Yan, di-jet and di-photon
events [61]. The data are consistent with a ky which is independent of the
observable and rises roughly as log+/s attaining values far in excess of the
kr ~ 1 GeV which can be attributed to NLO pQCD at the Tevatron energies.

Apanasevich et al. showed that by adding an ad hoc phenomenological
momentum smearing to the theory they were able to fit the world data with
such ”kp-enhanced” NLO calculations quite well [71]. This was taken as evi-
dence that the theory was incomplete. Aurenche et al. however, argued (see
figure 1.24) that all data except the E706 results could be described at NLO
without any additional k7 smearing by fine-tuning the gluon distribution func-
tion [69], [70]. Given this controversy, and the model dependence inherent to
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Figure 1.25: PHENIX 7° cross section at 62.4 GeV and direct photon cross
section at 200 GeV [75] compared to NLO calculations [76].

the kr smearing approach, the CTEQ collaboration discontinued the use of
direct photon data in their global fits and this exclusion has since become
standard [72].

The mechanism that gives rise to the anomalously large k7 is generally
believed to arise from soft gluon emission from the initial state partons and its
recoil effects. The calculation of such effects requires a procedure requires a
resummation in which effects from all fixed orders are taken into account. In
[73] it was shown that these calculations can, in principle, significantly improve
agreement between data and theory at fixed target energies. Recent result at
from the DO collaboration show that their are still discrepancies between the
direct photon cross section and NLO calculations at collider energies [74]. It is
not clear, at present, whether these issues can be resolved by the introduction
of resummation techniques.

It is important to address what, if any, concerns this raises for correlations
studies at RHIC energies. Figure 1.25 the PHENIX direct photon cross section
at 200 GeV. The data are consistent with the NLO calculation but the scale
uncertainties in the theory are considerable. For comparison, the 62.4 GeV
70 cross section is also shown. In that case the NLO calculation was even
more uncertain. A resummed calculation, however, was able to dramatically
reduce the uncertainties. This example serves to illustrate that the effects
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Figure 1.26: Nuclear modification factor for photons as well as 7%’s and 7n’s as
a function of pr for central Au+ Au collisions [77].

which lead to an anomalously large kr, which are precisely those quantified
in the resummation calculation, can have substantial consequences. As we
will discuss momentarily, photons will be used to constrain the momentum
of the recoil parton. Their momentum balance is, however, spoiled to some
extent by the kr effect. In this regard, it will be useful to directly measure the
magnitude of the kp effect from data, and determine its effect on the observed
pr.a/pr: distributions.

1.8 Direct Photons in Nuclear Collisions

Photons are useful in nuclear collisions because of their comparatively small
cross section for interaction with both hadronic and partonic matter. In the
leading order picture one expects photons to display no high pr suppression at
all and, until quite recently, PHENIX data indicated that this was the indeed
the case, as shown in figure 1.26. Since no isolation criterion is applied to
this data one might expect that the bremsstrahlung component of the photon
sample would exhibit the same suppression as observed in hadronic spectra.
Newer preliminary data shown in figure 1.27 do indeed show that Ris <
1 although the effect is only significant in the highest pr data point. Also
shown is a theoretical prediction including energy loss, as calculated in the
BDMPS framework * [78]. The theory reproduces the qualitative features

4Initial state effects from shadowing and isospin are also included
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Figure 1.27: Preliminary results for the nuclear modification factor for photons
as function of pr for central Au+ Au collisions compared to a theoretical
prediction using the BDMPS model of energy loss [78]. The parameter w, is
related to ¢. [79]

of the data but describes the shape only marginally well. Even disregarding
the uncertainties in the energy loss calculations this is not surprising as it
is speculated there may be novel sources of photons in nuclear collisions not
considered in this particular model.

Figure 1.28 shows a prediction for the direct photon py spectrum in Au + Au
collisions. The jet-plasma contribution represents the following two novel
sources of photon production which are thought to be induced by the presence

of a QGP.

e Induced Bremsstrahlung - Photons radiated by partons as they are at-
tenuated by the medium [80].

e Jet Conversion - Photons generated by 2 — 2 processes in which a hard
parton rescatters off a medium parton, e.g. a hard quark and medium
gluon Compton scattering to produce a photon [81], [82].

The medium induced sources are estimated to be roughly equal in magnitude to
the direct component at 5 GeV and become less significant with increasing pr
representing about a third of the total cross section by 15 GeV [83]. Signatures
of these sources include an enhancement in R4 and a negative vy (elliptic flow
which is oriented out-of-plane with respect to the reaction plane). Neither of
these signatures have yet been observed with any certainty.
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Figure 1.28: Calculation of the direct photon cross section in central Au 4+ Au
events broken down into its constituents. [83]

1.9 ~+ jet: The Golden Channel

v + jet is often referred to as the “golden channel” for jet tomography studies
. In contrast to single or di-hadron measurements where the initial parton
energy is not known, jets recoiling from direct photon exactly balance the pho-
ton’s momentum, modulo beyond-leading-order effects such as bremsstrahlung
and initial state radiation (k7). This allows for the determination of the ini-
tial parton momentum without full jet reconstruction, which is difficult in
the high multiplicity environment of heavy-ion collisions. Moreover, hadronic
observables are strongly biased towards surface production, whereas photons
sample the entire collision and should therefore favor the core of the overlap
zone where the nucleon density is greatest.

As discussed in section 1.3.2, it is difficult to disentangle the properties of
the dense medium from the nuclear geometry and space-time evolution of the
system, in part, due to the surface bias in hadron triggered measurements. The
situation is further complicated by the lack of a definitive model of the energy
loss itself. For example, in some models partons have a finite probability to
emerge from the center of the collision zone without interacting at all while in
others unsuppressed jet production is exclusively surface production. Due to
its penetrating nature, photon-hadron correlations have greater sensitivity to
the path-length dependence as will be discussed below.

The use of the v + jet channel as a tomographic tools was first advocated

>The history of the field warns us to beware of such bold proclamations
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Figure 1.29: Left: Modified fragmentation function for v — h correlations with
and without energy loss and also with and without the kr (Er) effect. Right:
- The ratio of the modified fragmentation function to the vacuum one (144)
in the presence of energy loss with and without kr [84,85].

by Xin-Nian Wang and collaborators in a pair of seminal articles on the subject
about 10 years ago [84,85]. They define an effective medium modified frag-
mentation function which simply the observed distribution of p/p7. (labeled 2
in the figure). The results, shown in figure 1.29, demonstrate the sensitivity of
the measurement to the energy loss which is implemented in an ad-hoc fashion
by assuming a loss 1 GeV/fm. Also noteworthy, the modified fragmentation
function is also sensitive to the inclusion of the kr effect (they use the notation
Er). In the ratio of Au+ Au to p + p associated yields (= [44) they show
that this sensitivity cancels in the ratio at low p/pJ. but is pronounced at
higher values.

The benefit of v — h correlations over single hadron spectra was studied
by Renk in [86]. He created a toy model where he inserted various energy
loss profiles, let the system evolve hydrodynamically and then studied the
sensitivity of Raa and the v — h per-trigger yield (pr? = 15 GeV) to the
model input [86]. Figure 1.30 shows his prediction for R4 4 (left) and a quantity
proportional to I44 of v — h pairs for the different energy loss profiles. For
R4 nearly all of the models follow the 7 R4, data fairly closely. The v — h
predictions, on the other hand, appear to be quite well separated, particularly
at small pr , where they differ by about a factor of 3. This study indicates that
most informative measurements are those at low z, provided that the medium
response, which is not considered in this model, does not dominate the signal.
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Figure 1.30: Left - Comparison of a toy model which compares various energy
loss profiles to the 7 R44. Right - The pr?dN/dp% normalized to the vacuum
fragmentation expectation for v — h correlations for the different energy loss
profiles. [86]
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Figure 1.31: Calculation of scattering centers for several observables in the

ZOWW model.
photon-hadron pairs. [66,87].
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Figure 1.32: Prediction for yield associated with 15 GeV direct photons as a
function of pr, in central Au+ Au collisions using the AMY formalism [83].

Recently, updated predictions of energy loss using the modified fragmen-
tation function approach were made available [66, 87]. They calculate the
distribution of scattering centers sampled by several observables as shown fig-
ure 1.31. In this model, both the measurement of both single hadrons and
hadron pairs are biased to the surface of the collision zone. Moreover, this
conclusion is independent of pr selection. For direct photon correlations the
measurement is similarly biased when the hadron and photon are chosen to
have the same momentum. As the momentum of hadron decreases, however,
one samples progressively deeper into the medium. The authors conclude the
photon triggered correlations are hence, more sensitive than other observables.

Calculations of energy loss using photon tagged jets are also available using
the BDMPS [78] and AMY [83] formalisms in addition to the hydrodynamic
evolution. The latter group were also able to include medium induced pho-
ton production in their predictions. Figure 1.32 shows their prediction for
the total direct photon per-trigger yield and each of its components. At low
pr.o prompt (Compton and annihilation) production dominates, however their
results indicate that as pr, approaches pr; medium induced production may
be studied directly.

We point out that one piece of information that is currently lacking from
the theoretical literature on v — h correlations are accompanying predications
for 70-h correlations using exactly the same energy loss framework, hydro
evolution, etc. Since direct photons are a high purity quark jet tag and 7%’s
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may recoil against either quark or gluon jets, the comparison of these two
observables is sensitive to the color factor of parton energy loss in a much less
model dependent way than identified hadron spectra ©.

This concludes the overview of motivation and theoretical status of v — h
correlations. With these in mind, we outline the goals of the present study.

1.10 Statement of Purpose

The motivation of v — A correlation is to perform tomographic studies of the
Quark-Gluon Plasma by measuring the path-length dependence of parton en-
ergy loss. As this is one of the foremost goals of the RHIC II program during
the next decade, the reader should not presume that the definitive measure-
ment is performed in this study. However, the first measurements of such
correlations in Au + Au collisions have been performed, and a number of is-
sues may be addressed, as follows.

e We will develop a methodology to perform ~+jet studies using two par-
ticle correlations and investigate.

e By comparing direct photon correlations in Au+ Au and p + p colli-
sions, we will investigate whether high pr associated hadron production
is suppressed, and, if so, compare the level of suppression to single and
di-hadron measurements.

e We will compare the nuclear modifications factor to theoretical predic-
tions of parton energy loss.

Agreement between QCD and baseline measurements in elementary colli-
sions is a pre-requisite for the successful modeling of parton energy loss. Using
the available RHIC data from p + p collisions, precision studies of two-particle
correlations may be performed. In doing so, we investigate the following:

o We will attempt to improve the methodology of v — h correlations, be-
yond what was developed for Au -+ Au collisions, by partial event-by-
event identification of direct photon-hadron pairs, taking advantage of
the relatively clean environment of p + p collisions.

e The extent to which next to leading order effects, specifically photons
from jet fragmentation, play a role will be investigated by comparing
direct photon correlations with and without an isolation cut.

6Since writing the author has learned that such a study using the ZOWW model will be
published shortly.
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e Measurements of the kp effect in the y+jet channel will be performed
and their consequences for two-particle correlations measurements will
be investigated.

e The capacity of direct photon and 7° triggered correlations to tag parton
flavor will be investigated and the application of such studies to the mea-
surement of the gluon fragmentation function and the flavor dependence
of parton energy loss will be explored.
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Chapter 2

Experimental Apparatus

2.1 Overview

2.1.1 RHIC

"l

LINAC [

1]

Figure 2.1: Aerial view of the RHIC complex.

The Relativistic Heavy-Ion Collider (RHIC) complex, shown in aerial view
in figure 2.1 is located at Brookhaven National Laboratory in Upton, New
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York. RHIC is a dedicated heavy-ion and proton-proton collider with a maxi-
mum /Sy of 200 GeV in nuclear collisions and 500 GeV in proton collisions.
The capabilities of the machine are remarkably flexible. It is capable of col-
liding a range of species which will soon include ions as heavy as uranium.
RHIC is also able to collide polarized protons allowing the spin structure of
the nucleon to be probed. Future prospects include low energy operation to
search for the QCD critical point.

The RHIC rings is made two counter-circulating beam line with 2.4 mile
circumference. There are six interaction sites around the beam. Two small
experiments, PHOBOS and BRAHMS have recently finished data taking. Cur-
rently, two large detectors are in operation, namely STAR and PHENIX.

2.1.2 PHENIX
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Figure 2.2: Overhead view of the PHENIX detector.

PHENIX (Pioneering High Energy Nuclear Interaction eXperiment) is op-
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timized to study rare processes via measurements of leptonic (electron and
muon) and photonic channels. In contrast to more hermetic detectors such as
STAR, PHENIX has partial angular coverage but provides excellent resolution
and momentum reach for a wide variety of observables. Figure 2.2 shows and
overhead view of the PHENIX detector. The two central spectrometer arms
surround a central magnet which provides an axial magnetic field parallel to
the beam axis.

Figure 2.3 shows a side-view of the PHENIX central arms. The vari-
ous detector sub-systems enable charged particle tracking, particle identifi-
cation and electro-magnetic calorimetry. Particles pass through the magnetic
field before entering the drift chambers (DC). Before reaching the electromag-
netic calorimeters (PbSc and PbGl) they traverse additional tracking cham-
bers (PC1, PC2, PC3) and various specialized particle identification detectors
(TOF, Aerogel, RICH, TEC). The opposing arms each subtend an azimuthal
angle of 7/2 with pseudo-rapidity of 0.7 units providing reasonable (but not
optimal) acceptance for studies of back-to-back particle production from jets.
The functionalities of the various detectors used in the present analysis are
discussed in this chapter. Muon detection is achieved by the forward spec-
trometer arms which will not be discussed. The global detectors at forward
rapidity, the topic of the next section, are used for event triggering and timing
synchronization as well as to measure event characteristics such as the primary
vertex, centrality and reaction plane.

2.2 Global Detectors

2.2.1 Beam-Beam Counters

The Beam-Beam Counters (BBC) [88], shown in figure 2.4, are arrays of photo-
multiplier tubes attached to quartz Cherenkov radiators. These 3 c¢cm long
Quartz crystals have a threshold of 7 = 0.7. The BBC’s are situated around
the beam pipe at £144 cm from the center of the interaction region covering
3 < n < 4 over the full azimuth. This forward rapidity coverage permits detec-
tion of charged particles from nearly all collisions while minimizing correlations
with the central arm detectors.

The most important feature of the BBC detectors are their excellent tim-
ing resolution. The intrinsic resolution of a single element is ~ 40 ps. The
difference in the time from the two BBC’s is used to determine the collision
vertex to accuracy of order 1 cm for central Au+ Au multiplicities. The sig-
nal from the BBC is rapidly digitized and forms the basis of the Local Level 1
trigger which rejects collisions occurring outside the center of the interaction
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Figure 2.3: The PHENIX central arm configuration during Run 6.

region (> 30 cm). The BBC’s record the start time of the collision, 770, to a
resolution of about 20 ps in Au+ Au events which is used with information
from the TOF detectors to identify hadrons.

Figure 2.4: The Beam-Beam Counters. Left: A single element consisting of a
PMT and a quartz radiator. Middle: One of the two assembled BBC detector
arrays. Right: BBC array cabled and installed around the beam pipe on the
face of the central magnet.
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2.2.2 Zero Degree Calorimeters

The Zero Degree Calorimeters (ZDC) [88], shown in figure 2.5 are hadronic
calorimeters located 18 m from the interaction point very close to the beam
axis (n ~ 6). They are positioned behind the dipole bending magnets such
that charged particles are deflected out of their paths by the magnetic field.
They are designed to catch spectator neutron fragments whose trajectory lie
at small angle with respect to the beam axis, typically only a few mrad. The
detectors are made of tungsten plates sandwiched with optical fibers which are
read out by PMT’s. The large radiation length of 50X, ensures that hadronic
showers are well-contained. The ZDC has an energy resolution of about 25 %
for single neutrons.
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Figure 2.5: Diagram of the beam line near the interaction region showing the
position of the ZDC detectors and the dipole magnets
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2.3 Centrality Determination

In the Run 4 data the measured response in the ZDC and BBC detectors were
used to define the collision centrality. The determination of centrality is of
particularly importance in heavy-ion collisions since it is used to estimate the
mean impact parameter of a given set of collisions, and by extension, quan-
tities such as number of participant and collisions. This is done using the
Glauber model and the Woods-Saxon parametrization of the nuclear density
profile [23]. Figure 2.6 demonstrates how the centrality is determined from the
response of these two detectors. The correlation between the energy deposited
in the ZDC’s and the total charge measured in the BBC’s is plotted. Based
on this distribution the collisions are sub-divided into centrality classes indi-
cated by the colored bands. The ZDC shows maximal sensitivity in peripheral
collisions the signal from charged particles that reach the BBC is small. By
mid-peripheral centralities the ZDC response becomes anti-correlated to that
of the BBC as spectator neutrons are increasingly less likely. The coincidence
of the BBC and ZDC are used to define the minimum bias trigger condition.
Using HIJING simulations that 92 4+ 2% of the total inelastic cross section is
measured in Au + Au collisions.
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Figure 2.6: Centrality determination from the normalized ZDC energy depo-
sition and BBC charge sum. Color indicates the centrality selection (black:
0-10%, red: 10-20%, green: 20-40%, blue: 40-60%, magenta: 60-92%.
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2.4 Central Tracking

2.4.1 Drift Chambers

1 V2~ planes

U2 = planes

s X2-planes

| | H
EEREE =
i : | 3 1 ‘ L V1= planes H x5
oo . i
i Vol Vi Poux Gate wires
' [ H o] UL planes H !
AR LB v
o : ]

L
L @ N sense (anode)

N X1~ planes wie

i '
P
anode plane | P ; [
™ cathode plane

Construction of DC frame Sector, side view

\ Ti frame

mylar window

Figure 2.7: The Drift Chamber. Left: View of the drift chamber frame and its
dimensions. Right: A side-view of the one sector of the drift chamber showing
the wire layout with an inset showing one group of wires.

The workhorse of the central tracking system is the PHENIX Drift Cham-
ber System [89] shown in figure 2.7. The chambers are cylindrical titanium
frames with mylar windows on the front and rear surfaces which lie at radial
distance of 2 and 2.46 meters from the beam axis, respectively. They are filled
with a gas mixture composed of 50% argon, 50% ethane. A total of 6500
anode wires are stretched across the chamber to collect electrons ionized from
the gas by charged particles. The distance of a track from an anode wire is
calculated from the drift time of the electrons. Each of the wires is segmented
by a piece of non-conductive kapton in the center of the detector and defining
the two ”sides” of each chamber each of which is read out separately. A side
is composed of twenty sectors or “keystones” one of which is diagrammed in
figure 2.7. Two layers of anode wires (X1 and X2) lie in the direction of the
beam axis. Stereo wires (U and V) are placed at an angle of 6° with respect
to the X wires such that they start in one sector and end in the neighboring
one. The inset shows an individual cell which contains four anode wires and
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a number of other wires of various functionalities. The potential wires hold
voltage to create an electric field which terminates at the cathode. The field
is controlled by gate wires which define the boundaries between neighboring
anode wires. A set of back wires are held at a small potential to shield the
anodes from one side such that each wire anode wire is only sensitive to tracks
from one direction.

The drift chamber is optimized to measure the pr of charged tracks in a
high multiplicity environment. The single tracks resolution achieved is about
165 pm in the r-¢ plane with a track finding efficiency of better than 99%. De-
termination of the momentum vector, however, requires more information on
the longitudinal direction of track (along the beam axis) than can be achieved
from U and V stereo wires alone. This supplementary information is obtained
from the pad chambers.

2.4.2 Pad Chambers
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Figure 2.8: A diagram of one of the Pad Chambers (PC1)

The pad chambers (PC) [89] are multi-wire proportional chambers in which
a single plane of anode wires is bounded by two cathode planes. One of the
cathode planes are divided into pixels for two dimensional readout with 4320
channels per chamber. The pad chambers are over 99% efficient and have a
position resolution of 1.7 mm. The PC1 is mounted directly behind the drift
chamber and together with the primary vertex from the BBC, they determine
the momentum of tracks with resolution dp/p ~ 0.7%®1.0%p (GeV) where the
first term is due to multiple scattering before the drift chamber and the second
is the intrinsic angular resolution [24]. Shown in cross section in figure 2.8,
the PC1 lacks a frame due to space restrictions, and is instead self-supported
by the addition of rigid honeycomb sandwich structures. The other two pad
chambers are placed behind the RICH and in front of the electromagnetic
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calorimeter, respectively. Hits from these pad chambers are often required to
reject accidental associations with secondary tracks produced from decay and
CONVersions.

2.5 Electromagnetic Calorimeters

The electromagnetic calorimeters (EMC) [90] are primarily responsible for
measuring the energy and position of photons and electrons. There are two
sets of detector technologies employed, lead scintillator sampling calorimeters
(PbSc) and lead glass cherenkov calorimeters (PbGl), which have very different
characteristics providing a valuable cross-check on photon measurements. The
calorimeter is composed of eight sectors of which two are PbGL.
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Figure 2.9: Diagrams of the electomagnetic calorimeters. Left: A module of
PbSc towers. Right: A supermodule of PbGI towers.

The 15552 PbSc towers are made of alternating layers of Pb absorber and
scintillating plastic with a total radiation length of 18 X,. Light is read out
of the towers via wavelength shifting fibers into phototubes. A module which
consists of four towers is shown in figure 2.9 (left). The PgGl calorimeter
previously served as part of the WA98 detector at the SPS. The two PbGl
sectors have a total of 9216 towers. Groups of 24 towers, called supermodules,
are bonded together as shown 2.9 (right). In contrast to the PbSc, the PbGl
is a homogenous calorimeter, i.e., the energy absorbtion and signal generation
take place in a single material. The addition of Pb-oxide to glass increases
its index of refraction (n=1.648) enhancing the Cherenkov radiation. Each
tower has a radiation length 14.4X, and a Moliere radius of 3.68 cm. The
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resolution of the PbGl and PbSc detectors as measured in the test beam data
are 0E/E = 5.9%/VE @ 0.8% and 0E/E = 8.1%/VE ® 2.1%, respectively.
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Figure 2.10: The x? per degree of freedom distribution for electrons and pions
in the PbSc detector.

Electromagnetic showers are distinguished from hadronic ones via a statis-
tical analysis of their shower profile. For the PbSc an analytical parametriza-
tion of the shower shape fluctuations including energy sharing was devel-

oped [91]. Deviation from the expected shower shape is quantified as x* =
red _ rmeas)2
> (%TEZ) where E¢s and E'"*? are the measured and predicted ener-

gies of the ith tower contributing to the photon cluster. Figure 2.10 shows the
x? for electrons and pions. The arrow indicates the value of x? corresponding
to 90% electron efficiency. A similar shower shape cut is applied to clusters
in the PbGl. Hadron rejection in both detectors may be enhanced through
the use of a veto cut using information from the central tracking detectors, as
discussed in section 3.2.4, or by using the time-of-flight information from the
calorimeter. The latter methodology is largely redundant given the x? and veto
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cuts used in the present analysis and is therefore not employed. The timing
information is, however, used for a different purpose, to identify hadrons.

Above 500 MeV the PbSc has a nearly constant time resolution of ~ 120ps
for electrons and ~ 270 ps for protons as shown in figure 2.11. As discussed in
the next chapter the timing information can be used to identify pions and pro-
tons below 1.5 and 2.0 GeV, respectively. The PbGI cannot be used to identify
hadrons as they typically shower closer to the back end of the calorimeter than
electromagnetic particles such that their signal arrives at the electronics first
despite their longer flight time. Higher resolution time-of-flight information
is available from the limited acceptance TOF detector described in the next
section.
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Figure 2.11: Timing resolution of the PbSc for electrons, charged pions and
protons from beam test studies.

The EMC front-end electronics are fast enough to provide triggering ca-
pability. The EMCal-RICH Triggers (ERT) are used to quickly discriminate
events likely to contain high pr photons or electrons based on energy deposi-
tion in the EMC. The name ERT is something of a misnomer as information
from the RICH detector, which is described in the next section, is only used
for electron triggering. The basic unit of triggering, known as a tile, is com-
posed of four towers. Each tile is served by an ASIC (Application-Specific
Integrated Circuit) chip which calculates the analog sum of their signals, a
useful approach since photon showers typically spread over more than one
tower. Individual hot or dead towers can be masked out. Each ASIC receives
the signal from the neighboring chip and overlapping 4x4 groups of towers are
used as triggers. Each trigger is defined by a different threshold: 2.1, 2.8 and
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1.4 GeV for the so-called 4x4a, 4x4b and 4x4c triggers, respectively. In the
p + p data considered in this study, data satisfying any of the three triggers
are used. Only minimum bias data is used for the Au + Au results.

2.6 Particle Identification Detectors

2.6.1 Ring Imaging Cherenkov Counters

The Ring Imaging Cherenkov Detectors (RICH) [92] diagrammed in figure
2.12 are located radially between the drift chamber and the calorimeter. The
detector is designed to identify electrons by identifying their Cherenkov rings.
The detector volume is filled with C'Oy which has a Cherenkov threshold of
18 MeV for electrons and produces an average of 12 photons for a § ~ 1
particle over a path-length of 1.2 m. The diamater of the produced ring is
about 11.8 cm. The detector is fitted with mirrors which focus the photons
towards PMTs before the signal is sent to the front end electronics. At high
pr, electrons from both the primary vertex and from secondary sources, such
as photon conversions, contaminate the sample of hadron track candidates.
Pions have a much higher Cherekov threshold of 4.65 GeV so the RICH is
used in this study to remove these electrons from the hadron sample below
the pion threshold.

Figure 2.12: Cut-away drawing of the RICH Detector.
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2.6.2 Time of Flight Detector
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Figure 2.13: A section of slats in the TOF Detector.

The high resolution Time of Flight (TOF) [92] detector is located in front
of the PbGl sectors of the EMC at a distance of 5.1 m from the collision vertex.
It has a limited acceptance, covering only 30° in azimuth. The TOF is made
up of 960 slats of plastic scintillator. The slats are mounted on a honeycomb
paper structure supported by a carbon fiber sheet as depicted in figure 2.13.
Each slat has two PMT’s. The time difference between the PMT’s is used to
locate the hit along the length of the slat.
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Figure 2.14: Flight time resolution for hadrons in the TOF Detector.

Particle identification is performed by associating reconstructed tracks from
the tracking system with hits from the TOF. The flight time of the particle is
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Run Year | Species | /s [GeV] JLdt Nevt (samp.)
Run 1| 2000 | Au+Au 130 1 pub™t 10 M
Run 2 | 2001/02 | Au+Au 200 24 pb~1 170 M

Au+Au 19 <1M

p+p 200 0.15 pb ! 3.78B

Run 3 | 2002/03 | d+Au 200 2.74 nb~! 5.5 B
p+p 200 0.35 pb~! 6.6 B

Run 4 | 2003/04 | Au+Au 200 241 pb™! 1.5 B
Au+Au 62.4 9 ub~! 58 M

Run 5 | 2005 | Cu+Cu 200 3nb~! 8.6 B
Cu+Cu 62.4 0.19 nb~! 0.4B

Cu+Cu 22.4 2.7 ub~1 9 M

p+p 200 3.8 pb~! 85 B

Run 6 2006 p+p 200 10.7 pb~! 230 B
p+p 62.4 0.1 pb~! 28 B

Run 7 2007 Au+Au 200 813 ub~! 5.1 B
Run 8 | 2008 d+Au 200 80 nb~! 160 B
p+p 200 5.2 pb ! 115 B

Au+Au 9 < 1M

Table 2.1: Summary of the PHENIX recorded data sets

calculated using the start time (T0) as calculated by the BBC and the arrival
time measured by the TOF. The resolution, shown in figure 2.14, is calculated
as the difference between the flight time measured in the TOF and an estimate
of the expected time based on the flight-path of the particle as determined from
the tracking. A fit to the pion peak gives an estimate of 96 ns for the TOF
resolution. A more detailed discussion of particle identification of the TOF
and its resolution is found in section 3.2.4

2.7 Summary of PHENIX Data Set

Data from eight running periods have so far been written to tape. Table
2.1 summarizes the luminosity and number of events recorded for each of the
running periods. The present analysis used the Runs 4, 5 and 6 p + p and
Au + Au data sets.
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Chapter 3

Data Analysis

3.1 Direct Photons and R,

3.1.1 Photon Sources

The definition of ’direct’ photons is not always consistent throughout the lit-
erature. Here, we define direct to denote any photon not produced from the
decay of a hadronic bound state. The inclusive photon sample is then the sum
of two components:

Ninclusive - Ndecay + Ndirect (3 1)

Direct, defined as such, includes photon production from bremsstrahlung which
is present at NLO, for example, by addition of a hard photon radiation to either
of the outgoing partons in the LO parton scattering diagrams. In principle,
photons from medium-induced sources are also included. The two most sig-
nificant sources of decay photons are the two photon channel decays of the
7% and 1 meson. As the lightest hadron bound state the branching ratio of
this decay from the 7° is ~ 99.98%. The 7 meson di-photon branching ratio
is about 39% while alternate channels feed down to the 7°. PHENIX mea-
surements exist for the cross sections of 7° and 1 mesons in both p +p and
Au + Au collisions, as well as in d + Au and Cu + Cu. The measured ratio
of the 7 to m° cross section (R,/x) is nearly constant at high pr with a value
of between 0.4-0.5 above 2 GeV in both data sets [77] consistent with the
world average. Interestingly, in Au+ Au R, /ro does not deviate from its value
in elementary particle collisions despite the factor of 5 suppression suffered
by the individual spectra. PHENIX has also published data on next largest
photon contributer, the w meson, in p 4+ p collisions and preliminary Au + Au
data exists as well. In this study as in [67] the fraction of the total photon
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contribution of the n and w are taken to be 19% and 5%, respectively. These
three sources account for around 99% of the total decay photon cross section
and all remaining decay sources are neglected in this study. Due to the partial
cancelation of systematic uncertainties it is useful to tabulate the quantity R,
where R’y = Ninclusive/Ndecay-

3.1.2 R,
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Figure 3.1: p 4+ p R, values determined from the Run 5 data. Merged clusters
are excluded.

The values of R, in Au+ Au and p + p collisions are determined externally
to the present analysis from the Run 4 and Run 5 data, respectively and
are shown in figures 3.1 and 3.2. The appropriate value of R, to use in the
subtraction of the measured per-trigger yields is slightly different than the
natural value given by these fully corrected data. There are two effects that,
although fairly small, are addressed. Firstly, above 10 GeV a fraction of 7°
decay photons fail the shower shape cut due to cluster merging. The merging
effect is addressed in simulations which are discussed in section 4.7!. Secondly,
the results presented in this study are not corrected for the resolution of the
trigger particle. Since the decay photon spectrum is slightly steeper than that

!'Merging corrections are only required in Au + Au R, the p + p R, values were provided
with merged clusters already excluded
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Figure 3.2: Au+ Au R, values determined from the Run 4 data. Red and
blue points show the PbSc and PbGlI results while the black points show the
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combined result. Open points are a previous analysis.
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pr [GeV] | 0-20% | 20-40% | 40-60% | p + p
57 15 1.0 0.8 0.6
7-9 1.8 1.3 1.0 0.8
0-12 2.2 1.6 1.4 1.0
12-15 2.2 1.8 1.6 1.2

Table 3.1: Resolution Corrections to R, (as a percentage of R.)

of direct photons the resolution smearing effect them slightly differently. This
has a negligible effect on the associated yields since they change fairly slowly
with pr, however, the apparent value of R, can be as much as ~ 2% smaller
than the natural value in central Au + Au. The effect is evaluated by a simple
Monte Carlo calculation which applies a Gaussian smearing to the decay and
direct photon spectra and calculates the effective change to R,. The correction
(actually an un-correction) values are listed in table 3.1.
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3.2 Particle Identification

3.2.1 Photon Identification

Clusters in the EMC are identified as photons according to the following cri-
teria:

e shower shape cut: y? < 3
e track-based charged hadron veto

hot and dead tower exclusion

fiducial cut: |zgpc| < 155 cm

two tower cut around the edge of each sector

The fiducial and sector edge cuts exclude photons for which some of the
energy was lost and to bring the acceptance of single photons closer to that of
7m’s, as will be discussed in the next section.

i.

Figure 3.3: Central tower distributions for photons of pr > 5 GeV for each
sector in the EMC as a function of the z and y index of each tower from the
Run 6 ERT triggered data set before hot tower exclusion.

Hot towers report a signal in the absence of real energy deposition. Their
removal from the data is particularly essential for the statistical subtraction
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Figure 3.4: The distribution of hit frequencies (log-log scale) normalized by
the sector RMS of central towers for photons of pr > 5 GeV for each sector in
the EMC from the Run 6 ERT triggered data set before hot tower exclusion.

method since they contaminate the inclusive photon sample at a much higher
level than the decay sample, the difference being due to the invariant mass
cuts used in decay photon identification. For the Run 4 and 5 data hot towers
were obtained from other photon analyses. For the Run 6 data, on the other
hand, the hot tower list was determined as part of this analysis as that data
set was relatively new at the time of this work.

The central tower of each cluster was used to determine whether a tower
is unusually active. Figure 3.3 shows the central tower distributions for high
pr photons (> 5 GeV) from the Run 6 data before hot tower exclusion. Hot
towers are clearly visible in all sectors with the possible exception of WO.
Figure 3.4 shows the distribution of towers divided by the RMS hit frequency
for each sector. Towers for which the hit frequency is greater than 6 times the
RMS are removed from the analysis. Figure 3.5, the hit map after hot tower
removal, shows a much more uniform hit distribution. The dark blue boxes
correspond to areas in which the triggered was masked off.
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Figure 3.5: Central tower distributions for photons of pr > 5 GeV for each
sector in the EMC as a function of the z and y index of each tower from the
Run 6 ERT triggered data set after hot tower exclusion.

Although the hot tower maps for Runs 4 and 5 were largely completed by
the time this study began the same hit distributions were created for those
runs. In addition to finding a small number of additional hot towers in both
data sets, a small number of runs were found to have anomalous hit distribu-
tions in the Run 4 data. These runs, an example of which is shown in figure
3.6 appear to have a much larger number of clusters in one of the PbGl sectors
suggesting that the gain was not set properly.

Although the shower shape cut removes much of the hadronic contamina-
tion, a non-negligible contribution from hadronic showers remains. In most
analyses these clusters are excluded by matching them to hits in the PC3.
Only the distance to the closest PC3 hit is stored rather than the PC3 hit
information itself. This means that such an approach not feasible in mixed
events (discussed in section 3.3). An alternative approach using track infor-
mation from the drift chamber was employed. In order to asses the reliability
of this method of charge rejection, the contamination was first isolated by
selecting tracks for which there is no close PC3 hit. Figure shows the A¢
distribution for cluster-track pairs for which each track’s nearest PC3 hit is
beyond > 20 c¢cm in z and > 0.04 radians in ¢. The peaks correspond to pairs
in which the cluster and track arise from the same charged hadron. As they
emerge from the magnetic field positively and negatively charged tracks are
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Figure 3.6: ¢ distribution of clusters from run 111824 from the Run 4 Au + Au
data set.

bent in opposite directions giving rise to a double peak structure.
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Figure 3.7: A¢ distribution of cluster-track pairs for tracks with no near PC3
hit. Positively and negatively charged track are shown separately.

Veto candidates are selected from drift chamber tracks by requiring only
that a hit is found in a X1, X2 and UV wire (quality > 7). No information
from the pad chambers is required in order to minimize the effect of dead areas
and inefficiencies. The distance to the nearest track is shown in figure 3.8 for
photons of energy > 5 GeV in both p + p (right) and minimum bias Au + Au
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Figure 3.8: Distance between high energy (> 5 GeV) clusters and the nearest
charged track for Au+ Au (left) and p + p (right). The bottom set of plots
also shows the distribution as a function of the track pr.

data left. In the Au+ Au data an < 8 cm cut appears to remove nearly all
of the hadron contamination while removing very few real photon clusters. In
the p + p data the contamination shows a slightly broader peak which can be
attributed to the poorer resolution of the event vertex in the z-direction. In
that case an elliptical cut was implemented with principal axes of 12 c¢m in
the longitudinal direction (z) and 8 cm in the transverse direction (¢).

3.2.2 7 and 7 Identification

7% and 7 mesons are reconstructed by evaluating the invariant mass of photon
pairs

My = 2E1 Ey cos(1 — V) (3.2)

where W is their opening angle. In order to suppress combinatorial pairs only
photons above 1 GeV are considered. The charge veto and shower shape cuts
are applied only to the leading photon as applying those cuts to the sub-
leading photon does little to improve the purity. As will become clear it is
important to use a set of cuts for which the inclusive photon and 7% sample
have roughly the same acceptance. Therefore the leading photon is required
to pass the same fiducial cut (|zgpc| < 155 cm) as is applied to the inclusive
photon sample. The sub-leading photon, on the other hand, may be obtained
from towers out to the two tower edge cut (|zppme| < 165 cm).
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Both the 7% and 7 peaks are visible in figure 3.9 which shows the invariant
mass distribution from p + p collisions. Red lines indicate the 7%and 7 selection
cuts which are 120 < m., < 160 MeV for the 7° and 530 < m., < 580 MeV for
the 1. The signal-to-background in the 7° mass window is large enough that
no attempt is made to subtract the background. The effect of combinatorial
matches is discussed in section 4.3. 7 reconstruction, on the other hand, has
a purity of 60 — 70% depending on the pr selection in p + p collisions. The
contribution of false matches to the per-trigger yield is subtracted using a
sideband analysis which discussed in section 3.4.6.
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Figure 3.9: Invariant mass distribution of photon pairs with pr? > 1 GeV and
prP®" > 5 GeV from p + p collisions.

3.2.3 Charged Hadron Identification

Drift chamber tracks are identified as charged hadrons according to the fol-
lowing criteria:

e Quality Selection
e PC3 and EMC matching

e RICH ring veto

The selection of tracks with a quality of 63 requires that there are hits in an
X1, X2 and UV wire as well as a hit in the PC1. Quality 31 tracks are also used
where the UV and PC1 hits are not required to be unique. Background from
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off-vertex tracks from decays, conversion and albedo are reduced by requiring
a match at the 3 o level to the PC3 and the EMC. Electrons are rejected by
vetoing tracks with a ring in the RICH detector (NO<= 0).

3.2.4 Proton and Pion Identification
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Figure 3.10: m? distributions from the EMC in 100 MeV pr bins starting at
500 < pr < 600 MeV (upper left) and ending with ending with 1.4 < py < 1.5
GeV (lower right). The red, green and blue lines show the identified pion, kaon
and proton peaks, respectively.

Protons and pions are identified using the EMC and TOF detectors. At low
momentum the timing resolution of these detectors is such that the pion, kaon
and proton signals are all well separated from one another. As the momentum
increases the peaks in the mass? distribution begin to overlap as shown in
figures 3.10 and 3.11. Eventually Gaussian fits are not able to resolve the peaks
without additional constraints. The dependence of the widths on momentum
is, however, known to obey the following equation to good approximation [93].
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Figure 3.11: m? distributions from the TOF in 100 MeV pr bins starting at
1 <pr < 1.1 GeV (upper left) and ending with ending with 2.4 < pr < 2.5
GeV (lower right). The red, green and blue lines show the identified pion,
kaon and proton peaks, respectively.

where p is momentum and m is particle mass. o, corresponds to the inherent
angular resolution, o, accounts for multiple scattering and orop is the overall
detector resolution. K is the field integral value. In the lowest py bin, where
the peaks are well separated, the mass? distributions are fit using this equation

. 2 02y >
treating ;—?, "Km% and Tg—g as free parameters. These parameters are then

held fixed in the higher py bins allowing only the amplitude of the Gaussians
to float. The three Gaussian fit is shown in black while the individual 7, k
and p components are shown in red, green and blue, respectively. A 20 m?
window is used to set the identification range of protons and pions for pr bins
in which all three peaks are well separated. After that point the window is
set by the 20 limit of the contaminating peak. Using this method pions are
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identified in the EMC to out pr = 1.5 GeV after which the kaon peak is no
longer discernable. Protons are still identifiable out to 2 GeV as the largest
contamination comes from the pion peak. Using the TOF all three peaks can
be separated out to 2.5 GeV.

3.3 Two Particle Correlations

In this study we concern ourselves primarily not with the production rate of
photons (and 7’s and 7’s) themselves, but rather with that of the partner par-
ticles associated with these trigger particles. Therefore, instead of quoting the
yield of pairs (often denoted simply by N) it is useful to divide by the number
of triggers leaving the associated yields, also referred to as the conditional or
per-trigger yield:

Npair

ntriggers

Y = (3.4)

This quantity is typically plotted as function of the azimuthal angle be-
tween the trigger and partner particle, A¢, as the jet structure is particularly
evident. In order to isolate correlations due to jets one must remove other
sources of correlation whether they arise from physical mechanisms, such as
collective flow (see section 3.3.4), or are artifacts of the detector geometry.
The latter case is particularly important for PHENIX given its two arm con-
figuration.

3.3.1 Background Normalization

Correlations amongst high pr particles in elementary particle collisions are
widely accepted to be a manifestation of jet production. In a central heavy-
ion collision the correlation signal from jets is embedded in a background of
copious particle production, since the number of participating nucleons is of
order 100. Since hard collisions are rare, this combinatorial background can be
estimated by event mixing of the triggered sample with a set of similar events
in which no trigger is required. Stated differently, one estimates the mean rate
of uncorrelated production by measuring the mean rate of particles that satisfy
the trigger and partner conditions, independently. Hence this procedure, which
has been successfully employed in previous PHENIX results [94,50,95], is often
referred to as the Mean Seeds / Mean Partners (MSMP) method.

The background we wish to subtract is not purely combinatorial, however.
In heavy-ion collisions there is an additional source of azimuthal correlations,
namely the elliptic flow described in section 1.3.1. Immense insight has been
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gained via measurements of the elliptic flow as evidenced, for example, by
the number of recent PHENIX publications on the subject [21,96,97]. In
the present study, however, we are interested in the correlation signal from
jets. We proceed by applying a two source model, i.e., that particle pairs can
be decomposed into a jet signal and a background. For a perfect detector,
it follows that the pair rate as a function of their azimuthal opening angle,
sometimes referred to as the Jet Function, J(A¢), can be represented by:

dNtotal _ deet + dkand (35)

dA¢ dA¢ dA¢
The background contribution may be expressed as the product of the mixed
event pair rate modulated by the collective flow which can be represented as a
Fourier expansion. Only the second harmonic term, corresponding to elliptic
flow, is considered since the contribution from other harmonics are known to

be small [98], [99]:

dkand o dezx
dA¢  dA¢

Although this expression seems intuitively reasonable, in practice, there
is a rather subtle correction that must be considered. In order to accurately
represent the combinatorial pairs, the mixed event sample must have exactly
the same global characteristics as the triggered set. The most important ex-
ample of such a characteristic is collision centrality. Since the pair rate is a
strong function of centrality, mixing triggers from central events with partners
from peripheral events, as an extreme example, would vastly underestimate the
level of combinatorial background. The centrality determination, discussed in
section 2.3, is limited in its resolution by the finite multiplicity observed in
the BBC and ZDC detectors. By mixing in progressively finer bins, it was
determined that mixing with centrality bins smaller than 5% approaches the
limit of the precision that can be achieved by event mixing alone [100].

The effect of the finite centrality binning is estimated by the following
procedure. For each pr selection, the number of triggers and partners as a
function of centrality is determined from a sample of minimum bias collisions.
These distributions (figure 3.12) are plotted as a function of both N, and
Neoy (based on Glauber calculations performed in [101]). The dependence
on both these quantities is then parameterized using two different functional
forms, the “arctangent”: «arctan|— |z and the “saturated exponential”:
a(l —exp(—|B|kY)). a,3 and k are free parameters and z is taken to be Ny
and Ny, in turn.

For each of the 5% centrality bins one can then calculate the expected

(1 + 20579975 cos(2A) (3.6)

65



— Arctangent

m—— Saturated Exponential
1 1

1, L. 1
400 600 800 1000

S P S WS W S W S W L Ly Ly P
% 5000 450 200 250 300 350 BDID 10IIJ{IN

r coll

Figure 3.12: Number of inclusive photon triggers (top row) and charged hadron
partners (bottom row) as a function of Ny (left) and Ny (right) for the pr
combination 5 < pp; <7 and 1 < pp, < 2 GeV. The distributions are each
fit with two functional forms.

number of pairs in real events, (nir99erpperiner) “and in independent (mixed)
events, (n!"99¢r) (pPertner) - as follows. At each value of Npgrt (Neou) the corre-
sponding number of triggers and partners is evaluated from the two functional
forms that were fit to the data. The probability o for that value of Npg
(Neoir) to contribute to the centrality selection in question is taken from the
Glauber calculations. The ratio of the joint probability to the independent
probabilities, &, is then given by

triggers,,partners triggers,,partners
(nirasersgpetners) Y, gy

<ntriggers> <npartners> - Z pintriggers Z pinpartners
i i

§

(3.7)

where 7 runs over all values of Ny, or N.,. The average of the four £ values
obtained using Ny, and N, with each of the two fit functions is used as the
final correction value. The maximum spread of the values was used to assign a
systematic error on the procedure. £ values were obtained for each trigger and
associated pr selection, although, no significant pr dependence was observed.
A typical example of a £ correction function is shown in 3.13.

Accounting for the multiplicity resolution correction equation 3.6 becomes
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Figure 3.13: An example of the multiplicity resolution correction as a function
of centrality for inclusive photons of 5 < pr < 7 and charged hadrons of 1 <
pra < 2 GeV. The error band indicates the systematic uncertainty described
in the text.

dkand . édem
dA¢ — ° dA
Although this expression is valid for a perfect detector, effects arising from

finite acceptance, efficiency and resolution must be considered. The fully cor-
rected per-trigger yield is evaluated according to

(1 + 20599 LRTIT o5 (2A0)) (3.8)

B I dNje
- ntriggers dA¢ -
Epartner 1 dN, total 6 dN, mix

_ trigger partner
ntriggers A(A¢) dAgb A(Agb) dA(b (]. + 21}2 Uy COS(2A¢))
(3.9)

A(A¢) and ™" are the acceptance and charged hadron efficiency cor-
rections and their application will be explained in the following two sections.
Before addressing them some final remarks concerning the MSMP method are
in order. Event mixing is also performed in 5% bins in z coordinate of the
collision vertex. Any &-type correction from the z-vertex binning was found to
be negligible [102]. An alternate normalization of the jet functions, the Zero
Yield at Mazimum (ZYAM) procedure is more frequently used in the literature
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(see for example [53]). This method determines the background by a fit and is
thus sensitive to statistical fluctuations, especially at high py, where PHENIX
does not sample the region around 7/2 very well. In the current analysis, we
will be subtracting per-trigger yields, namely the inclusive and decay corre-
lations, whose combinatorial background should be approximately the same.
Using the ZYAM method, one would introduce an extra source of uncertainty
by determining the background by using a separate fit for the inclusive and
decay associated yields.

3.3.2 Acceptance Corrections

In the absence of any acceptance correction procedure even isotropic particle
production will exhibit a two peak structure in A¢ in the PHENIX aperture.
The acceptance of the detector is determined by the mixed event distribution.
It is normalized such that the average correction value is unity.

1 dezx 2 dez:c
Alde) =7 dA¢ dAd

This corrects the yield in the two arm acceptance to the yield over the full
azimuth with the same average efficiency.

Figure 3.14 shows examples of real and mixed event A¢ distributions and
the resulting correlation function found by taking their ratio. The normaliza-
tion of the mixed event distribution is chosen such that the average value of the
correction is unity. The acceptance corrected yield is then equivalent to that
of a detector with full azimuthal coverage with the same average efficiency for
charged hadron detection. The jagged features in the raw distribution are due
to non-uniformities in the acceptance and are removed in the correlation func-
tion. It is important to note that we do not correct for the pair acceptance as a
function of the longitudinal opening angle (An) and instead simply quote per-
trigger yields in the PHENIX aperture. This has the effect that some fraction
of the near-side pairs are missed. This fraction becomes smaller at large pr
as the jet becomes narrower. On the away-side the jet is often missed entirely
because the two jets may have different rapidities when the colliding partons
take different values of Bjorken z. The finite An acceptance will be shown
to have consequences with regard to the direct photon correlation subtraction
method discussed in 3.4.

where C = 27T/ dA¢ (3.10)
0

3.3.3 Charged Hadron Efficiency Corrections

In order to determine the charged hadron efficiency for Run 2, detailed GEANT
studies were performed. Rather than repeat the simulations for each run there-
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Figure 3.14: Demonstrating the acceptance correction procedure are the un-
corrected A¢ distribution from real events (top), the (normalized) mixed event
distribution (middle), and the acceptance corrected distribution obtained by
taking the ratio of the real and mixed event distributions.
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Figure 3.15: An example of a fit to the
fully corrected non-identified charged
hadron yield from Run 2 p+ p colli-
sions.
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Figure 3.16: Example of fits to the
fully corrected non-identified charged
hadron yield for 5% centrality bins from
Run 2 Au + Au collisions.

after the efficiency corrections are determined by boot-strapping to these pub-
lished results. Specifically, the correction factors are determined by taking
the ratio of PHENIX published, fully corrected charge hadron yields in [24]
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and [103] to the raw charged hadron yields in the current analyses. The pub-
lished data are converted from cross-sections to per-event yields and fit in
small pr ranges as shown in figures 3.15 and 3.16.
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Figure 3.17: The ratio of the raw pr spectra of non-identified charged hadrons
with 3 sigma and 2 sigma matching cuts for inclusive (black) and conditional
(red) yields in p + p collisions.

The efficiency must be determined from the raw yield in minimum bias
data since the presence of a high py particle enhances the overall yield. At
high pr however, the spectral shape in minimum bias events becomes distorted
by the presence of background from low pr tracks that are mis-reconstructed.
Although such tracks are also present in triggered events it will be shown that
they comprise a much smaller fraction of the total sample due to the over-
whelming jet associated signal. The onset of background contamination can
be seen by varying the matching cuts since the mis-reconstructed background
will have a wider matching distribution. Figures 3.17 shows the ratio of the
raw pr distribution for 2 and 3 ¢ matching cuts in p + p for data with a high
pr trigger (red points points) and for the minimum bias data (black points).
The ratio is fairly constant at low pr for both data samples with a difference
in shape becoming visible around 5 GeV. Figure 3.18 shows the triggered (left)
and inclusive (right) distributions from central Run 4 Au + Au collisions. The
effect in the minimum bias Au + Au data is of a much larger magnitude and
is visible at lower py, 3 GeV. The absence of such an excess of tracks for
the looser matching cuts in the triggered sample indicates that these back-
ground tracks do not contribute any significant rate to the jet correlations.
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Figure 3.18: The ratio of the raw pr spectra of non-identified charged hadrons
with 3 sigma and 2 sigma matching cuts for inclusive (left) and conditional

(right) yields in Au + Au collisions.

They should therefore be excluded from the calculation of the charged hadron

efficiency.
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Figure 3.19: Efficiency correction functions for p 4+ p collisions.
curve is a fit and the red curve is the extrapolation of the fit to high pr. The
green lines are used to estimate the uncertainty in the extrapolation.
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Figure 3.19 shows the correction function for the p + p data from Runs 5
and 6. The Run 6 correction is slightly larger due to increased increased dead
area in the drift chamber during that running period. The curves are explained
as follows. In the previous simulation studies it was shown that the efficiency
correction becomes nearly constant at high pr where the bending from the
the magnetic field and occupancy effects become small [104]. The strategy
employed in a recently published article on di-hadron correlations from Run
4 was to assign a constant hadron efficiency above 3 GeV [50]. In the present
analysis we adopt a slightly more sophisticated approach by extrapolating the
efficiency from its values at low py. The difference between our extrapolated
efficiency and value of the efficiency at 3 GeV (above which the efficiency is
nearly constant) is treated as an extra source of systematic error in addition
to the 9.6% ® 4% scale uncertainty which is applied to hadron cross sections.

In order to perform the extrapolation the correction function for each run
is fit in the signal dominated region, 1.5 < pr < 3.0 GeV using

1/€(pr) < A/pr® + Bpr® +4.0165/pr + 8.55 (3.11)

This functional form is very similar to one shown to reasonably describe the
Run 2 data [104] but is modified so that it becomes a constant asymptotically
at high py. It should be noted however that this form is not motivated by any
underlying physics, but rather should be viewed simply as a parametrization
of the efficiency correction function in a py range known to be free of back-
ground contamination. For the Au+ Au data A and B are determined in the
peripheral data (4.28 and -3.02, respectively) where the contamination rate is
low and subsequently held fixed in fits to the other centralities, allowing only
the normalization to vary. The efficiency corrections and fits for Run 4 are
shown in Figure 3.20. The fit function is taken as the correction in the range
2 to 3 GeV and its extrapolation above 3 GeV. Below 2 GeV the efficiency is
known to be centrality dependent due to occupancy effects so the data points
are used instead of the fit. The green lines delimit the systematic uncertainty
assigned extrapolation. The upper green line is a flat line set to the value of
the black fit at 3 GeV. The lower green line is a reflection of the flat line over
the red extrapolation line.

3.3.4 Elliptic Flow

The correlation signal due to flow is subtracted using measured values of vy

from external analyses. Figure 3.21 shows the vy as a function of pr for

inclusive photons and for 7°’s as measured in the Run 4 Au + Au collisions 2.

2These data have been provided by Chin-Hao Chen [105]
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Figure 3.20: Efficiency correction function for Au + Au collisions from Run 4.
From top to bottom 0-20, 20-40, 40-60 and 60-92% centrality selections are
shown. The black curves are a fit to the points and the red is the extrapolation
of those fits to high pr. The green lines are used to estimate the systematic
error on the extrapolation.

Also shown is a recent 7° measurement from Run 7 Au + Au collisions [106]
3. Since the Run 7 result has somewhat different p; binning we determined
the value by a combined fit the Run 4 and 7 data sets. Since the data are well
described by a constant at high pr we fit the data to a constant to determine
the central value. The data were then refit, this time allowing the slope of
the fit to vary. The error bands shown in the figure are defined by allowing
the constant and linear fits to vary independently within their uncertainties.
Although this procedure is slightly convoluted, the uncertainty band obtained
is reasonable given the expectation of monotonic behavior for the elliptic flow.
The vy values for charged hadrons used in this analysis are compared to results
from a parallel analysis in figure 3.22.

3.4 Statistical Subtraction Method

Event-by-event identification of direct photons is complicated by the presence
of the high multiplicity background in Au + Au collisions. A straight-forward
alternative is to extract the direct photon per-trigger yield by a completely

3The Run 4 and Run 7 measurements have been performed by Chin-Hao Chen and
Kentaro Miki
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Figure 3.21: The magnitude of the elliptic flow (vq) for inclusive photon (left)
from the Run 4 data and for 7%’s (right) from the Run 4 and Run 7 data. The
lines on the right panel indicate the value of v, and its uncertainty that were
used in this analysis.
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Figure 3.22: The magnitude of the elliptic flow (vq) for non-identified charged
hadrons from the Run 4 data. The points labeled '"CHC’ were used in this
analysis.

statistical subtraction of the decay component from the inclusive photon trig-
gered yield.
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The inclusive photon per-trigger yield is expressed in terms of the decay
and direct component as

N, eca N, irec
}/;nc = #Yvdecay + #Yvdirect (312)

Ninclusive Ninclusive
Inserting the definition of R, (= Njnc/Naec) and solving for Yy ... we obtain

Ydirect - #(R’y }/;nclusive - Yvdecay) (313)
The applicability of equation 3.13 to the measured Y, ciusive @assumes the photon
detection efficiency is the same for direct and decay photons. A correction to
this assumption which accounts for cluster merging is discussed in section 4.6.
Yiecay 18 estimated from the measured 7°-h and n-h per-trigger yields. Since
decay photons comprise as much as 85% of the inclusive photon sample in the
lowest pr bin measured in p + p collisions, this is a procedure that must be
performed with great care.

3.4.1 Parent to Daughter Mapping

In what follows we consider the dominant source of decay photons, the 2y decay
of neutral mesons. For definiteness we restrict the discussion to the 7° yields,
however all of the same procedures were applied to the 1 — h measurement
with additional considerations relevant to that measurement being discussed
in section 3.4.6. The main challenge is that we need to evaluate Yjecqy as
a function of the decay photon pr. Some fraction of the decay photons can
be identified event-by-event by reconstructing their invariant mass. On first
approximation the per-trigger yield of these tagged photons can be taken to
represent that of all decay photons, however the tagging introduces a bias.
Symmetric decays are more likely to be reconstructed than are asymmetric
ones both due to the smaller opening angle and, more importantly, due to the
analysis cuts. This means that the parent pr, pT., for tagged photons will be
larger, on average, than the unbiased sample of decay photons which must be
subtracted from the inclusive sample.

The solution is to find the decay mapping function P(p},ps) (sometimes
called the two-photon Green’s function) which represents the probability of a
70 at some pZ. to decay into a v at some p... Quite generally one then obtains

dN7 dNT
— d ”P s Y
dp% / Pr (pTva> dpr.

where N is taken to represent either the yield of decay v or decay v — h pairs.

(3.14)
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As described above, since we measure per-trigger yields we will be interested
in the ratio of those two quantities. Since the normalization of the P cancels
in the ratio we will often not bother to normalize its integral to unity as one
would a proper probability. Formally, the integral extends over all p7. values

from pp = 0 to pr = oo, although for collisions at fixed /s, &7 — 0 as

) dp

p~ — +/s/2. In practice photon measurements only extend to n?uch more
modest values of ppr. A truncation procedure is described in section 3.4.5.

Under simple assumptions, an analytic form for P can be obtained which
gives insight into its basic structure, to which more realistic considerations will
subsequently be added. Since the probability to yield a photon with energy
E7 from a 7 with momentum p™ is uniform between 0 and p™, the likelihood
of yielding a photon at any particular E7 decreases as the decay phase space
grows, i.e. dN7/dEY = 2/p™, where the factor of 2 reflects the total number
of photons in the final state. At the position of the EMC, p}. ~ E,, and to a
good approximation

dN7 2

dpr P
P for a finite sized bin a < p). < b, which we will refer to as the decay
probability function, is then

(3.15)

0 P <a
2 a
- dpl,— =2(1——) ,a<pr<b
Pas(PT) = /a pr% ( p ) @b (3.16)

T
b
2 b—a
dp”—:2( ) ,pr > b
/a s I g

This function, shown in figure 3.23 for a = 5 and b = 7 is sometimes referred
to colloquially as the shark-fin function.

3.4.2 Pair-by-pair weighting

In practice, we would like to evaluate the integral in equation (3.14) for both
decay photons and decay photon-hadron pairs by looping over a sample of
reconstructed 7°’s. For a perfect detector the number of +’s or pairs in some
bin (N, ,) would then be determined by performing the summation

N7T

Ny = Pas(PF) (3.17)

Note that the shape of the 7° spectrum which was explicit in equation (3.14) is
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Figure 3.23: Probability for decay into a photon of 5 < pJ. < 7 as a function
of pT.

implicit in shape of the distribution of the 7%’s which are being summed over.
In a real detector however, the reconstructed sample of 7°’s differs in both mo-
mentum and position from the true distribution due to the 7° identification
cuts, detector resolution, and acceptance effects including dead areas and vari-
ations in efficiency. In this context we will refer to these effects collectively as
the 70 reconstruction efficiency which depends rather strongly on momentum,
but also on position as discussed below. Moreover, we are not actually inter-
ested in estimating the true decay per-trigger yield but instead only the yield
we actually measure as part of the inclusive sample. Therefore we need to re-
produce as closely as possible the same efficiency (resolution, acceptance, cuts,
etc.) that are imposed on the decay photon and decay photon-hadron pairs
in their measurement as part of the inclusive photon sample. The schematic
shown in figure 3.24 demonstrates the pair-by-pair weighting method for a de-
tector with finite efficiency. One first removes the reconstruction biases from
the 7% sample, then decay them and finally simulates the detector response to
the decay photons and pairs.

The pr dependence of the 7° reconstruction efficiency is fairly easy to
understand. 7%’s whose trajectory lies near detector edges are less likely to
be reconstructed since one of the daughters often misses the detector. As the
momentum of the 7decreases a progressively larger fraction of the 7%’s are
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Figure 3.24: Schematic describing the procedure to obtain decay correlations
from those of reconstructed parent mesons.

lost due to the edge effect. Large momentum (> 12GeV) 7’s also suffer a loss
in efficiency due to primarily to cluster merging as the opening angle becomes
very small and the clusters large. The position dependence of the 7° efficiency
is a slightly more subtle matter since the true 7° and 7° — h yields should be
very nearly constant over the small rapidity acceptance. Although we correct
our per-trigger yields for acceptance effects in the azimuthal direction we do
not do so in the longitudinal direction as discussed in section 3.3.2. The yield
of pairs in a jet is sharply peaked in A¢ and An. If a trigger photon or 7 is
near the edge of the detector a large fraction of the associated hadrons on the
near-side fall outside the acceptance. Since 7%’s near the edge cannot usually
be reconstructed they will lose fewer associated hadrons as compared to the
single decay photons signal which we wish to reproduce. This artificial increase
in the jet yield will therefore cause an over-subtraction in the determination
of the direct photon per-trigger yield. This effect is partially ameliorated
by introducing fiducial cuts to match the 7% and single photon acceptances,
however such acceptance effects must still be accounted for in the Monte Carlo
in order to achieve the desired precision given the small signal-to-background.

To help guide the intuition it’s useful to think of the procedure in the
continuous limit of equation (3.14) and make the calculation as explicit as
possible:
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[e's) b dNTmeas
N = / dpf / dpy / dz" / d=er (pf, 27) —=—P v}, p7)ey (0, P, )
0 0 Pr
(3.18)

This equation implicity assumes that the 7° production is flat in the lon-
gitudinal direction which true to good approximation in the small pseudo-
rapidity coverage of PHENIX. Also, collisions have a wide distribution of ver-
tex positions along the beam axis which has been neglected.

In practice it turns out to be simpler to factorize the various effects some-
what differently than shown in equation 3.18. The single photon efficiency as
well as the longitudinal dependence of the 7° efficiency are absorbed into the
decay probability function (PM¢) using a Monte Carlo based calculation which
is described in the next section. PM¢ is calculated as function of position in
the coordinate system of the EMC taking into account a realistic distribution
of z-vertex positions. Only the most important detector effect, the py depen-
dence of the 7% reconstruction efficiency, is calculated explicitly as described
in the section following. The actual procedure to determine the decay photon
per-trigger yield is then most properly expressed as

—h N™=h 4/ & -
Ng—b o Zz gﬂl(pT)Pﬁg(przEMci)

T N1/ - - (3.19)
N‘j—b Zz 67r1(pT)P(£\{g(pTi7 ZEMC; )
3.4.3 Decay Photon Estimate from Monte Carlo
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Figure 3.25: Cluster distribution in sec- Figure 3.26: Cluster distribution in sec-
tor WO from Run 6 simulation. tor WO from Run 6 data.

The Monte Carlo calculation is performed by decaying single 7% using a
generator called EXODUS which handles the kinematics. Around 1 billion
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7%s are decayed according to flat distribution in both pr and 1. A realistic

parametrization of the geometrical acceptance of the PHENIX EMC including
the location of each tower is implemented. The simulation is run separately
for each run with the appropriate hot tower map applied. In order to simulate
the ERT trigger efficiency for the p-+p runs the photons are weighted by the
hit distributions from data. Fig 3.25 shows the hit distribution for one sector
in data while 3.26 shows the same distribution in the simulation.

§ I ' !
= 0.01— 8 s * ¢ o )
> - @ 2 ¥ 8 ) ®
z [ . B S S S
0.008 “ o o
0.006—
i . i
e = o o
un 4 Data O
0004 | & RunsData
L # Run 6 Data
- 2 Run 4 MC
0.002—| © RunsMmC
C| © Runémc
L O Run4 MC, NIM res
1 1 1 1 | 1 1 1 1 | 1 1 1 1 I 1 1 1 1 I 1 1 1 1 | 1 1 1 1 | 1 1 1 1
03 4 5 6 7 8 9 10
= p, [GeV]

Figure 3.27: 7¥ peak widths for Run 4 data w/ exodus simulation comparison.

The Monte Carlo uses a gaussian smearing function based on the parametriza-
tion of the PbSc and PbGI detector resolution and a gaussian distribution of
z-vertex positions whose width is determined by fitting the data. The detector
resolutions measured from the test beam data (see section 2.5) are consider-
ably better than in actual running conditions. In order to account for this the
energy independent term of the resolution was tuned to roughly match the
data for each data set. Figure 3.27 compares the 7° peak width as function of
pr in data and Monte Carlo. Also shown are the widths in Monte Carlo using
the test beam (NIM) resolution values with the Run 4 configuration. The Run
4,5 and 6 Monte Carlo results use an 4, 3 and 2% smearing, respectively. The
Monte Carlo reproduces the data fairly well although pr dependence is dif-
ferent. Since the variation of the resolution from the NIM value to the larger
value led to only a small shift in the final results no further tuning of the
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Monte Carlo was pursued .
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Figure 3.28: zpyc distributions for reconstructed 7%’s with 5 < p%. < 7 GeV
(left) and 7%s with 5 < pI. < 7 GeV with one photon passing the analysis
cuts from the Run 6 EXODUS Monte Carlo simulation.

Figure 3.28 shows the 2z dependence for both reconstructed 79§ (left)
and all 7%’s which decay with at least one photon of pr> 1 GeV which falls
into the acceptance (right). Features in the distribution due to dead areas and
efficiency variations show up differently in the two cases. Figure 3.29 shows
PMC for several 2y bins. In the middle of the detector the zg ¢ dependence
is relatively small due to the approximate cancelation of the zgy;c dependent
efficiency of single photons and reconstructed 7%’s. 7%’s at large |zgac|, near
the edge of the detector are weighted by relatively small values of P (only
the relative and not the absolute normalization of the curves can change the
per-trigger yield). The explanation of this effect is that these 7%’s are close to
the edge of the detector and are thus very unlikely to contribute a photon to
the 5-7 GeV decay sample that falls within the fiducial cut.

Figure 3.30 compares the decay probability function (integrated over zg )
from the Run 6 Monte Carlo to the analytic result. The smearing of the fea-
tures is due to the detector resolution. One particularly important consequence

4Since the time of writing the pr dependence of the data was reproduced in Monte Carlo
by introducing position resolution smearing. The results were indeed insensitive to this
improvement.
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Figure 3.29: Probability for decay into a photon of 5 < pl. < 7 GeV for several
different zgp/c bins from the Run 6 Monte Carlo

of this is that 7%s of reconstructed pr < 5 GeV can decay into the photon
sample of pr> 5 GeV. In order to properly account for this we reconstruct
7¥’s down to 4 GeV. The difference between the analytic and Monte Carlo P
seems fairly small but it is important to recall that this function is weighted
by the pr spectrum of 7°’s such that small changes in the features at low pr
can be significant.
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function of p7.
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3.4.4 7° Reconstruction Efficiency

The pr dependence of the 7° reconstruction efficiency is determined in much
the same manner as for the charged hadrons. The published PHENIX 7°
spectra from Au+ Au [42] and p + p [107] collisions are fit with a power-law
function which describes the data very well in the pr range of interest. The
raw and corrected spectra for Run 6 are shown in figure 3.31 along with the
correction function which is the ratio of the corrected to the raw distributions.
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Figure 3.31: Raw 7° py distribution from Run 6 p + p data (top), a power-

law fit to the (corrected) Run 3 7° pr spectrum (red) and the 7 efficiency
correction function formed by taking the ratio of two.

3.4.5 Cutoff Correction for Decay Yields

Note the high py behavior of the efficiency correction in figure 3.31. The rise
at high pr is due to the known merging loss of 7°’s. The input 7° spectrum is
more uncertain where this correction is the largest, so it is good to avoid using
the 7 spectrum above a point where this correction becomes too large. Also,
the weighting procedure does not give the correct statistical uncertainties when
the 7° pp distribution is not sufficiently well-sampled. In addition, formally
the integral in equation 3.14 extends to infinite pJ. (actually it’s bounded by
V/5NN ), but the statistical reach of the data is much more limited. This results
in an underestimate in the calculated decay photon yields.
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For both of these reasons, we applied a cutoff in the maximum 7° py used
in the decay weighting procedures of pT.= 17 GeV/c, same for all trigger pr
bins. This value avoids the higher p7. regions where both the merging uncer-
tainties are largest and the statistics in the 7° and 7%-h pairs start to dissipate
too much, which would make estimating the decay calculation’s deficiency dif-
ficult. The cutoff deficiency D yops (the inverse of which will be applied as a
correction) can then be written:

T m— mT—h T T— wT—h
Jarr 7" PTG/ oo 0T PO ) G
f<17 dp7-P(pF) dNW/f<oo dPTP(PT)d%T

Dcutoff = 1/Ccutoff

(3.20)
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Figure 3.32: Power law fits to associated yields as a function of p7. in different
ranges of ptadron for the cutoff corrections.

The lower bound of the integral is the low end of the trigger pr bin we
are calculating the correction for (P is 0 below that anyway), and the yields
(spectra) of 7° and #%-h pairs, are determined from data, correcting the mea-
sured raw yields of both with the same 7° efficiency correction from the last
section. These yields are fit with a pure power law functional form, and these
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py [GeV] | phadron [GeV] | Correction
o-7 1-2 0.999884
2-3 0.99964
3-5 0.999204
5-10 0.997009
7-9 1-2 0.99929
2-3 0.997983
3-5 0.995967
5-10 0.987933
9-12 1-2 0.99658
2-3 0.99095
3-5 0.98327
5-10 0.95814
12-15 1-2 0.984445
2-3 0.961687
3-5 0.934492
5-10 0.862696

Table 3.2: Cutoff corrections for 7% and reconstruction

functional forms are used to calculate Cgyor from the above equation. Only
p + p yields are used in the fits for simplicity, since the spectral shapes in
Au+Au, even for jet yields, have been measured to be the similar for both
single 7’s [42] and hadron-hadron pairs at high pr [50]. Examples of the fits
are shown in figures 3.32. The cutoff calculations are tabulated in table 3.2. A
50% error relative to the size of the correction is assumed on these corrections.

3.4.6 n-hadron Correlations

As the second largest contribution to the decay photon yield the measurement
of n — h correlations is an important part of the v—h analysis. A prioriit would
seem unlikely that n correlated production would be significantly different from
that of the 7° since effects the mass of the 7% and the 7, 135 and 548 MeV,
respectively, are small compared to the momenta considered in this study
(> 5 GeV). However, scarce information is available on n — h correlations in
the literature. Without a proper measurement the direct photon correlations
measured by the subtraction method would then have to viewed with some
scepticism since the jet fragmentation process is not well enough understood
to definitively rule out the possibility of a substantially different 1 associated
yield.

Due to the much larger combinatorial background for 7 reconstruction
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Figure 3.33: Fits to the two photon invariant mass distributions for various
pr,y selections.

compared to 7 it is necessary to subtract false matches from the n — h yields.
A method of doing so has been developed for the p 4+ p data. In the Au+ Au
data the signal-to-background for n reconstruction is so poor that no such
subtraction can be applied. Nevertheless, the 1 contribution in Au+ Au is
estimated based on the p + p results measurements and is discussed in section
D.

7 mesons are tagged by their invariant mass in the window 0.53 < m,, <
0.58 GeV. Figure 3.33 shows fits to the invariant mass distributions for two
photon pairs for the pr,, bins used in this analysis. The purity values indicated
on the plots are the signal/(signal+background) evaluated from the fits. In
contrast to the 7 the rate of false tagging due to the combinatorial background
is not negligible for n’s. In order to get a handle on the contribution from this
background we measure the per-trigger yields in the sideband region defined as
0.4 <myy, <0.46 && 0.64 < m,, < 0.7 GeV where the fits indicate that false
7 tagging is dominant. The flatness of the combinatorial background suggests
that the sidebands adequately approximate the falsely tagged contribution in 7
peak region. The per-trigger yield from the sideband region is then subtracted
from that of the peak region using the purities derived from the fits to the
invariant mass distributions according to:
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Figure 3.34: A¢ distributions for the peak region (black), sideband region
(green), and the subtracted n-h yields (red).

}/77 = 1/P }/peak - (]- - l/P)Ysideband (321)

where P is defined as Signal/(Signal+Background).

Figure 3.34 shows per-trigger yields of the peak and sideband regions along
with the subtracted n per-trigger yields as a function of A¢. Note that the
sideband per-trigger yields (mostly due to the 7°) tend to be larger than that
of the . To estimate the n contribution to the decay v per-trigger yields we
perform the same fill-time weighting procedure that is used to determine the
y(7%)-h yields. In order to estimate the 7 efficiency we find the py spectrum
of n’s by subtracting the sideband yields in small py bins. Figure 3.35 shows
the raw pr spectra for the peak and sideband regions (top panel) and the sub-
tracted distribution (bottom panel). Figure 3.36 shows the same subtracted pr
distribution and a power-law with n = 7 (top panel). The power-law function
divided by the data gives the efficiency correction function (bottom panel).
The n decay probability functions were run through the Monte Carlo pro-
gram. No significant difference between the results for n and 7° was observed.
To evaluate the purity as a function of the 1 daughter photon pr we applied

88



d‘hlrde

1w

i
vm’.
.y
awt -
-
. &
10 -
&
. .
1w L
»
= T S T T T S
P 3 T

£ 1 1z 14

Figure 3.35: The raw pr spectra for the peak (black points, top panel) and
sideband regions (red points, top panels) and the subtracted distribution (bot-
tom panel)

the fill-time decay weighting to the invariant mass distributions. Figure 3.37
shows the invariant mass distributions binned by daughter py. Finally, figure
3.38 shows the peak, sideband, and subtracted ~y(n)-h per-trigger yields as a
function of Ag.

3.5 Isolation Cut Method

The statistical subtraction method will be shown to be a very reliable technique
to extract direct photon correlations. However, statistical and systematic un-
certainties may be minimized by partial event-by-event identification. The
direct photon signal is enhanced by applying an isolation criterion which re-
quires that the sum of the momentum of charged tracks and energy of clusters
in a cone of 0.5 radians be < 10% of the photon energy. This cut is fairly stan-
dard throughout the literature and can be applied in pQCD calculations [108]
5 It important to note that, in addition to decay photons, the isolation cut
removes some fraction of the direct photon sample, presumably the photon
fragmentation component. Therefore, the difference between statistical and

°For some subtleties regarding the application of isolation cuts see [109].
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(green), and the subtracted 7(n)-h yields (red).

isolation methods is not solely one of methodology, they are actually measure-
ments of different quantities.

In addition to the isolation cut the decay photon background is reduced
by 'tagging’ or reconstruction of 7% and 1. The tagging’ cuts used to remove
decay photons from the inclusive sample are somewhat more aggressive than
those used estimate the decay photon per-trigger yields:

e photon energy > 500M eV
e 1 mass window: 120 < m < 160 MeV

e 7 mass window: 500 < m < 600 MeV

As a reminder, in the purely statistical method the direct photon per-
trigger yield is obtained according to:

Ydirect = ) (Rwymclusive - Ydecay) (322)

R,—1
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One may write down a similar expression to describe the statistical sub-
traction of the remaining decay contribution after the isolation and tagging
cuts have been applied.

1
R/ —1

R, is now the effective R, after removing photons that were not isolated or
were tagged as a m° or 1. There is still, however, a residual background from
decay photons which were not reconstructed and happen to be isolated. In
order to visualize the the various quantities consult the Venn diagram shown
in 3.39. Two cuts, the isolation and tagging cuts are made on the inclusive
sample. The union of the those two cuts we define as the inclusive’ sample for
the subtraction of the residual decay component after the event-by-event cuts.
For the moment we assume that all photons that have been tagged are really
decay photons. The decay photons which are not tagged are denoted by miss.
150 denotes photons that are isolated and niso will denote the opposite. In the
right diagram we reconstruct 7%’s (n’s) and apply the isolation cut to them as
well. In analogy with the statistical method, we do so to estimate the residual
decau background Y ™miss:iso,

Y;iirect - : (R'y/ inclusive Ymiss,iso) (323)

Nlncluslve

Isolation Tagging

Cut Cut Isolation Cut

Figure 3.39: Venn diagram illustrating the various quantities in the isolation
method

Since we were not able to tell missed, isolated decay photons apart from
direct photons in the first place we will have to estimate them by an indirect
route. The way we proceed is by identifying isolated 7°’s (and 7’s, although
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we drop them from the discussion for simplicity) and decaying them using
the now familiar Monte Carlo mapping procedure. Hence we can evaluate the
efficiency of the isolation cut efficiency for 7%’s, where we can easily obtain
a both an isolated and non-isolated sample, and map that efficiency into the
daughter pr. We will, however, have to modify the Monte Carlo so that it
also removes tagged photons from the sample. In this way we can obtain the
decay probability function for 'missed’ photons.

Figure 3.40 shows the distribution 7° which contribute to the 5-7 GeV
decay photon bin with tagging (red) and without tagging black. The effect of
the tagging is most pronounced in this lowest decay photon pr bin because
the opening angle is largest. Photons which pass the tagging cut are, on
average, closer to the parent 7° py than without tagging. This is because
we preferentially miss asymmetric pairs, due to the fact that they have larger
opening angles and that we only reconstruct 7 and 7 using photons of py > 1

GeV.
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Figure 3.40: Left panel - the probability function (arbitrarily normalized) for

a 7 to decay into a photon with 5 < pr < 7 as a function of pTWO with
tagging (red) and without tagging black. Right panel - The probability that a
7V that decays into a 5-7 GeV photon, which goes into the acceptance, is not
reconstructed.

Now that we have determined the per-trigger yield for missed, isolated
decay photons (Y22 ), all that remains is to determine the value of R,’. We

miss

subtract the number of photons we tagged and that were not isolated to obtain:

niso /
Ninclusive - Ntag - N N

R I _ : = znglusive (3 24)
y 150 150 :
Nmiss Nmiss

Ninctusive 18 total number of photons which survive the tagging and isolation
cuts. Note that this is not the same quantity as N*° . 'miss’ is used to imply

miss*
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that they were really decay photons and we missed them. We showed above
that we can evaluate the per-trigger yield of missed, isolated decay photons,
but we still do not know what fraction of the remaining sample they comprise.
In order to evaluate N**¢ we decompose the total decay yield into components:

miss

Ndecay — ng + Niso + Nm'so (325)

miss miss

Here we have assumed that all photons that are tagged come from decay.
Falsely tagged direct photons are discussed in the systematics section 4.8. We
then utilize the fact that the fraction of 7%s which are isolated depends only
on the 7 momentum and is independent of the 7% decay kinematics (and
therefore whether I was able to tag it or not). Hence, we can measure the the
fraction of 7%’s which are isolated and use the 7% decay probability function
to make the transformation from 7° pr to v pr.

Noiss p77) = P™**(N o (0™ ) (3.26)

Since we can identify 7%°s that are both isolated and non-isolated we can go
one step further and map the isolation fraction to p;.

Nis.o ‘ Nis((])
m?ss — szss 7T (327>
Nmso (N;L_690>

miss

Solving 3.25 and 3.27 for N**° 1 obtain:

miss

Ndecay - Ntag

N;rffss = ' Nnioso (328)
1 + Pmiss (N’ZFSO )
7.[.0

The expression for R, then becomes:

, %i/nciusive ‘ N/;L_BSO
R — inclusive 1 szss i 329
T 1/R, = Etag * NG (3:29)

where I've inserted R, = Ninciusive/Ndecay a0d €109 = Niag/Ninciusive- Now we
have an expression in terms of quantities we can evaluate. The numerator is
determined simply by the number of photons surviving the cuts. The denom-
inator is composed of three terms: R, the tagging efficiency and the isolated
decay photon fraction. R, is evaluated from the published spectra while the
latter two quantities are determined from the raw data (with some help from
Monte Carlo).

Figure 3.41 demonstrates the effects of the cuts in stages. The black curve
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Figure 3.41: Inclusive (black), tagged (red), and non-isolated (green) photon
pr distributions. Tagged photons have already been removed from the non-
isolated sample.

NTLZSO
; 0 . .
pT,t [GGV] R’Y R,y’ gtag Pmlss ( s ) Ninclusive

Nisg) Ninclusive
yis
5-7 1.183 | 1.380 | 0.355 0.571 0.383
7-9 1.326 | 1.988 | 0.382 0.519 0.384
9-12 1.532 | 3.075 | 0.363 0.480 0.428
12-15 1.787 | 4.513 | 0.296 0.457 0.545

Table 3.3: Effective R, for isolation method and the quantities used to calcu-
late it

is the inclusive photon pr distribution (before any cuts). The red curve is
to the number of photons left after decay tagging. The green curve is after
the isolation cut. Note that tagged photons have already been removed from
non-isolated distribution.

R,” and the quantities which were used to obtain it are shown in table 3.3.
Comparing the R, to the natural value we find that the event-by-event cuts
increase the signal-to-background by a factor of 2-5.
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Chapter 4

Cross Checks and Systematic
Errors

Revisiting the v — h subtraction equation,

1
Y:iirect = 5 4 (RWY;nclusz've - Ydecay) (41)

R, -1

it is evident that there are at least three categories of systematic uncertainty:
Yinciusive; Ydecay @and R. There is also an uncertainty on the normalization of
each of the yields of associated hadrons due to the ZYAM /pedestal subtraction
procedure. In the Au+ Au data the uncertainty in the magnitude of the el-
liptic flow is considered as yet another source of uncertainty on the per-trigger
yields, independently of the ZYAM error. Finally there is an overall scale
uncertainty on the hadron cross-section for each running period from the mea-
surement of the BBC cross-section. There uncertainties are each considered
in turn.

4.1 R,

The uncertainties in R, have been evaluated in the course of the Run 4
Au+ Au and Run 5 p + p direct photon cross section analyses. The largest
uncertainties in those analyses are attributed to the following effects.

e Non-linearity of the energy scale
e 7Y signal extraction
e Decay contribution from sources other than 7°.

e Cluster merging (> 10 GeV only)
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4.2 Inclusive Photons

The uncertainty on the inclusive photon efficiency was evaluated to be 1%
in [67] (neglecting the scale uncertainty the cross section does not contribute
to the per-trigger yield). Since other uncertainties dominate we assign the
same uncertainty to the associated yields, which is a conservative estimate.

4.3 7' Combinatorics

The 7° combinatoric background is a significant source of uncertainty in the
Au + Au 7°h and decay 7-h per-trigger yields. Figure 4.1 shows fits to the two
photon invariant mass distribution and signal-to-background resulting from
those fits. The situation is somewhat ameliorated by the decay photon map-

ping which is shown in figure 4.2 which compares the signal-to-background
(S/B) for 7 (black) and ~(7°)’s (red).
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Figure 4.1: Fits to the 7° invariant mass distributions and signal-to-
background in 0-20% central Au + Au.

In the instances where the S/B is lowest a sideband analysis is done to
constrain the contribution from false 7¥ tagging. Figure 4.3 shows the ratio
of the 7 per-trigger yields from the peak vs. the sideband region for the
invariant mass range 0.165 — 0.200 GeV. Figure 4.4 shows the ratio of the
79 per-trigger yields from the peak vs. the sideband region for the invariant
mass range 0.065 — 0.115 GeV. In the 5-7 X 1-2 GeV pr bin the sideband
per-trigger yields are within 10% of the peak per-trigger yields and for 5-7
X 2-3 GeV they are within 20%. We then evaluate the systematic error as
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Figure 4.2: Signal-to-background for 7° and v(7°) in 0-20% central Au + Au.

1/(S/B + 1/(Ypeak/ Ysidebana — 1)). Outside of these two bins the systematic
uncertainty due to 7° combinatorics is small due to the large S/B. In this
instance we apply this formula using a conservative bound of 2 for the ratio
of the peak to sideband per-trigger yields which does not enhance the overall
systematic error appreciably.
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Figure 4.3: Peak divided by high-end sideband per-trigger yields for different
pr combinations.
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Figure 4.4: Peak divided by low-end sideband per-trigger yields for different
pr combinations. .

4.4 'Two-Body Decay Kinematics and the Open-
ing Angle Effect

72 rest frame: Lab frame:

»

Figure 4.5: 7% — 2+ decay in the parent rest frame and the lab frame.

One would expect that the decay photon associated yield would have a
broader angular distribution than for the parent meson since the decay photon
is not collinear with the parent. In order to estimate the size of the effect the
angle between the parent and daughter (¥) was calculated for the pr range
of interest. Figure 4.5 shows the 7% — 2+ decay in 7° rest frame and the lab
frame. In the parent rest frame the two decay photons have equal in opposite
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momenta. The Lorentz transformation for photon energy and opening angle
are

sin U*
tan¥ = ————— 4.2
(B + cos ¥*) (42)

E =~E" +0p), = gy + 755 cos ¥ (4.3)

where 3, v and m are the velocity, Lorentz factor and mass of the parent,
respectively. Combining the two equations one may eliminate U* obtaining

1— (L 222
tan ¥ = \/ (f ﬁ;;n) (4.4)
VB =5+ 5m)

The left panel of figure 4.6 shows the opening angle as a function of the
daughter momentum for the n — 27 decay as evaluated by this equation.
Several selections of parent momentum are shown. The accompanying points
are a Monte Carlo calculation which agrees with the analytic result modulo
finite bin size effects. The right panel shows the distribution of the azimuthal
projection of the opening angle from the Monte Carlo calculation for each
of the three parent momentum selections. The azimuthal angle between the
parent and daughter is of the order of several hundredths of a radian and hence
may be safely neglected.

[Opening angle as a function of p' for an 1 | [pist. of Opening angles (projected in 4 plane) for an q with a $+ GeV 5|

" p.7=6,9, 12 GeV g pi™=6,9, 12 GeV
30

20
10"

URRRLL |

Figure 4.6: Left: The opening angle as a function of decay photon momentum
for several values of parent n momentum calculated analytically (lines) and by
Monte Carlo (points). Right: The distribution of the azimuthal projection of
the opening angle for several values of parent n momentum.

100




4.5 PYTHIA studies

In order to test the veracity of the v — h subtraction technique the method
was applied to PYTHIA events. More specifically the simulations address the
following effects and to assign a systematic uncertainty where appropriate:

e Decay photon mapping procedure
e 1) — h sideband subtraction method
e Decay contribution from sources other than 7° and 7

e The opening angle effect

26
- R, =inclusive/decay ‘H~
2.4:— (direct+y(m))y(x) + ‘~‘ |
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Figure 4.7: R, and similar quantities in PYTHIA

Around 20 million events were generated with both default QCD and direct
photon scattering processes activated. These events were selected to contain
a photon, 7°, or  of pr > 4 GeV. Non-default parameters were used in
only a few cases. The cutoff for 2 — 2 processes that diverge as pr — 0
(CKIN(3),CKIN(5),CKIN(6)) were set to 4 GeV, below the threshold of di-
rect photons considered in this study. The values of y/kZ and /52 (PARP(91)
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and PARJ(21)) were chose to 2.5 GeV and 585 Mev, respectively, roughly con-
sistent with PHENIX measurements from [61]. Figure 4.7 shows the value of
R, for the PYTHIA sample as well as variants of this quantity in which only
certain components of the decay photon signal are considered. Also shown
are the p 4+ p data described in section 3.1.2. Although it is interesting that
PYTHIA overestimates the direct photon contribution, agreement in this re-
gard was not essential for the current study and was not further investigated.
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Figure 4.8: Examples of the two photon invariant mass distribution (5 <
pr < 7 GeV)and decay photon probability function (5 < pf. < 7 GeV) from

PYTHIA with resolution smearing.

The decay weighting procedure scheme was tested in two stages. First y(7°)
correlations were obtained by applying the analytic form of the decay weighting
function to all the 7% in the sample. Subsequently, 7° reconstruction and
its associated efficiency corrections were implemented as well. To simulate
detector response an energy resolution smearing of width o(E)/E = 6% &
8%/+/E(GeV) was used. Figure 4.8 shows the two-photon invariant mass for
5-7 GeV 7%s and decay photons, respectively, from the resolution smeared
PYTHIA events. Figure 4.9 shows the ratio of the decay photon per-trigger
yields estimated by the decay photon weighting procedure with and without
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Figure 4.9: The ratio of the weighted to true v(7%) — h yields from PYTHIA.
The red lines include the decay weighting only while the green lines include

79 reconstruction and resolution smearing.

70 reconstruction and resolution smearing to the truth (input) values. The

deviation from the decay weighting procedure take a maximum value of about
2%. The effect shows no obvious pr dependence.

Around 5% of decay photons come from channels other than 7%and 7. Fig-
ure 4.10 shows the decay per-trigger yields with and without the contribution
from these decay sources. The difference between the yields is no more than
1.5% on the near-side and 1% on the away-side.

4.6 Cluster Merging

At high pr (= 10 GeV in the PbSc and ~ 15 GeV in the PbGI) pairs of
photons from 7 decay begin to be reconstructed as single clusters. The vast
majority of these merged clusters, > 99% for pr < 15 GeV, are rejected from
the inclusive photon sample by the x? cut [110]. Nevertheless, cluster merging
affects the v — h subtraction method in two ways. Firstly, the removal of
photon pairs preferentially from the decay sample as compared to the direct
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Figure 4.10: Comparison of total decay photon hadron yield to the yield from
mYand 1 only in PYTHIA

effectively changes R, for reconstructed photon clusters from its natural value.
Secondly, the single photon efficiency used in the determination of the decay
photon associated yields will be altered such that the contribution of high pr
79s will be deemphasized.

Cluster merging in the EMC was previously studied using shower profiles
from the test-beam data [90]. It is instructive to estimate the effect of cluster
merging on the decay photon yield using this information!. In what follows
the separation efficiency is defined as the probability to resolve photon pairs
which hit the calorimeter. Figure 4.11 shows the separation efficiency as a
function of 7 pr for photon pairs in the PbSc (red) and PbGl (blue). An 80%
asymmetry cut has been applied to this data. The dependence of the efficiency
on daughter photon pr is determined using the 7° decay probabilities and 7°
pr spectrum according to:

IPrior to the simulation studies described in section 4.7 these estimates were used as
correction factors to the data.
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Figure 4.11: Separation efficiency from a GEANT simulation using input from
the test beam data for PbSc (red) and PbGl (blue) [90]

J eF, py) P, py)dN™ /dpr
J P(%. pp)dN™/dpr
The efficiency, €, is a function of both pZ and pJ. since it depends pri-
marily on the opening angle which is a function of both of these quantities.
We evaluated the dependence on pJ. according to the following two extremal

assumptions since the exact dependence on opening angle was not readily
available.

e(pr) = (4.5)

e Assumption #1: Only the most symmetric decays, corresponding to
decays with the smallest opening angle, are merged.

e Assumption #2: e depends only on p7; photons at all asymmetries are
equally likely to be merged

Figure 4.12 shows the p7. vs. p;. for all 74’s in the acceptance in the Monte
Carlo (left) and for only the 4’s which are separated according to assumption
#1 (right). The efficiency values evaluated by the two assumptions are shown
in the right panel. Figure 4.13 shows the efficiency vs. pr(y) for the two
assumptions. A more accurate estimate of the merging effect was obtained by
through the simulation described in the next section.
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Figure 4.12: Parent vs. daughter py for photons from 7% decay in the EXODUS
simulation with no merging included (left) and with merging parameterized
according to assumption #1 (right).
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Figure 4.13: Separation efficiency as a function of photon pr.

4.7 PISA Studies

The Monte Carlo simulations described in 3.4.3 provide a fairly accurate imple-
mentation of the EMC acceptance and a semi-realistic description of detector
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resolution, however; there are a number of detector effects that are not ac-
counted for in such a simple approach. In particular it was determined that
the following effects might warrant investigation:

e Conversions
e Merging
e Hadron contamination

e More realistic detector resolution/calibration effects

In order to estimate the magnitude of such effects on the correlation results
GEANT simulations were performed. The GEANT implementation of the
PHENIX detector setup is part of simulation package called PISA (PHENIX
Integrated Simulation Package) which is described in [111].

Initially, the PISA was run on entire PYTHIA events to simulate p + p
collisions as realistically as possible. The PYTHIA sample was filtered for
events containing at least one high pr (+4 GeV) final state particle. The
rate of contamination to the photon sample by charged hadrons was found
to be very small (~ 1%) providing a cross-check on the charged veto cut de-
scribed in 3.2.1. Unfortunately, reconstructing entire PYTHIA events in PISA
turned out to be rather computing-intensive. Since the other detector effects
of concern were thought to be dominant at high py and relatively insensitive
to multiplicity effects it was reasoned that they would be more thoroughly
addressed by single particle simulations.

Samples of a few million single photons, 7°’s and n’s were generated in
EXODUS. Flat pr distributions (3 < pr < 20 GeV) were used. Figure 4.14
shows the decay probability function from single 7%’s in PISA compared to
the analytic and fast Monte Carlo results. The difference between the PISA
result and the other two results arises from the single photon efficiency term
e+ (pF, py, 27) in equation 3.18 which not taken into account in the latter two
approaches. The bottom panel of the same figure shows the ratio of the PISA
decay probability function to the fast Monte Carlo result. The ratio was fit
to a straight line. For values of py above the point at which the fit intersects
unity the fit value was used as a correction factor to the fast Monte Carlo
probability function. The fit values of each of the pr bins are given in table
4.1.

As discussed above, cluster merging affects not only the decay probabil-
ity function but R, as well. The separation efficiency can be estimated as
the product of the correction functions in table 4.1 and the decay photon

pr spectrum which is well approximated by a power law of dN/dpr ~ pp~".

0
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pr|GeV] | slope(z1072) | y-intercept
5-7 -7.85 1.85
7-9 -8.7 2.0
9-12 -9.65 2.2
12-15 -12.5 2.8

Table 4.1: Values of fit parameters for single photon efficiency correction func-
tion evaluated in PISA

The separation efficiencies calculated as such are compared to the those ob-
tained by both assumptions discussed in the previous section in table 4.2. The
agreement, between the two approaches is only approximate, but is sufficient
given the other statistical and systematic uncertainties at high p;The effective
change to R, is determined from the PISA obtained efficiencies by

€

AR, = (R, +1) (6_ 1) (4.6)

n mesons were also decayed in PISA. The decay function for n’s is shown
in 4.15. Due to the larger opening angle for the 7 decay there is no additional
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pr range (GeV) | e(Assumption #1) | e(Assumption #2) | PISA
5-7 0.999 0.998 0.998

7-9 0.989 0.984 0.989

9-12 0.977 0.968 0.954
12-15 0.948 0.880 0.868

Table 4.2: Separation Efficiency for photon pairs from 7% decay estimated
according to the two assumptions discussed in section 4.6 and from PISA

6883
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4.086
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Figure 4.15: n — 2v probability function for 5 < p; < 7 GeV estimated
analytically (black line), by fast Monte Carlo (red line) and by PISA (black
points)

effect beyond what is accounted for in the fast Monte Carlo.
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Figure 4.16: 7 — 27 probability function for 5 < pJ. < 7 GeV for electrons
from photon conversion that pass the photon ID cuts and for true photon
cluster. Lines are as in previous figures.
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With regard to photon conversions, the simulations indicate that a sur-
prisingly large fraction (~ 14%) of clusters which pass the photon cuts are
actually initiated by electrons (or positrons). Most of these electrons come
from conversions close to the EMC such that they are not reconstructed (and
thus vetoed) as charged tracks. The decay probability function is shown for
photon and electron showers in figure 4.16. Within the statics of the study no
difference is observed between the two types of clusters.

4.8 Isolation Method: R’

The uncertainty in R, propagates to R, " as

N/

inclusive
N;nclusive
O-R»y, = O-R’y A N’LSB (47)
|:]~ + szss (N”Z];so):| (]- - R’ygtag)z

7.‘.0

An additional uncertainty is introduced by the decay photon tagging. R’ is
over-estimated when direct photons are falsely tagged as decay photons. This
effect should be small since direct photons are rarely associated with particle
production on the near-side. Nevertheless, the systematic effects are evaluated
under the most conservative assumptions since a large bremsstrahlung com-
ponent could, in principle, lead to a over-estimation of the tagging efficiency.

Falsely tagged photons change not only the tagging efficiency but also
decay photon isolated fraction. Falsely tagged direct photons lead to an over-
estimation of R,” both in the case when they are isolated and non-isolated.
However, if the direct photons are isolated the change to the tagging efficiency
and isolation fraction are partially compensating. Also, the combinatorial
background for photon pairs is larger when the pairs are not isolated so I
evaluate the uncertainty assuming that all falsely tagged photons are non-
isolated. The total number of falsely tagged, non-isolated direct photons is
estimated from the combinatorial background level for photon tagging of non-
isolated photon pairs taking the direct photon contribution to be the same as
in the absence of photon tagging (i.e., given by R,):

dir Ndirect niso 1 S niso
Nfalse - Wkand - (]‘ R_7> (]‘ ?) Ntag (48)
where S/T is the purity (signal/total) of the tagged sample as measured from
the invariant mass distributions. Figure 4.17 shows the invariant mass distri-
butions for non-isolated photons and the resulting tagging purity for the wide

set of cuts.
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Figure 4.17: Invariant mass distributions
for several ranges of tagged photon pr
for non-isolated photons. Also shown are
the fits determining the total (green) and
background (red) contributions.

Figure 4.18: The purity of photon pairs as
determined by the fits shown in figure 4.17.

The isolation fraction is evaluated using the narrow set of tagging cuts
and only the 7° mass window. The purity of this sample, shown in figure, is
evaluated by applying the decay photon probability function to the invariant
mass distributions.
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ground (red) contributions.
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priGeV] | R, | R, | AR/(R,) | AR/ (tag)
5-7 1.18 | 1.39 0.16 0.04
7-9 1.33 | 1.99 0.26 0.09
9-12 1.48 | 2.85 0.50 0.16
12-15 1.65 | 3.82 1.17 0.21

Table 4.3: R,and R, values and uncertainties on R,’

Since the systematic uncertainty due to tagging is likely a very conservative
estimate I do not move the central value of the per-trigger yield but rather
apply the tagging systematic as a one directional systematic uncertainty in
the direction of increasing R,. Table 4.3 shows the R,, R,’ and its systematic
uncertainties. The uncertainty due to IR, is the dominant systematic uncer-
tainty.

The uncertainties on the decay per-trigger yields are taken to be the same
as in the standard statistical subtraction analysis. Any additional contribu-
tion due to the tagging can be neglected compared to the already substantial
uncertainties in the decay photon mapping.

4.9 Summary of Systematic Uncertainties

4.9.1 p+p

Figure 4.21 shows a breakdown of the systematic uncertainties in the p + p
measurement as a relative error on the subtracted direct photon yields. The
dominant uncertainty is the estimate of the decay associated yields. Although
the uncertainties on the decay yield itself are typically small, they propagate
to a larger error on the direct photon yields, due to the smallness of the
signal. The decay uncertainty is can be sub-divided into several components:
the weighting procedure (2%), decay from heavy hadrons (1.5%), n sideband
subtraction (2.6%) and the cutoff correction (varies, see 3.4.5).

4.9.2 Au+ Au

The relevant systematic uncertainties can be separated into four sources: The
direct photon excess (R,), decay photon correlations, v, subtraction, and
combinatorial background normalization. R, and its uncertainties were de-
termined in an independent analysis. In p + p collisions the estimate of the
decay photon contribution is limited by the Monte Carlo mapping and 7 side-
band subtraction procedures. In Au+ Au, on the other hand, the dominant
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Figure 4.21: Breakdown of relative statistical and systematic uncertainties (%)
for the away-side direct photon associated yields in central p 4+ p collisions

uncertainty, by far, is false 7° reconstruction due to combinatorial photon pairs
as discussed in section 4.3. The uncertainty due to the vy subtraction is de-
termined by varying the magnitude of the elliptic flow within its uncertainties
as determined in independent analyses. The uncertainty in the combinato-
rial background is determined by varying the assumptions in the estimate of
residual multiplicity correlations as discussed in section 3.3.1. Finally, there
is additional source from the determination of the charged hadron efficiency
corrections. A 10% and 12% scale uncertainty is applied independently to
both the p 4+ p and Au+ Au data. The is also a pr dependent component
to the uncertainty in the efficiency corrections arising from mis-reconstructed
secondary tracks, as discussed in section 3.3.3. This effect only contributes a
significantly to the overall scale uncertainty above 5 GeV.

Figure 4.22 shows the relative uncertainties on the away-side direct photon
associated yields for each pr combination. The dominant source of systematic
uncertainty is non-uniform over the measured range of py; and pr,. There
are several reasons for this:

e The direct photon signal-to-background increases with pr;.
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Figure 4.22: Breakdown of relative statistical and systematic uncertainties (%)
for the away-side direct photon associated yields in central (0-20%) Au+ Au
collisions

e The combinatorial background decrease with pr,.

e The 7¥ reconstruction purity increases with DTt

The net effect is that at low values of pr,, the v, and MSMP errors dom-
inate. At large pr,, but small pr,, the decay uncertainty is largest. At large
pr: and large pr, the uncertainty in R, takes over. Across all bins, however,
the statistical uncertainties are larger than the systematic ones. Although
many of the systematic uncertainty estimates in the present work are rather
conservative, it is clear that more precise estimates provide diminishing re-
turns for the Run 4 data set. Measurements of the larger Run 7 data set are
already in progress and efforts are underway to reduce the systematic errors.

4.9.3 A Note on Correlated Errors

Each of the four sources of error described above is at least partially correlated
across pr ranges sampled. In many instances, however, these correlations are
negligible. To provide an example, a fit to the conditional yield as a function of
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pr.. would more accurately treat the errors as uncorrelated since the dominant
source of uncertainty at small pr, is different (and independent) from the one
at large pr,. Generally, however, we will represent the systematic uncertainties
as error bands rather than combining them with the statistical error, since
there are instances in which these correlations are important. In what follows,
the reader should assume that uncertainties in the Au+ Au data have been
treated as uncorrelated unless otherwise stated.
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Chapter 5

Measurements of Nuclear
Effects via Direct Photon
Correlations

5.1 Direct Photon Correlations in p+p
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Figure 5.1: Per-trigger yields of charged hadrons with inclusive, decay and
direct photon triggers using the statistical subtraction method.

The direct photon associated yields in p + p collisions are shown figure in 5.1.
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Also shown are the ingredients in the subtraction, the inclusive photon and
decay photon associated yields. The decay photon per-trigger yields are esti-
mated from the measured 7% and 7 correlations via the Monte Carlo mapping
procedure discussed in section 3.4.

To first approximation, one expects to observe the behavior predicted at
leading order, i.e., that direct photons should be accompanied by no near-side
particle production and should have an opposite-side correlation qualitatively
similar to di-jet events. The absence of a near-side correlation therefore serves
as a useful benchmark for the statistical subtraction method. The systematic
uncertainties become large when the decay associated background is large and
the direct photon signal is small. Hence, the uncertainties are largest at low
pry and near A¢ = 0.
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Figure 5.2: Comparison of direct photon and 7% associated yields as a function
of pr: on the near (—m < A¢ < 7 radians) and away-sides (7 < A¢p < 37/2
radians)

A more direct comparison between y+jet and di-jet events is achieved by
comparing the direct photon to 7° associated yields. Figure 5.2 shows the
yields integrated over the near and away-sides. The absence of near-side yield
for direct photon triggers as compared to 7%’s is rather striking. This indicates
that the fraction of photons at moderate values of z is fairly small. We will
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return to this point in section 6.2. For the present purposes will we interpret
the lack of near-side yield to demonstrate that a fairly pure sample of prompt
photons has been obtained.

On the away-side, a significant correlation signal is measured in nearly
every bin. The yields are generally smaller than those of the 7%. This is due
to the higher jet momentum for decay photon triggered jets for fixed pr;. As
a rule of thumb, The (z) of 7° triggers of 4 < pr < 5 GeV was estimated to
vary from about 0.5-0.7 depending on pr, [61]. Since the direct photons are
expected to come values of z closer to unity, the smaller away-side yield can
also be taken as evidence for successful direct photon identification.

5.2 17 Correlations

7 mesons are the second largest contributor to the decay photon background. 7
correlations have been measured in p + p collisions. Due to the overwhelming
size of the combinatorial background in central Au+ Au collisions, however,
it was not possible to make the same measurement in that collisions system.
Instead the contribution of n correlations in Au + Au was estimated from the
p + p data, employing a scaling argument as follows. The spectra of 7 mesons
in Au + Au were shown to exhibit the the same level of suppression at high
pr as is observed for 7%s [112]. In fact, n/7° has been measured in p+p,
d4+Au and Au+Au [77]. Above 2 GeV, all are consistent with a constant
value of 0.45 + 0.05, compatible with expectations from PYTHIA and mq
scaling. Since, jet fragmentation is thought to occur outside the medium,
it is reasonable to assume that the difference between 7 and 7° associated
hadron production in Au+ Au can be attributed to the same (vacuum) jet
fragmentation effects that are measured in p + p collisions.

In order to correct for the effect of 7, we measure the ratio of the v(n) to
v(7?) per-trigger yields in p + p collisions, shown in figure 5.3. There is a ten
percent uncertainty (not shown) assigned to the ratio, from the 7 sideband
subtraction method (section 3.4.6). Predictions from PYTHIA are also shown
in the figure. Where statistics are high, the ratio in data is slightly higher than
the PYTHIA on the near-side and slightly lower on the away-side, however
given the quoted systematic uncertainty, this difference is not very significant.
These ratios (R,) are applied as a correction factor to the Au-+ Au ~(n°)
associated yields according to

1 1
ooy = (z + A (1 - z)) V) 5-1)

where A (= 1.24) is ratio of total decay photons to photons from 7° decay, as
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discussed in section 3.1.1.
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Figure 5.3: The ratio of v(n) to y(7°) per-trigger yields as a function of pr,, for
several selections of pp, for the near-side and away-side. The lines correspond
to PYTHIA (version 6.1) calculations.
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5.3 Comparison to Au+ Au Collisions
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Figure 5.4: Inclusive, decay and direct photon associated yields in 0-20%

Au 4+ Au collisions.

Figures 5.4 shows the direct photon associated yields in central (0-20%)
Au + Au collisions. The ingredients in the subtraction method: the inclusive
and decay correlations, are also shown. The relative sizes of the yields demon-
strate the signal-to-background of the decay photon statistical subtraction.
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Figure 5.5: Direct photon and 7° associated yields in central (0-20%) Au + Au
collisions. Also shown are the 7° associated yields from p + p collisions.

Figure 5.5 compares the Au+ Au direct photon correlations to 7° trig-
gered correlations in Au+ Au and p + p. Again, the absence of a near-side
correlation is observed, where precision allows. On the away-side back-to-back
correlations are largely absent above pr,= 2 GeV, for both 7° and direct pho-
ton triggers. This is the first observation of the, now familiar, phenomenon of
jet suppression in the v + jet channel.
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Figure 5.6: Jet functions for all of the ingredients in the direct photon sub-
traction method for one bin of pr; and pr, for p+ p and central Au+ Au
(0-20%). Top: Inclusive, decay and direct jet function in p + p collisions.
Middle: Inclusive, decay and direct jet functions in central Au + Au collisions.
Bottom: 7%, 7, y(7%) and ~(n) associated yields in p + p.

Figure 5.6 collects all of the jet functions (flow and combinatorial back-
ground subtracted per-trigger yields) used in both the p + p and central Au + Au
analyses for one selection of pp; and pr,. This particular bin is representa-
tive, in that the features apparent in this bin are shown throughout much
of the data, albeit with reduced precision. Comparing the inclusive and de-
cay photon near-side correlations for p 4+ p (top) and Au+ Au (middle) the
larger direct photon signal-to-background in Au + Au is evident. Again, the
absence of a near-side correlation is apparent in the Au + Au data, as well as
in p+ p. The disappearance of the away-side correlation in Au+ Au can be
seen by comparing to the p + p correlations. The components of the decay
photon measurement are shown in the lower panel. The decay photon associ-
ated yields for both 7% and 7 are larger than the parent meson as estimated
by the Monte Carlo mapping procedure. The n associated yields are slightly
smaller than those of 7%, reducing the total estimated decay contribution by
about 5%.
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5.4 Near-Side Correlations: Implications for
Induced Radiation and the Ridge
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Figure 5.7: The ratio of the near-side (|A¢| < 0.5 radians) direct photon
associated yield to that of 7% in central (0-20%) Au+Au collisions.

Although v+jet tomography relies on opposite-side correlations, near-side
correlations have important implications as well. Sources of medium-induced
radiation, namely additional bremsstrahlung [80] and jet-photon conversion
[81], would be expected to result in near-side correlations. Moreover, a recent
calculation claims that the sum of these induced sources is equal to the size
of the prompt signal itself at 6 GeV, and is of order 50% of the prompt signal
at 10 GeV [83].

~v+jet studies may also help to elucidate the character of the “ridge” phe-
nomenon observed as a low pr enhancement of near-side correlations in hadron-
hadron correlations (see section 1.4.2). If the ridge is indeed a manifestation
of the medium response to the passage of the hard parton, than it should be
absent for photon triggers, as expounded upon in [113].

The ratio of the direct photon to 7% associated yields in central Au + Au
collisions are shown as a function of pr, in figure 5.7, for the range |A¢| <
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0.5 radians. The data are well described by fits to a constant for each pr,
bin, the results of which are shown in table 5.1. Below 9 GeV these fits
indicate that a near-side yield as large as 50% cannot be excluded. At high pr
however, the data favors a near-side correlation of < 20% of the 7 signal. This
statement is particulary convincing in the 9 < pr; < 12 GeV range, where all
the data points have relatively good precision. Assuming the per-trigger yield
of induced sources is the same as for 7%, we would exclude a medium induced
rate on the order to 50% of the ° signal as indicated in [83].

prt [GeV] | (Yair/Yr) | ostar | osys(low/high)
5-7 0.024 0.067 0.231/0.329
7-9 0.168 0.007 0.116/0.45
9-12 -0.084 0.091 0.094/0.209
12-15 0.025 0.11 0.046/0.118

Table 5.1: The ratio of the direct photon to 7° associated yields on the near-
side for several pr; selections averaged over pr,.

5.5 Energy Loss via y+Jets

Turning now to the primary objective of direct photon correlations, we consider
the away-side yields. The direct photon and 7% conditional yields are shown
in 5.8 as function of pr, for both p 4+ p and Au+ Au collisions. The yields
are integrated over a fairly narrow range of of 4/57 < A¢ < 6/57 radians.
The reasons for choosing a such a narrow window of integration are twofold.
Firstly, the influence of statistical fluctuations are reduced by choosing to re-
strict the integration range to an interval where the jet signal is relatively
large. Secondly, the interval corresponds to the so-called "head” region where
one observes a jet-like correlation of reduced amplitude in hadron-hadron cor-
relations as opposed to the "shoulder” region where one observes a modified
structure presumed to be the medium response [53,114,50]. The statistical and
systematic uncertainties depend on a variety of factors (R, jet combinatorial
background, etc.) and vary from bin to bin. The highest precision data are
at intermediate pr; and pr,, so the interpretation of the data will be steered
by the data in this range. It is tempting to try and compare the slopes of
the p+ p and Au+ Au yields however the uncertainties are still too large to
constrain the slope of the Au + Au data.

In order to place the current results in the context of previous observations
we compare the direct photon /44 to the 7 I44 and Ra4. To understand
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Figure 5.8: Away-side (4/57 < A¢ < 6/57 radians) direct photon and 7°
associated yields as a function of pr, in p+ p and central (0-20%) Au+ Au
collisions.

how these individual measurements may differ, consider the different hard-
scattering configurations illustrated in figure 5.9. Two different profiles of an
absorbing medium are shown, an infinitely black core surrounded by a corona
and a diffuse medium. We can consider them to be static for simplicity. In
the black core limit all hadrons must come from the surface, whereas in the
diffuse limit they have a finite probability to reach the surface. Hadron pairs
may similarly be totally or partially biased towards tangential emission in the
two cases, respectively. As pointed out in [66], photons probe deeper into the
medium, on average, because the of their small interaction cross section. In
the black core limit, however, their back-to-back correlations will be destroyed
by the medium. In a more diffuse model hadrons may emerge from anywhere
in the medium, but with reduced probability depending on the path length.
The energy loss profile depends not only on the details of geometry but also
on the energy loss calculation employed. In the BDMPS limit of continuous
energy loss, a black core geometry will appear completely opaque. In a GLV-
type model, however, a parton has some probability to pass through the entire
length of medium without any interaction at all. Since the geometry and
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Figure 5.9: Cartoon depicting several different types of two-particle observ-
ables in the presence of a black core medium (left) and diffuse medium (right).
Shown are di-hadrons from surface emissions, di-hadrons from tangential emis-
sion, and photon-hadron emission from the center of the medium.

the energy loss model are coupled, not to mention the space-time dependence
we have neglected, it will be essential to simultaneously constrain our models
using as many observables as possible.

Figure 5.10 shows the [44 for direct photons compared to I4,4 and Rax
for m°. Generally, we observe that all three models give a similar suppression.
To that extent, the current measurement adds to the body of knowledge that
demonstrates that the medium is opaque, and hence requires high precision,
differential probes to elucidate its properties. The statistical and systematic
uncertainties are highly non-uniform. This is due to the fact that different
background sources dominate in different kinematic ranges. This indicates
that a targeted approached towards interpreting the data is in order.

Figure 5.11 compares the data for 7-9 GeV photon triggers to recent pre-
dictions from [66]. The authors use NLO pQCD with an effective model of
energy loss which resembles the GLV-type approach. The parameter € has
units of GeV/fm and is proportional to the initial gluon density. The data are
consistent with all the curves, but the models nearly span the uncertainty in
the best data point. We may conclude that the energy loss per unit fermi is
compatible with the range of € considered by the authors. It clear that higher
statistics would help, but the constraints are all coming from one data point.
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Figure 5.10: Direct photon Iq4 7 I44 and 7° Ra4 [42] as a function of pr,
in central (0-20%) Au + Au collisions.

Moreover although the authors argue that the greatest sensitivity is obtained
at low zp, they have not consider the medium response, which is a background
in terms of this measurement.

In order to avoid low pr, where uncertainties are large and a medium
response may be present, we can used a fixed range of pr, and vary prp,.
Figure 5.12 shows the yields and /44 for the 3 < pr, < 5 GeV bins plotted as
a function of zp. Since a set of predictions for this bin were not obtained, we
plot the predictions for the 7 < pr; <9 GeV, as a demonstration. This may
not be unreasonable as one naively expects such a modified fragmentation
function approach to approximately scale with pr;, a least over the limited
range of py; measured. The benefit is clear. More of the data points have
sensitivity to the model.

The current measurements indicate that we are not far from being able to
make quantitative constraints on the energy loss using direct photon correla-
tions. As a point of reference, a combined fit to the single and di-hadron data
constrained € to be in the range 1.6-2.1. [87]. Since the Run 7 results currently
being analyzed are a four-fold increase in statistics, and improvements in the
measurement itself are anticipated, direct photon correlations may surpass the

127



1.5

— NLO + Modified FF, p = 0.5 pT, ZOWW*
2.28 GeV/fm

ey = 1.08,1.28,...,

| Centlral (0-20°|/o) Au+At|J Collisi?ns

7 < pr,<9GeV

-0.5

0.2

PR "
0.4 0.8 1 1.2

Zr

Figure 5.11: 144 as a function of zy for 7-9 GeV direct photons compared to a
model of energy loss calculated to next to leading order accuracy. Predictions
are from Zhang, Owens, Wang and Wang. [66].

T IIIIIH]

T IIIIIII|

& Au+Auy-h
p+py-h

®  Au+Aurh

o prprah

+

L F

11 IIIIIJ]

1 IlIIIII|

1II|]]I[|II]I|[

L AL B B B e S B e B S e e e S B B
Central Au+Au, 3 < [ 5 GeV

- Direct y-h
- n%-h

EE —NLO + Mudifiéd;F_,T,L—:

0.5 pT, ZOWAF

ILI|IJIl|IIJIII

0.25

0.3

u.is 0.4 0.45 0.5 0.55 D.IB n.és

z; [GeV]
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hadron triggered observables as the best constraint on partonic energy loss in

the near future.
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Chapter 6

Insights into Vacuum QCD
Processes Using Isolated Direct
Photon and 7’ Correlations

The results presented in the previous chapter remove the decay associated yield
by a purely statistical subtraction. A method of partial event-by-event identi-
fication of the direct photon signal using isolation cuts and decay photon tag-
ging, as discussed in section 3.5, greatly improves the direct photon signal-to-
background reducing the statistical and systematic uncertainties. This chapter
presents results from p+p collisions using the isolation method.
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6.1

Correlation Functions
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Figure 6.1: Per-trigger yields of charged hadrons with inclusive, decay and
direct photon triggers using the isolation method.

Figure 6.1 shows the isolated inclusive, decay and direct photon per-trigger
yields. No data is shown for |[A¢| < 0.5 radians where the isolation criterion
removes most of the acceptance. The uncertainties are visibly improved with
respect to the fully statistical method.
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Figure 6.2: Per-trigger yields of charged hadrons for isolated direct photon,
direct photon and 7 triggers.

The isolated direct photon per-trigger yields are compared to the direct
photon per-trigger yields obtained by the purely statistical subtraction (re-
ferred to henceforth as ’inclusive’) in figure 6.2. The 7 — h per-trigger yields
are also shown to illustrate the size of a typical near-side jet correlation peak.
Although the isolated and inclusive direct photon associated yields are fairly
similar, the isolated sample has slightly lower yield, on average, which will
be quantified below. Since fragmentation photons are not suppressed in the
inclusive photon sample, a difference between the inclusive and isolated direct
photons per-trigger yields provides an indirect measurement of fragmentation
photon correlations.

6.2 Isolating the Effects of Photon Fragmen-
tation

Photons from jet fragmentation are a background for y+jet tomography stud-

ies and may also be an interesting energy loss observeable themselves [115].
For fixed pr; one would expect a larger yield associated with triggers from
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jet fragmentation due to the larger (Q?) of the hard scattering. This effect
is responsible for the larger yield associated with 7° triggers, as compared to
direct, although, as will be discussed in section 6.8, a different flavor com-
position for 70 triggered jets could similarly result in a difference in the jet
multiplicity.

The obvious signature of fragmentation photons would be a near-side cor-
relation for direct photon triggers. As was demonstrated in figure 5.2, the
near-side (inclusive) direct photon associated yields, are fairly small compared
to that of 7°. The ratio of the yields is shown in figure 6.3. The data show
no obvious pr dependence. Since the uncertainties are fairly constant as a
function of pr,, each value of pr, was fit to a constant, tabulated in 6.1. The
near-side yield for direct photons is sensitive not only to the fraction of pho-
tons from fragmentation, but also to their fragmentation function, which is
poorly constrained (see, for example, [64]). If one assumes that the photon
fragmentation function is the same as that of the 7%, then the ratio of the
near-side conditional yields should be approximately equal to the fraction of
non-isolated photons which is predicted to be 10+£5% above 7 GeV [67]. This
argument is compatible with the data which favor a ratio of < 20% above 7
GeV.

pT,t [GGV] <Yd2‘f,./Y7r> OSTAT JsYs (IOW/hlgh)
o-7 0.167 0.037 0.409/0.287
7-9 0.063 0.046 0.018/0.158
9-12 0.112 0.048 0.100/0.092
12-15 -0.133 0.075 0.199/0.188

Table 6.1: The ratio of the inclusive direct photon to 7% associated yields on
the near-side for several pr, selections averaged over pr,.

On the away-side, we can attempt to extract the fragmentation photon
correlations by comparing the inclusive and isolated direct associated yields.
Using the NLO predictions for the fragmentation/total (f/"* and isolated

inc
frag

fragmentation/total (f/, * shown in figure 1.22 [116], we can express the con-

ditional yields as follows:

Y;nc = fi}:cagyfrag + (1 - fz{fcac)y;)rompt
Y;so = fz‘];zagyfrag + (1 - fzfszac)y;wompt

Solving these two equations simultaneously one obtains:
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1 1
Yfrag = —finc “Wnc T riso Yiso (63)
1_ 1 ffrag 1 ffrag _1
1=firag 1=frag

Since the isolated direct photons are a subset of the inclusive sample, the
statistical uncertainty of the isolated associated yields are correlated to the in-
clusive data and hence, are added in quadrature to the systematic errors (which
are also correlated). The statistical error of the inclusive yield is separated into
correlated and uncorrelated pieces as oo = 045 and 02, = 02— 02
respectively.

Figure 6.4 shows the fragmentation photon associated yield, estimated by
equation 6.3. Also shown are the 7% associated yields. Generally, the frag-
mentation associated yields agree well with those of 7%, indicating that the
fragmentation process is not radically different. Conversely, one may take this
to be evidence that the NLO calculations successfully describe v+jet produc-
tion. It should be emphasized that this measurement should not be taken too
literally, since the uncertainties in the NLO calculation have not been quanti-
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Figure 6.4: The away-side fragmentation photon associated yields obtained
with the use of NLO calculations from Owens et. al. [116]

fied. The consistency between data and calculation is, however, encouraging.
For a less model dependent approach to fragmentation photon correlations,
the reader is referred to [115].

To the extent that these estimates may be accepted, photon fragmenta-
tion comprises a non-negligible background for tomographic studies. Although
naively, one expects photon fragmentation to be suppressed in the same man-
ner as for hadrons, it can be induced by the medium, as well [80]. So far,
no evidence of induced radiation has been observed as an excess in direct
photon [117] R4 or as a near-side correlations in this analysis, although sys-
tematic uncertainties are still large, particulary in the present study. On the
other hand, the expected suppression of fragmentation photons has not been
conclusively observed either !.

Ultimately, the tool of choice to avoid the issue of fragmentation photons al-
together, is to obtain a sample of isolated direct photons. Figure 6.5 compares

'Recent PHENIX preliminary Au + Au do hint at suppression at very high pr (> 15GeV).
The Cu+Cu data do not, however, support that trend. For details, see [79] and references,
therein.
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the isolated per-trigger yields to NLO predictions from [116] 2. The agreement
is excellent. One should note that much of the large scale uncertainties typical
of NLO calculations can cancel at the level of per-trigger yields.

“°F ‘ ' ' " 1<p, <2GeV -
0.4— O 3 -
— m) S .
0.2— & —]
oF .
- g 2<p,, <3GeV é
O 02— =
> F o b E
0.1— O —
% — W -
(@)} - ]
‘= 0 - - - - - |
|_I — .
w02 * ' ' ' ' —
[ < < \" .
Y [ == NLO Isolated y-h 3<p;, <5GeV 4
@ — p=0.5 p;, Owens et al. @3 ]
S 01— 0 ]
L F ]
< F w ~ ~ ~ -
[~ 200 GeV p+p Collisions 5< P, < 10 GeV _
0.1 __ O °-h " —
L O Direct y-h _
0.05 :— ® Isolated Direct y-h —:
[ O % ]
0 [ ] ® 1

4 6 8 10 12 14 16

pT,trigger [GeV]

Figure 6.5: Comparison of away-side isolated direct photon associated yields
to an NLO calculation [116].

2Note that these predictions use the KKP set of fragmentation functions, to be discussed
below.
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6.3 Leading Order Monte Carlo Event Gener-
ator

The interpretation of the two particle correlations in Au 4 Au relies on thor-
ough understanding of baseline effects. Although the agreement with NLO cal-
culations is encouraging, there are several issues we wish to further address.
In order to do so, a Monte Carlo generator was composed which calculates
back-to-back correlations using the Born level pQCD cross sections and with
a Gaussian kr smearing. There were several reasons to choose this approach.
Firstly, there are instances in which NLO calculations are thought to be in-
sufficient, as evidenced by their exclusion from global fit analyses (seel.7).
Following the approach of [71], we can tune the Monte Carlo calculations to
match the data and contribute a new piece of evidence, one way or the other,
to the debate surrounding this issue.

The second reason for choosing such an approach was a matter of practi-
cality. We would like to compare out results against predictions using several
different fragmentation functions without the relatively complex machinery of
NLO calculations.

The starting point of the Monte Carlo is the general expression for the two
particle cross section from a 2 — 2 scattering process (1+2 — 3+4) assuming
independent fragmentation:

d5
dridryd cos 0 dzsdz,

(%) ¢,

s

Z F ZL’I Fb .172 G(E >7T
a,b,c,d

ap(€080")D.(23)Da(24)

(6.4)

The leading order partonic cross sections for hadron and photon production
processes can be found in [118] and [119], respectively. The sum is performed
over all flavor permutations, neglecting charm and other heavy quarks.

The PDFs used in this study are the CTEQG6 set [120] which was obtained
from the Durham HEP database [121]. The parton distributions are taken
as fixed since they are better constrained than the fragmentation functions
(D(z)) in the kinematic range of interest. Examples of the x dependence of
the PDF’s at a fixed value of Q? = 49GeV?, determined by the interpolation,
are shown in figure 6.6. The Q? evolution of the PDF’s was evaluated at NLO
and is interpolated by sampling in 1 GeV intervals of ) from 1 — 50. Charm
and heavier quarks are neglected.

Several sets of fragmentation functions are tested with the Monte Carlo
calculation. Here I briefly describe the most salient differences between the
parameterizations. The oldest of the sets considered, KKP [122], was shown

136



| CTEQS& Parton Distribution Functions

= L — Up Quark
]
0l — Gluon
1
10" '

10° 10° 10"
Figure 6.6: Up and Gluon CTEQ6 PDFs evaluated at Q? = 49 GeV?

to describe the PHENIX 7 cross section reasonably well [107]. The first set
by the AKK group (here denoted AKKO05) [123] represents the first attempt to
distinguish the contributions of the light quarks (unresolved in KKP) by using
a set of data from the OPAL collaboration in which they use the valance quark
composition of identified hadrons to tag the quark flavor of the jet [124]. The
AKK set was shown to describe the STAR proton spectra from p+p collisions
better than KKP [125]. Both of these sets are obtained exclusively by fits to
ete™ data. The tightest constraints on the gluon fragmentation functions from
these data are from 3-jet events and from scaling violations; however, the fits
may be varied by a factor of 5 or more while still maintaining reasonable x?
values [126].

Recently, two newer sets of fragmentation functions, by the DSS [127,128]
and AKK [129] groups, have emerged which include data from DIS experiments
and from RHIC to further constrain, in particular, the gluon fragmentation
functions. The difference between the two sets are numerous, but perhaps
most noteworthy, is that the new AKK set places more emphasis on OPAL
flavor tagged data which is viewed with some skepticism by the DSS group.
As an example the gluon to proton fragmentation function from each of the
analyses is shown in figure 6.7. Even with the inclusion of the RHIC data a
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tation function evaluated at Q* = 49 GeV?.

large uncertainty in this fragmentation function is evidenced by the spread in
these results.

G(kr) is a smearing function which introduces a momentum kick in the
direction transverse to the initial parton pair whose magnitude is sampled ac-
cording to a Gaussian distribution. Some subtleties which arise in the Gaussian
description, necessitating a cutoff procedure, are discussed in section 6.6. Al-
though not shown in equation 6.4 there is an additional momentum broadening
due to the hadronization process. To account for this, jﬁ'Tvt and jT’a, as shown
in figure 6.8, are also smeared, with a width of ¢ = 585 MeV, in accordance
with previous PHENIX results [61]. The rest of the quantities in figure 6.8 are
discussed below.

6.4 Hard Scattering Kinematics: xg and poyr

Due to hadronization we cannot measure the parton kinematics directly 3. As a
result, we can measure neither the fragmentation function nor the magnitude

3Although, one may argue that the photon effectively plays the role of a parton.
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Figure 6.8: A diagram showing the kinematics underlying the measurement of
jet correlations between back-to-back particles [61].

of kr directly. In a sense, these two are orthogonal quantities, one being a
measurement of the dynamics longitudinal to the parton pair and the other
transverse . Hence, it is important to choose a set of hadronic observables
that maximizes sensitivity.

Figure 6.8 diagrams the kinematics underlying the correlation of back-to-
back particles hadronizing from a di-jet. The transverse momentum of the
parton pair is related to ET by 97 pair = \/§ET The vector poyr measures
the same out-of-plane momentum, but uses the axis of the trigger particle,
instead of the parton, as a reference. The fragmentation variable z is also
approximated by substituting the parton axis with that of the leading hadron.

The quantity xg,

_PrePra
pr.e|?

is obtained by taking the projection of the associated particle onto the trigger

axis in the azimuthal plane. It measures the p; balance between the pair.

Pour has its origin in the parton pair imbalance, which is described by
the kp effect, as well as the finite transverse jet widths which arise in the
course of the non-perturbative parton hadronization process. The latter effect
is typically of smaller magnitude, i.e., ({|kr|) > (|jr]))-

Its important to note, however, that the using hadronic observables intro-
duces a mixing between longitudinal and transverse effects. This is clearly
evident in the relation between poyr and kr as given in [61] (equation 6.6.
Here, xp appears as a scale factor from the partonic observable, kr to the
hadronic observable, poyr.

(6.5)

g =

4Actually, in the rest frame of the final state parton pair, the kr effect has both a
transverse and a longitudinal component. Since it is solely responsible for the transverse
momentum of the parton pair it can be measured more easily in the transverse direction.
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(Ipour])® = 25*[2(|kry)* + (i) + (liry])* (6.6)

Similarly, the true fragmentation variable z does not depend

Before discussing the distributions of these quantities in data, a comment
about notation is in order. Often, instead of xp, the quantity zr(= pra/pre)
is tabulated, as in the previous chapter. At some point this quantity was
actually defined to be equivalent to zg, but, somewhere along the line, it came
to change meanings (for an example of the old usage, see: [119]). This quantity
has the advantage that one doesn’t need to know the azimuthal angle between
the particles, but at the same token, one would expect reduced sensitivity to
the fragmentation function. It turns out not to make much of a difference,
however, for our purposes. Figure 6.9 compares the xg and zp distributions
for one 7 — h bin.
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= — —— =
z = -0 e 3
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th (zT)

Figure 6.9: Comparison of 7 zp and zr distributions (top) and their ratio
(bottom) for 5 < pry < 7 GeV.

Figure 6.10 shows the zp distributions for fixed ranges of pr, for 7° and
isolated direct photon triggers. The pr, range covered is 1-5 GeV. The data
have been fit with the exponential function dN/dxg x exp(—bzrg) where b will
be referred to as the negative slope parameter. Exponentials describe fragmen-
tation functions well at least over a limited range. At large z, exponential fits
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Figure 6.10: zg distributions for 7° triggers (open) and isolated direct photon
triggers (solid) with exponential fits.

naturally break down because of the kinematic limit °. This is a moot point,
however, since we do not directly measure fragmentation functions. Figure
6.11 shows x distributions for 7° triggers using the KKP fragmentation func-
tions. Evidently, the exponential fits describe the Monte Carlo calculation
reasonably well.

The E706 experiment has demonstrated that 7%z% 7%~ and -7 pairs
have poyr distributions which are well described by a Gaussian fit [131,132].
They are able to reproduce the shapes of the distributions using LO order
calculations with a Gaussian kr smearing or, in the latter case, using a fully
resummed calculation. The poyr distributions for 7° and isolated direct pho-
tons are shown in figure 6.12. Gaussian fits are also shown and are listed in
tables 6.2 and 6.3. The 7° triggered data are well described by a Gaussian
shape at small poyr but deviate from that form at large poyr. This effect was
observed in previous PHENIX preliminary 7° — & results [133] and is thought
to correspond to the emission of a single hard gluon. Its interesting to ask
whether there is a similar effect in the isolated photon triggers, but it’s diffi-
cult to tell on the log scale. Figure 6.13 shows a comparison of the data to the
fit for the two lowest pr; bins, where the tail is visible for the 7 triggers. The
photon triggers exhibit a rise, although not very significant, followed by dip.

Ssee Michael Tannenbaum’s discussion of this in [130]
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Figure 6.11: Example of isolated direct photon zg distributions from Monte
Carlo using the KKP fragmentation functions (left) and the slope parame-
ter of exponential fits (right). They date are reasonably well-described by
exponential fits.

pr: |GeV] | Width | Error | x*/DOF
5-6 0.900 | 0.004 18.5
6-7 0.862 | 0.006 5.7
7-8 0.842 | 0.010 3.4
8-9 0.804 | 0.012 4.2
9-12 0.781 | 0.013 3.5
12-15 0.712 | 0.027 1.0

Table 6.2: Widths (o) of Gaussian fits to poyr distributions for 7° triggers.

This is presumably the kinematic limit. If these are prompt photons, then
momentum conservation would not allow out-of-plane momenta comparable

to pry.

6.5 Cross Checks on the Monte Carlo

As the Monte Carlo is tuned to the conditional yields, a useful cross check on
the kr smearing procedure, and on the Monte Carlo calculations in general, is

142



® 5P, <6GeVx10
6<p__ <7 GeV
510°E =107 v ptm A
ng g [ ?-:p_mg-zﬂ GeV x 10
g 10} :E- 10 iy Btp <96er1|‘.]"
= % v 9<p -:12 GeV x 107
z.g 1 2 1 A 12-=p *=156er10"‘
= = 3
107 T 10t E
102 10?2 *‘
-3
10 10! E
n:
10 1u.4 }J_E
10% 10° \i
10 10° \5
] Isolated Direct y-h ]
1' . 1u_7 III|IIII|IIII|IIII|IIII|||LIJ_L L
0051152253354455 0051152253354455
[GeV] [GeV]
uT CIUT

Figure 6.12: poyr distributions for 7% triggers (left) and isolated direct photon
triggers (right) for 1 <pr,< 5 GeV.

pr |GeV] | Width | Error | x*/DOF

5-6 0.953 | 0.095 1.6
6-7 0.941 | 0.030 3.0
7-8 0.839 | 0.038 1.9
8-9 0.886 | 0.034 1.0

9-12 0.851 | 0.035 1.9
12-15 0.872 | 0.062 1.0

Table 6.3: Widths (o) of Gaussian fits to poyr distributions for isolated direct
triggers.

to compare the inclusive (unconditional) spectra. The 7° and isolated direct
photon spectra are shown in figure 6.14 with and without kr smearing (the
former using the AKK fragmentation functions). Without k; smearing the
spectra are slightly harder than the data which are well described by a power
law (dN/dpr ~ pr~") with n ~ 5.5 for direct photons and n ~ 7.1 for

0’5 [67,107]. The power of fits is indicated in the legend. With the addition
of k7 smearing the calculations become steeper, but overshoot the data by a
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Figure 6.13: Comparison of the Gaussian fits to poyr to the data for the
5<pry; <6and6 < pr, 7GeV bins for 7° (top) and isolated direct photons
(bottom).

little bit. In general, however, the shapes of the spectra in Monte Carlo are
very close to the measured ones.

Another useful exercise is to compare the distribution of processes which
are triggered on for a given ©° pr°®. Figure 6.15 shows the process breakdown
for the AKK set of fragmentation functions. One finds that gluon scattering
dominates at low pr whereas quark scattering dominates at high pr. The rela-
tive contributions are similar to those observed by an older set of fragmentation
functions from Kretzer [134].

The number of processes contributing to direct photon production at LO
is substantially fewer than for 7° production. The Compton process (q+g
— q+7), for which there is an s and a u channel contribution (the latter
giving rise to the signature backward peak), is found to dominate at the level
of 85-90% of the total cross section in the py range considered (5-20 GeV).
The remainder of the cross section is composed of photons produced in the

6This is fairly trivial for the direct photons since there are only two processes to keep
track of.
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Figure 6.14: Inclusive 7° and isolated direct photon spectra from Monte Carlo
with and without k7 smearing including power law fits.
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Figure 6.15: The fractional contribution of the different 2 — 2 processes to
the 70 cross-section as determined by Monte Carlo calculation using the AKK
fragmentation functions
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annihilation process (q+q — g+7). Since the opposing parton for Compton
scattered photons is a quark, direct photons should act as a fairly high purity
quark tag in p + p collisions. As was shown in figure 6.15, the converse is true
for 7%’s; they act as gluon jet tags for intermediate values of pr.
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Figure 6.16: The gluon contribution to protons and pions for the AKKO05 and
AKKO8 fragmentation functions as calculated in this Monte Carlo.

A comparison to figure 1.9, which plots the gluon fraction for the AKK
(05) set, is interesting for two reasons. Firstly, it allows to test the this leading
order Monte Carlo against a next to leading order calculation. Secondly, it
allows to check whether the somewhat surprising result from that AKKO05
that shows that nearly all protons are from gluon jets can be checked. The LO
and NLO calculations agree extremely well suggesting that the particle ratios
are not too sensitive to NLO effects. The new set of AKK fragmentations
functions indicate a much smaller favoring of the gluon to proton fragmentation
function than previously observed. This supports the observations that this
fragmentation function is poorly constrained and shows that single proton
and pion spectra are not as reliable of a flavor tagging device as previously
suggested.

It is evident from this discussion that additional providing additional ob-
servables to the global fit analyses could help to better constrain the frag-
mentation functions. We take this opportunity to point out the fact that two
particle correlations probe a region of z not accessible with single particle ob-
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servables in p 4 p collisions. We will return to this subject below. First, we
discuss the tuning of the Monte Carlo to match the out-of-plane momentum.

6.6 Measuring the kp Effect

The implementation of k7 smearing into the Monte Carlo calculation is not
without subtleties. The LO cross sections are divergent in the forward and/or
backward directions and the gluon distribution function becomes very large at
low z. In the absence of k7 smearing these effects are irrelevant for production
at mid-rapidity. However, for a Gaussian distributed k7 of fixed width one
finds that there is a finite probability for a parton to be scattered at large angle,
solely by virtue of receiving a large momentum kick from sampling the tail of
the kr distribution. Due to the largeness of the low x gluon distribution and
the cross sections at small angle these soft partons dominate the cross section.
This is clearly an unphysical consequence of the kr smearing procedure. The
kr kick is intended to simulate gluon emission which should clearly be bounded
by the momentum of the parton from which it radiates. In order to enforce
this requirement we simply truncate the kp distribution at the momentum
of the parton. This has the consequence that kp distribution sampled is not
actually a Gaussian. The calculated poyr distributions, however, turn out not
to be very sensitive to this cutoff.

Another subtlety that then must be considered is that, with a finite cutoft,
the input kr distribution, is not exactly Gaussian. In practice, this is true,
however, even without a cutoff since the requirement of a high pr trigger
particle preferentially selects kg vectors of the same orientation. This implies
that \/% is not necessarily a constant, although it was observed to be constant
for 70 triggers in [61]. In order to discriminate between the input and observed
values we denote the input value by kL.

The (|pour|?) for 7° and isolated direct photon triggers is shown in figures
6.18 and 6.17. The data are compared to compared to Monte Carlo calculations
using several values /(|kN|2). The dependence of (|poyr|*) on pr; is well
described by the Monte Carlo. The value of (|poyr|*) depends somewhat on
the choice of fragmentation function as shown by the difference between the
AKK and DSS sets. We proceed by finding the optimal value of \/(|k1N]2) for
each choice of fragmentation function and using the spread in the calculations
as a measure of the systematic uncertainty.

Figure 6.19 shows the x? per degree of freedom between the data and model
calculations of (|poyr|?) as function of \/(|kIV|2) for 7° triggers. The best
value of {|poyr|*) varies depending on the choice of fragmentation function
within a range of 2.2 < /(|kIN|2) < 2.6 GeV. The x? per degree of freedom
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Figure 6.17: (|pour|?) as a function of pr, for isolated direct photon triggers
compared to calculations using the DSS (red) and AKK (green) sets of frag-
mentation functions. The curves correspond of = 1.5, 2.0 and 2.5 GeV from
bottom to top.

curves for direct photon triggers are shown in 6.20. Value in the range of
2.0 < /(JKIN|?) < 2.2 fit the direct photon data best. The closer agreement
amongst the predictions for direct photons reflects our better knowledge of the
quark fragmentation functions as compared to those of the gluon.

Once the best value of \/(|kZV|?) has been determined for each set of
fragmentation functions the corresponding values of \/(|k7|?) can then be
obtained from the Monte Carlo calculation. Figure 6.21 shows /(|kr|?) as
a function of pr, averaged over the the set of values given by the different
fragmentation functions. The systematic error bands are given by the maximal
extent of this set. The boundary of the band is set by the AKK and KKP
sets. The data are compared to the Run 3 results from [61]. In that analysis
the fragmentation functions were taken to have the form D(z) oc e 3% and
D(z) o< e 1% for quarks and gluons, respectively. The dominant source of
uncertainty was assumed to come from the unknown ratio of quark to gluon
jets in the 7° triggered sample. The uncertainty band was determined by
evaluating \/k_% under the extremal assumptions of all quark fragmentation
and all gluon fragmentation. No uncertainty was assigned to the fragmentation
functions themselves. The present analysis agrees with Run 3 results within
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Figure 6.18: {|pour|?) as a function of pr, for 7° triggers compared to calcu-
lations using the DSS (red) and AKK (green) sets of fragmentation functions.
The curves correspond of /(|kEN|2) = 1.5, 2.0 and 2.5 GeV from bottom to
top.

systematic uncertainties and helps to reduce them. The value of /(|k7|?) does
not show any dependence on pr;.

Figure 6.22 compares \/(|kr|?) for 7 and isolated direct photon triggers.
The systematic uncertainties on the photon triggered sample are smaller due
the better agreement of the individual input fragmentation functions. Com-
pared to the 7° sample, the photon triggered data show a significantly smaller
value of \/(|kr|?) at small pr,, but then converge to a common value in the
highest pr; bin. In contrast to the case of 7° triggers, direct photons do show
a clear dependence on pr.

6.7 Sensitivity of xp Distributions to the Frag-
mentation Functions

Now that we found the value of 1/ (|kr|?) that best matches the data for each of
the sets of fragmentation functions and trigger species, we will use the smearing
of that magnitude and compare to other observables. The zg distributions for
isolated direct photons are shown in figure 6.23. The Monte Carlo is able to
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Figure 6.19: The x? per degree of freedom between (|poyr|?) as measured in
the data and Monte Carlo calculations of the same quantity as function of the

input parameter \/(|kIN|2) for 7° triggers

describe the data well for each of the sets of fragmentation functions. This is
perhaps not surprising since photon triggered jets are expected to be quark
jets which are well constrained by the LEP data.

In order to test the sensitivity of the data to the choice of fragmentation
function, a toy model with a flavor independent exponential fragmentation
function was employed. The slope of the exponential was varied to roughly
match fits to the LEP data which give a slope of about b = 8 and b = 11 for
quark and gluon jets, respectively [61]. The harder slope of b = 8 does indeed
match the data well and is within the spread of the different fragmentation
function sets. The steeper slope of b = 11 results in correspondingly steeper
slopes in the zg distributions and is clearly not consistent with the data.
This indicates that the xg distribution for isolated direct photons is indeed
sensitive to the shape of the underlying fragmentation function. The KKP set
of fragmentation functions was applied to a set of events which include only
the annihilation processes in which the opposing jet is a gluon jet. A steeper
slope was again observed, although not quite as steep as the b = 11 ansatz.
The KKP functions were also run with k7 turned off. Poorer agreement with
the data was obtained demonstrating the importance of including these effects.

The slopes of the 7° x5 distributions are somewhat more difficult to inter-
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the isolated direct photon triggers shown in figure 6.10. The data are compared
to several different model calculations as described in the text.
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Figure 6.24: Slope parameters for exponential fits to the z distributions for
7V triggers shown in figure 6.10. The data are compared to several different
model calculations as described in the text.

pret than the photon triggered results. The Monte Carlo calculation is highly
dependent on the choice of fragmentation functions. The KKP and DSS sets
come closest to describing the data, but they are not quite steep enough. Ad-
mittedly, the uncertainties in the isolated photon data would probably mask
such a discrepancy. The difference between the fragmentation functions of
slope b = 8 and b = 11 results in little change to the zg distribution. As was
already pointed out in [61], the shape of the xg distribution is controlled, not
by the shape of the fragmentation function, but rather by the shape of the par-
ton spectrum. An interesting corollary to this observation though, is that one
may change the shape of the g distributions by changing the relative shape
of the quark and gluon fragmentation functions. It is shown that by selecting
only gluon scattering events one may actually obtain an xp distribution that is
steeper than the data. This can be understood directly from the expression for
the cross section (equation 6.4). The fragmentation functions are linked to the
parton distribution functions by the partonic cross section. A change to the
relative contribution of quarks to gluons in the fragmentation function changes
the mixture of relevant scattering processes. Each of the scattering process
has a different spectrum of final-state partons, as determined by shape of the
particular parton distribution functions which contribute to that diagram.
While a mis-estimation of the fragmentation functions would indeed affect
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the x g distribution, other features lacking in this simple description could also
be responsible. For example, it seems plausible that by independently changing
the level of kr smearing from quarks and gluons, which is physically reasonable,
one might achieve a similar effect. It turns out however, that a variation of the

(JEN]2) of one flavor while simultaneously decreasing the other by a factor
of two did not significantly change the results. Another possibility is that
a LO description of 7° — h correlations is simply not adequate to describe
the xg distribution. It may well be, for example, that 2 — 3 scattering
plays an important role. In this context this straw man model would be
considered a success if it motivates a proper NLO calculation of these two
particle correlations which can falsify it.

6.8 Jet Multiplicity

To this point we have concerned ourselves mainly with the shape of the con-
ditional yields, but not with their magnitudes. Since quark and gluon jets are
known to have different multiplicites, this can also be a useful touchstone [135].
Figure 6.25 shows the ratio of isolated direct photon associated yield to that
of the V. The largest disparity amongst the models occurs in the lowest pr.
It is probably not a coincidence the contribution from gluon jets is expected
to be largest there. At intermediate pr;, the models all do an excellent job of
describing the data. In the largest pr; bin, 12-15 GeV, the models agree with
each other but overshoot the data. The data vary less across the full p;, range
than do the model calculations. This may suggest fractional contribution from
the different sub-processes is changes more slowly than than as calculated.

The fragmentation functions parameterizations do a fairly good job of re-
producing the data in the 7-9 and 9-12 GeV bins but less so in the 5-7 and
12-15 GeV bins. Given the large spread amongst the predictions in the 5-7
GeV bin the fact that the data is not well described by any of the calculations
is perhaps not surprising. The disagreement between data and calculation in
the 12-15 GeV is more striking since the fragmentation function dependence
appear to be much smaller. The cause of this effect is not known..

6.9 Charge Asymmetry

As discussed in section 1.5.1, dominance of Compton scattering in the direct
photon cross section implies that the flavor distribution of valence quarks in
the proton should be reflected in the away-side parton. In the limit of z — 1
the number of up as compared to down valence quarks combined with their
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Figure 6.25: as a function of pr, for several selections of pr, compared to
model predictions using several different fragmentation functions.

larger electric charge predicts an asymmetry of 8 : 1 in the number of up as
compared to down jets opposite a direct photon at LO. Although one expects
a dilution of this factor in the course of the parton shower process, a residual
charge asymmetry should be apparent in the final state hadrons. Figure 6.26
shows the ratio of positively to negatively charge hadrons (R+) on the away-
side of both 7%’s and isolated direct photons as a function of pr,. Several pr,
selections are shown along with the corresponding Monte Carlo calculations
using the DSS fragmentation functions. For a given pr selection the statistics
do not permit a strong statement about the charge asymmetry, however, when
all the data is considered an excess of positive charge is evident in the direct
photon triggered yields. The 7 triggered data, which is dominated by gluon
production, shows an R+ close to unity for nearly all of the data points.
These observations are qualitatively consistent with the ISR data shown in
secton 1.5.1 and provide further evidence of the efficacy of direct photons as
a quark jet tag.
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Figure 6.26: R(+/-) for isolated direct photons (blue) and 7° (red) triggers as
a function of pr, for several selections of pr;. The lines are calculated using
the DSS fragmentation functions.

6.10 Identified Hadron Partner Results

Having established that isolated direct photon and 7° triggered two-particle
correlations are useful tools to study quark and gluon jet fragmentation, re-
spectively, one may then try to determine whether the parton flavor has any
effect on the hadrochemistry of produced particles. In particular we wish to
determine whether gluon jets are favored in proton production by comparing
the proton to pion ratio on the away-side of 7° and direct photon triggers .
The 7% and isolated direct photon associated yields of charged pions (left) and
protons/anti-protons (right) as a function of A¢ are shown in figure 6.27.
Figure 6.28 shows the proton to pion ratio (R(p/7)) on the away-side of 5-7
GeV isolated direct photons as function of pr,. These conditional yields have
a smaller value of R(p/m) than the inclusive data which, a feature also present
in the model calculations (need a plot demonstrating this). The statistical
precision of the two-particle correlation data do not distinguish between the
model calculations. The different fragmentation functions are very consistent
with one another with the exception of the KKP fit which is the oldest of the
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Figure 6.27: Per-trigger yields as a function of A¢ for isolated direct photon
(blue) and 7 triggers (red) with charged pions (left) and protons and anti-
protons (right). The level of the pedestal is shown by a dashed line.

four parameterizations.

The 7° triggered data shown in figure 6.29 are, not surprisingly, much
more precise than the direct photon data. R(p/w) is consistent with the value
observed for direct photon associated data suggesting, perhaps, that the hadro-
chemistry of jet fragmentation is not very sensitive to the flavor dependence
in this kinematic regime. The model predictions are less uniform, consistent
with the notion that the gluon fragmentation function is under-constrained.
The data favor the AKK (2005 and 2008) sets over the KKP and DSS sets
by about a factor of 2. As a caveat, the current data is limited to rather
low pr,. Data at higher pr would clearly be useful to further constrain the
flavor dependence of parton hadronization and to bridge the gap between the
momentum fraction sampled by the correlation data and those sampled by the
single particle spectra.
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Chapter 7

Conclusions and Outlook

7.1 Overview

~v+jet studies are widely recognized as important tool to characterize QCD in
the high temperature regime. In fact, “y+4jet tomography” figures prominently
in the Long Range Plan drafted by the Nuclear Science Advisory Committee
(NSAC) which has been charged with prioritizing the objectives of nuclear
physics research in the United States [136]. The research presented in this
thesis represents significant progress towards achieving one of the primary goals
of the RHIC program: to determine the density profile of the Quark-Gluon
Plasma created in heavy-ion collisions by measuring its interaction with, and
response to, jets.

To this end, a sound methodology has been developed to measure direct
photon correlations in the high multiplicity environment. The first measure-
ments of direct photon-hadron correlation in Au + Au collisions have been per-
formed and compared to single and di-hadron data. Precision measurements
have been performed in p + p collisions that test our present understanding
of vacuum QCD effects, which must be constrained to perform a reliable the-
oretical modeling of the system. Much remains to be done on both the theo-
retical and experimental fronts before the full potential of jet tomography is
exhausted. A quantitative description of the QGP will require complementary,
differential measurements of energy loss effects. The present results suggest
promising directions for future experimental efforts and call attention to phe-
nomena for which improved theoretical descriptions are warranted.

159



7.2 Methodology

As described in section 3 a statistical subtraction method has been developed
to extract the high pr direct photon correlation signal. The background de-
cay photon correlations were estimated by detailed Monte Carlo simulations
which take into account decay kinematics and detector effects. With the mea-
surement of n-hadron correlations in p + p collisions, more than 95% of the
decay background has been directly measured. Disregarding, for the moment,
the physics implications of the measurement, the dearth of near-side yield ob-
served in both p+ p and Au+ Au collisions attests to the accuracy of the
measurements since one expects the photons, at least a large fraction of them,
to originate directly from the 2 — 2 Compton reaction.

Improved precision beyond the purely statistical subtraction can be ob-
tained by event-by-event identification of the direct photon signal as well
as event-by-event rejection of the decay photon background. This has been
achieved in p + p collisions by decay photon tagging and by applying an isola-
tion criterion. The statistical and systematic uncertainties were shown to be
dramatically reduced. In conjunction with the increased luminosity expected
to become available over the course of the next decade, the techniques applied
here will likely lead to increasingly precise measurements of the path length
dependence of parton energy loss.

To provide some historical context, before the WA98 result, published
nearly ten years ten years ago, no significant measurement of direct photons in
heavy-ion collisions had ever been performed [137] . This was not for lack of ef-
fort, as the decade previous produced numerous null results, instead providing
only upper limits [138-141]. That we are now able to measure jet correlations
using direct photon triggers demonstrates is an indicator of the tremendous
progress which has since been made. Much of the credit belongs to the precise
PHENIX measurements of the direct photon cross section and corresponding
photon excess (R,). We may expect a similar increase in precision of the direct
photon correlation studies if projections for luminosity and detector upgrades
come to fruition. Hopefully, the analysis techniques developed in this thesis
will expedite these future studies.

7.3 Interpretation

The foremost paradigm in the study of heavy-ion collisions is the search for
signatures which deviate from expectations provided by a control experiment
which is absent of nuclear effects. In the present work, measurements of di-
rect photon correlations have been performed in Au + Au collisions where the
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signature of parton energy loss may be studied. Comparing to the corre-
sponding measurement in p + p collisions, we found a similar disappearance
of opposite-side jet correlations to that observed in di-jet events [52]. The
level of the suppression is comparable to that observed in di-hadron condi-
tional yields and also in the single hadron yields within the level of the current
uncertainties.

Since photons are relatively non-interacting we expect the distribution of
hard collision vertices to be unbiased by the photon trigger selection. The
conditional hadron spectrum should then be suppressed in much the same
manner as the inclusive hadron spectrum. This does not mean, however,
that the suppression factor should be uniformly identical. The photon trigger
fixes the parent parton momentum on the away-side (modulo the kp effect),
whereas the inclusive hadron spectrum is convoluted with the jet production
cross section. For a semi-transparent medium one would expect to observe
a pr dependence to energy loss effects whose behavior is governed by the
exact geometry and space-time evolution of the system (see for example [86]).
Only in the limit of a geometry which has an infinitely opaque core with a
completely transparent corona would one expect to observe exactly the same
level of suppression for all single particle and conditional yields. Hence, the
present results support the claim that the medium is indeed rather opaque.

For purposes of jet tomography parton to photon fragmentation is con-
sidered a background since it introduces the same geometrical biases present
in di-hadron measurements. Although the contribution of fragmentation pho-
tons has been calculated to next-to-leading order accuracy their fragmentation
function is poorly constrained by data. PHENIX is particularly well suited to
address this issue since both inclusive direct and isolated direct photons can
be measured out to large pr. Inclusive direct photon correlations do not show
a significant near-side yield and constrain it to be < 20% of the 7° correlation
for the same trigger pr selection. Compared to the inclusive direct measure-
ment, the isolated direct photons exhibit a 20% reduction of associated yield
on the away-side. The expected difference between these two quantities de-
pends on both the relative contribution of fragmentation photons and and the
parton to photon fragmentation function. Utilizing the fragmentation to di-
rect ratio calculated in [142] it is shown that a self-consistent description of
the data is obtained by assuming that the difference between the inclusive and
isolated direct represents the fragmentation photon associated yield and that
its correlations are similar to that of the 7.

Conjectured sources of medium induced photon production would be an
interesting probe of energy loss themselves since their production would be
path-length dependent, but they would not subsequently thermalize with the
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medium and hence, they could be differentiated from the medium response.
No significant evidence for induced production is observed in the near-side
photon-hadron correlations in central Au+ Au collisions. Above 9 GeV, in-
duced production is constrained to be less than 20% of the 7° correlation signal
for the same trigger momentum selection.

In addition to providing baseline comparison data for heavy-ion collisions,
measurements in p + p collisions address fundamental aspects of QCD that,
in some cases, remain poorly constrained. The interpretation of jet correla-
tion measurements in heavy-ion collisions often relies on a robust description
of vacuum QCD phenomena for which perturbative calculations are not yet
sufficiently accurate or the non-perturbative functions are not sufficiently well-
known. In addition to the aforementioned complications arising from the un-
known photon fragmentation function, the kr effect is another example which
is relevant for direct photon correlations. Direct photons are considered an
ideal tomographic probe because they determine the initial momentum of the
recoil parton uniquely at leading order. However corrections to this approxi-
mation, kp effects for example, are non-negligible and cannot yet be reliably
determined from first principle calculations. However, for several observables
these effects have previously been shown to be well described by introducing a
Gaussian smearing of the momentum in the direction transverse to the initial
parton pair. The magnitude of such effects must be determined in data from
baseline collision systems in order for a realistic phenomenological description
to be achieved.

In the present study the out-of-plane momentum (poyr) distributions for
7% and isolated direct photon triggers are shown to be Gaussian distributed
with similar widths, suggestive of a similar underlying mechanism, despite
their somewhat different initial states. Comparing these distribution to a
Leading Order calculation including kr smearing it is demonstrated that kp
effects are of comparable size in the y+jet channel as in the di-jet channel.
The +/(|kr|?) for isolated photons triggers is shown to depend on pr whereas
no such dependence is observed for 7° triggers.

The interpretation of correlation measurements similarly necessitates bet-
ter constraints on the gluon fragmentation function. The 7° and isolated
photon data have been compared to leading order calculations using several
different parameterizations of the quark and gluon fragmentation functions.
Once the kr smearing is taken into account the fragmentation functions are
able to reproduce the isolated photon longitudinal momentum fraction (zg)
distributions. Within the same model the fragmentation function parameter-
izations differ widely in their predictions. None of the individual predictions
is found to give a satisfactory description of the all the data. While the KKP
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set best describe the 7 g distributions, they give the poorest description of
the associated proton to pion ratio.

The model calculations, along with the observed charge asymmetry of the
isolated photon conditional yields, indicate that isolated photons are a high
purity quark jet tag. Hadron triggered jets, on the other hand, are expected to
be dominated by gluon fragmentation in heavy-ion collisions due to the large-
ness of the nuclear gluon density. This is of particular importance for studies
of the flavor dependence of parton energy loss, a fundamental prediction of
QCD, which has not yet been observed. Identified particle spectra, in particu-
lar those of the proton and pion, are often conjectured to be sensitive to flavor
dependent effects. This claim is, however, shown to be model dependent. The
comparison of two particle correlations using direct photon and 70 triggers,
on the other hand, provides a less ambiguous method of selecting quark and
gluon jets, respectively.

7.4 Outlook

As we prepare for the unprecedented energy densities that will become avail-
able with the upcoming start of the LHC program, it is clear that y+jet studies
will continue to play a central role in heavy-ion physics. With higher rates will
also come new experimental challenges. For example, the fraction of photons
from jet fragmentation is expected to be larger [142]. On the other hand,
Z%+jet correlations will become available, which have the same advantages as
~v+jet, but reduced backgrounds, albeit with smaller rates. As at the Teva-
tron, v+jet events will play a central role in the calibration of the energy scale
for jet studies in hadronic calorimeters [143].

In the upcoming RHIC runs, higher statistics and new methodologies will
substantially reduce uncertainties. The potential to measure parton energy
loss with y+jet events has been discussed in this thesis. There are further
reaching applications of such studies, however. For example, a planned forward
calorimeter upgrade for PHENIX will allow direct photon identification at
forward rapidities, probing the saturation regime of the gluon distribution
[144]. In p + p collisions, y+jet with full jet reconstruction will be possible, and
is expected to provide the best constraints yet on the gluon spin contribution
to the nucleon [145]. In heavy-ion collisions we anticipate that direct photon
correlations will become the tool of choice for measuring parton energy loss
and a hallmark of the RHIC II program.
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Data Tables

| pre [GeV] | pra [GeV] | Yield | Stat | Sys.(low) | Sys(high) |
5-7 1-2 0.01407 [ 0.01110 | 0.05737 [ 0.05737
2-3 0.02228 | 0.00542 | 0.01751 | 0.01751
3-5 0.00630 | 0.00196 | 0.00504 | 0.00504
5-10 0.00067 | 0.00043 | 0.00063 | 0.00063
7-9 1-2 0.01565 | 0.01839 | 0.03938 | 0.03938
2-3 -0.00542 | 0.01016 | 0.01655 | 0.01655
3-5 0.01024 | 0.00381 | 0.00445 | 0.00445
5-10 0.00049 | 0.00091 | 0.00065 | 0.00065
9-12 1-2 0.07701 | 0.02569 | 0.02856 | 0.02856
2-3 0.00140 | 0.01508 | 0.01308 | 0.01308
3-5 0.00555 | 0.00576 | 0.00402 | 0.00402
5-10 -0.00019 | 0.00150 | 0.00062 | 0.00062
12-15 1-2 0.06552 | 0.05967 | 0.06286 | 0.06286
2-3 -0.02884 | 0.02446 | 0.01879 | 0.01879
3-5 -0.04321 | 0.01216 | 0.01057 | 0.01057
5-10 -0.00176 | 0.00314 | 0.00024 | 0.00024

Table 1: Near-side direct 7-h yields for p + p collisions
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| pre [GeV] | pra [GeV] | Yield | Stat | Sys.(low) | Sys(high) |
5-7 1-2 0.12230 | 0.00907 | 0.03301 0.03301
2-3 0.02783 | 0.00482 | 0.01165 0.01165
3-5 0.01230 | 0.00179 | 0.00300 0.00300
5-10 0.00100 | 0.00042 | 0.00048 0.00048
7-9 1-2 0.14860 | 0.01651 | 0.02772 0.02772
2-3 0.05129 | 0.00973 | 0.01085 0.01085
3-5 0.01844 | 0.00384 | 0.00346 0.00346
5-10 0.00141 | 0.00096 | 0.00065 0.00065
9-12 1-2 0.23709 | 0.02623 | 0.02291 0.02291
2-3 0.07264 | 0.01519 | 0.00919 0.00919
3-5 0.01506 | 0.00620 | 0.00362 0.00362
5-10 0.00472 | 0.00176 | 0.00066 0.00066
12-15 1-2 0.17050 | 0.04697 | 0.06633 0.06633
2-3 0.11703 | 0.02724 | 0.01917 0.01917
3-5 0.02886 | 0.01326 | 0.01116 0.01116
5-10 0.00173 | 0.00316 | 0.00175 0.00175

Table 2: Away-side direct v-h yields for p + p collisions

’ pr: [GeV] \ pr.a [GeV] \ Yield \ Stat \ Sys. (low) \ Sys(high) ‘
5-7 1-2 0.04153 | 0.04107 | 0.09507 0.09507
2-3 -0.01110 | 0.01145 | 0.03868 0.03868
3-5 -0.00130 | 0.00207 | 0.01299 0.01299
5-10 0.00044 | 0.00039 | 0.00149 0.00149
7-9 1-2 0.06900 | 0.07238 | 0.11339 0.11339
2-3 0.02702 | 0.02040 | 0.02938 0.02938
3-5 0.00736 | 0.00401 | 0.00869 0.00869
5-10 0.00095 | 0.00083 | 0.00127 0.00127
9-12 1-2 0.04843 | 0.11346 | 0.12543 0.12543
2-3 -0.00071 | 0.03202 | 0.03224 0.03224
3-5 -0.00689 | 0.00599 | 0.01203 0.01203
5-10 0.00100 | 0.00139 | 0.00186 0.00186
12-15 1-2 -0.00833 | 0.20753 | 0.27619 0.27619
2-3 0.08008 | 0.06257 | 0.04669 0.04669
3-5 0.00537 | 0.01415 | 0.01064 0.01064
5-10 -0.01291 | 0.01052 | 0.00888 0.00888

Table 3: Near-side direct y-h yields for Au + Au collisions
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’pT,t (GeV] \pga [GeV] \ Yield \ Stat \ Sys. (low) \ Sys(high) ‘

o-7 1-2 0.07950 | 0.04284 | 0.03167 0.03167
2-3 0.03083 | 0.01160 | 0.00402 0.00402

3-95 0.00373 | 0.00191 | 0.00098 0.00098

5-10 0.00003 | 0.00035 | 0.00021 0.00021

7-9 1-2 0.09175 | 0.07582 | 0.04456 0.04456
2-3 0.03496 | 0.02101 | 0.00664 0.00664

3-2 0.00802 | 0.00366 | 0.00097 0.00097

5-10 0.00074 | 0.00074 | 0.00019 0.00019

9-12 1-2 0.08369 | 0.11957 | 0.05662 0.05662
2-3 0.05643 | 0.03396 | 0.00868 0.00868

3-5 -0.00145 | 0.00571 | 0.00176 0.00176

o-10 0.00155 | 0.00130 | 0.00016 0.00016

12-15 1-2 0.44819 | 0.22307 | 0.11094 0.11094
2-3 0.06242 | 0.06395 | 0.01363 0.01363

3-9 0.02052 | 0.01347 | 0.00098 0.00098

5-10 -0.07468 | 0.09284 | 0.01815 0.01815

Table 4: Away-side direct y-h yields for Au + Au collisions

’ pr: [GeV] \ pra [GeV] \ Yield \ Stat \ Sys.(low) \ Sys(high) ‘
5-7 1-2 0.11563 | 0.00642 | 0.01484 0.01484
2-3 0.04581 | 0.00448 | 0.00429 0.00429
3-5 0.02061 | 0.00273 | 0.00177 0.00177
5-10 0.00055 | 0.00115 | 0.00109 0.00109
7-9 1-2 0.15371 | 0.01110 | 0.00972 0.00972
2-3 0.06292 | 0.00786 | 0.00354 0.00354
3-5 0.03498 | 0.00539 | 0.00162 0.00162
5-10 0.00469 | 0.00248 | 0.00078 0.00078
9-12 1-2 0.25864 | 0.01983 | 0.00717 0.00717
2-3 0.07806 | 0.01212 | 0.00361 0.00361
3-5 0.04887 | 0.00877 | 0.00156 0.00156
5-10 0.00499 | 0.00407 | 0.00097 0.00097
12-15 1-2 0.23389 | 0.03423 | 0.01531 0.01531
2-3 0.11000 | 0.02412 | 0.00780 0.00780
3-5 0.08213 | 0.01966 | 0.00377 0.00377
5-10 0.00395 | 0.03509 | 0.01108 0.01108

Table 5: Away-side direct «-h yields for p + p collisions in the isolation method
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| Yield [ Stat |
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5.270

6.410

7.430

8.450

Table 6: 7° x5 distributions from p + p collisions
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| pre [GeV] | @p | Yield | Stat | Sys.(low) | Sys(high) |

5.27 0.200 | 1.349 | 0.062 0.082 0.102
0.280 | 0.745 | 0.042 0.042 0.059
0.360 | 0.318 | 0.027 0.019 0.033
0.440 | 0.182 | 0.019 0.010 0.022
0.520 | 0.094 | 0.014 0.006 0.015
0.600 | 0.066 | 0.011 0.003 0.011
0.680 | 0.044 | 0.008 0.002 0.008
0.760 | 0.027 | 0.006 0.001 0.006
6.41 0.200 | 1.591 | 0.088 0.059 0.106
0.280 | 0.704 | 0.055 0.024 0.060
0.360 | 0.344 | 0.037 0.012 0.039
0.440 | 0.174 | 0.026 0.006 0.027
0.520 | 0.079 | 0.019 0.004 0.019
0.600 | 0.045 | 0.012 0.002 0.013
0.680 | 0.033 | 0.009 0.001 0.009
7.43 0.200 | 1.468 | 0.112 0.040 0.119
0.280 | 0.574 | 0.067 0.016 0.068
0.360 | 0.306 | 0.048 0.009 0.048
0.440 | 0.211 | 0.037 0.005 0.038
0.520 | 0.077 | 0.023 0.002 0.023
0.600 | 0.055 | 0.016 0.001 0.016
8.45 0.200 | 1.606 | 0.148 0.030 0.151
0.280 | 0.562 | 0.087 0.013 0.088
0.360 | 0.238 | 0.057 0.007 0.057
0.440 | 0.204 | 0.046 0.003 0.046
0.520 | 0.073 | 0.026 0.001 0.026
10.10 0.120 | 3.177 | 0.260 0.084 0.273
0.200 | 1.088 | 0.151 0.043 0.157
0.280 | 0.427 | 0.093 0.020 0.095
0.360 | 0.277 | 0.065 0.007 0.066
13.00 0.120 | 3.841 | 0.546 0.251 0.601
0.200 | 1.191 | 0.279 0.087 0.292
0.280 | 0.588 | 0.181 0.037 0.185

Table 7: Isolated direct photon xg distributions from p + p collisions
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| pr+ [GeV] [ pour [GeV] | Yield | Stat |

5.27 0.125 0.827 1 0.009
0.375 0.756 | 0.008
0.625 0.654 | 0.008
0.875 0.574 | 0.009
1.125 0.485 | 0.009
1.375 0.254 | 0.007
1.625 0.138 | 0.005
1.875 0.072 | 0.004
2.125 0.044 | 0.003
2.375 0.023 | 0.002
2.625 0.014 | 0.002
2.875 0.010 | 0.001

G.4T 0.125 1.046 [ 0.017

73 0.125 1.293 [ 0.030

Table 8: 7 poyr distributions from p + p collisions

177



[pre [GeV] [ pour [GeV] | Yield | Stat |

8.45 0.125 1.610 ] 0.051
0.375 1.340 | 0.046
0.625 0.903 | 0.039
0.875 0.794 | 0.041
1.125 0.589 | 0.042
1.375 0.332 | 0.031
1.625 0.158 | 0.020
1.875 0.120 | 0.018
2.125 0.069 | 0.014
2.375 0.058 | 0.014
2.625 0.006 | 0.003
2.875 0.005 | 0.003
3.125 0.007 | 0.004
3.625 0.006 | 0.004
4.375 0.003 | 0.003
10.10 0.125 1.969 | 0.061
0.375 1.621 | 0.055
0.625 1.160 | 0.048
0.875 0.861 | 0.046

13.00 0.125 2373 1 0.177

1.625 0.178 | 0.065
1.875 0.102 | 0.045
2.125 0.024 | 0.017
2.375 0.106 | 0.065
2.625 0.071 | 0.041
2.875 0.018 | 0.018
3.125 0.022 | 0.022
3.875 0.026 | 0.026

Table 9: 7° poyr distributions from p + p collisions (continued)
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| prt [GeV] [ pour | Yield | Stat. | Sys(low) | Sys(high) |

5.27 0.250 [ 0.500 [ 0.039 T 0.086 0.072
0.750 | 0.470 | 0.041 0.062 0.057
1.250 | 0.333 | 0.042 0.035 0.035
1.750 | 0.079 | 0.021 0.011 0.010
2.250 | 0.026 | 0.012 0.003 0.003
2.750 | 0.012 | 0.007 | 0.001 0.001
3.250 | 0.002 | 0.004 | 0.001 0.001

G.41 0.250 [ 0.687 [ 0.044 | 0.040 0.039

2.250 | 0.037 | 0.013 | 0.002 0.002
2.750 | 0.020 | 0.009 | 0.001 0.001
3.250 | 0.015 | 0.007 | 0.001 0.001

T3 0.250 [ 0.866 [ 0.055 | 0.026 0.026
0.750 | 0.585 | 0.050 | 0.020 0.019
1.250 | 0.344 | 0.050 | 0.012 0.011

8.45 0.250 [ 0.999 | 0.071 0.020 0.019
0.750 | 0.665 | 0.064 | 0.012 0.012
1.250 | 0.394 | 0.059 | 0.007 0.007
1.750 | 0.134 | 0.033 | 0.002 0.002

10.10 [ 0.250 | 1.010 | 0.093 | 0.039 0.036

0.750 | 0.881 | 0.090 | 0.021 0.021
1.250 | 0.555 | 0.084 | 0.011 0.012
1.750 | 0.108 | 0.039 | 0.003 0.003
2.250 | 0.054 | 0.033 | 0.002 0.002

13.00 [ 0.250 | 1.340 | 0.193 | 0.089 0.086

Table 10: Isolated direct photon poyr distributions from p + p collisions
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