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A review of the status of the PHENIX Forward Vertex detector (FVTX) electronics was conducted on August 6, 2008 at Brookhaven National Laboratory.  The collaboration should be congratulated for tremendous progress on the design of the detector and thanked for clear and coherent presentations.

Presentations focused almost exclusively on the FVTX detector itself, with only occasional references to the iFVTX prototype or “LDRD” detector.

Although it is not strictly within the scope of this review, the status of the iFVTX and the plan for possible deployment within the PHENIX experiment should be clarified, and merged with plans for installation of all detectors in the central region (FVTX, VTX strips, and VTX pixels) to ensure timely instrumentation of a complete vertex detection system covering the full range of azimuth and pseudorapidity.

Many of the components are in the late stages of the design and prototype construction.  A sensor order placed with Hammamatsu is scheduled to be delivered in October.  The FPHX prototype ASIC is expected from MOSIS on August 11, 2008.  The layout of the HDI board was reported to be 50% complete.  The layout of the ROC board was reported to be 75% complete.  Much of the functionality of the ROC is provided by two FPGA’s, and the design of the critical FPGA is just started (its design is based on the design for the iFVTX ROC, but has five times as many channels and must accommodate the new FPHX chip).  The FEM board design was reported to be in the final stages.  The FEM board relies on two FPGA designs for its functionality, and prototyping on a Xilinx evaluation board shows good progress and understanding.  Thus, it is likely to be the end of CY2008 before prototypes can be assembled and debugged individually, so at least a small system test should be possible in CY2009, but at the time of this review, no prototype boards have been fabricated and a sensor will not be available for testing until October, 2008.

The FEM design should satisfy PHENIX requirements, although since only four event buffering is provided, it could require PHENIX to reduce the trigger configuration to three event buffering (because there is thought to be a low probability that very rarely, a fourth Level 1 accept is issued even when three event buffering is set in the GTM).  This should not have a major impact on live time with 8 kHz of Level 1 accepts, which is as fast as envisioned for PHENIX.

In the case of a very large number of hits on a single crossing (512 hits from one FPHX), the FPHX chip is reset, an event that takes many crossings, and during which the chip no longer can process further hits.  For this to work with the PHENIX DAQ, during this reset period the FEM should produce dummy (but properly formatted) events that should include a correct event number, beam clock counter, and an error code that can be used to determine offline that data are missing.

A critical issue for the detector is the occupancy of channels in the detector.  Due to the large number of channels in the detector, 1% channel occupancy in the detector results in a significant (though manageable) data volume, but noise problems affecting large numbers of channels or groups of channels can seriously impair PHENIX data taking.  It is particularly important to insure that common failures (loose connectors, blown fuses, programmable components that cannot be downloaded) result in channels that do not send data.  In addition to noise fluctuations, crosstalk in many places, and pickup from the high speed clocks that are distributed through the system will require prudent testing when a meaningful system test becomes possible.

In general, it is important to characterize the response of the system to error conditions during the prototype testing and correct errors that result in bad behavior, be it large amounts of data produced, or excessive heat, or hanging.

The design of the “High Density Interconnect” board, the board with the front-end FPHX chips, is a critical component with challenging electrical requirements (high speed clock distribution, 50( traces) which is being developed with PCAD, which has not been a supported tool since 2006.  The lines of responsibility for the design (and correction) of this board were not clear, and although this work should proceed to the production of a prototype, the design should be exported to CAD tools used for the rest of the design.  Although the work can be divided among engineers and institutions, it is important to maintain clear lines of responsibility for this design as it proceeds through (possibly several) prototypes and into the final design.

It should be remarked that the layouts of the ROC and HDI are very complex, and a short review cannot verify those designs in detail (indeed, the prototype is necessary for that), so that one can only hope to understand and repair problems that will inevitably occur in those designs when the prototype testing is being completed.  A 200 MHz clock is distributed on a bus on these boards, and it would help guide the design to do some preliminary SPICE simulation of the clock distribution before the final layout and a full simulation. This simulation should include all connections between the ROC board and FPHX chips. One could encounter difficulties with reflections on the clock bus, and driving multiple loads will require some care to make sure the clock can be cleanly delivered to all the chips.  Immunity to noise on this critical clock bus is important.

Details of the “Flexi-Cable” connecting the ROC and HDI were not presented, but it is an important component which should be carefully evaluated.

Detailed testing plans were not presented, but it is important to plan for testing the boards and the entire system to make sure that the design specifications are met and there is sufficient immunity to noise and radiation effects in the final design.  For example, a testing plan to insure the integrity of the HDI before the FPHX and sensors are attached to it is important to achieve a good yield of working HDI boards.

A number of more specific questions and concerns arose in the course and aftermath of the review.  

1. The details of the connection between the ROC and the HDI were not presented, and could be difficult to install.  The connectors could conceivably be a point of failure that is difficult to diagnose and repair.  Flexing of the cables and connectors during installation could lead to additional failures. Realistic testing of the prototypes is essential, and attention to manufacturability during the design is essential.

2. There are a number of distinct FPGA designs and FPGA’s, and with the present designs the fractional utilization of resources within the FPGA appears to be larger than the amount normally used in good engineering practice keeping in mind the possibility that future modifications may be necessary.

3. Plans for testing the FPHX chip prototypes were not presented, and it is important to characterize the prototype as much as possible both to provide important guidance for the designs using the chips and to ensure that they will perform as needed in the detector.  A testing plan including plans for whatever test fixtures may be needed should be presented. 

4. A date should be set to review the results of the FPHX prototype performance tests. This review should take place prior to the start of engineering revisions of the FPHX prototype chip.

5. At least one component of the detector (the clock distribution board) did not appear to have a planned location within the detector envelope.  The location of all components needed to operate the detector should be planned, particularly with no electronic boards that have to be supported physically and electrically outside a cool, clean, serviceable location within the volume prescribed for the FVTX detector.

6. The format of the data delivered to the DCM and then transmitted by the DCM the event builder was not clear (although it may be understood). These formats should be documented, which will allow a more accurate determination of the data volume (which in turn is necessary for planning the integration of the detector into the PHENIX DAQ).

7. A 200 MHz clock is distributed through multiple drops on the HDI.  This is an area of concern which may warrant some investigation and preliminary simulation before finalizing the design of the HDI.  The clock and serial lines will pass through three components (ROC, HDI, and Flex Cable), which means that these modules will have to be designed and simulated to operate as a unit. 

8. The sensors, ROC, and HDI will operate in a high magnetic field, and there is no list of “approved” components, so it may be desirable to test them in a magnetic field, although most components would not be expected to present any issues and datasheets often have enough information to judge them.  Mechanical details were not presented, but fans and blowers that might be imagined as a last-minute addition near the detector are not a good idea.

9. There appear to be fuses on all the boards, and thermal resettable fuses are used in areas where access is difficult.  That is good practice and generally required for designs to be installed in PHENIX, and these fuse locations should be retained, but it may be possible to fuse the power lines externally in such a way that service is possible, and this should be explored at the safety review. 

10. The grounding plan allows for considerable flexibility in grounding components together or not.  This is probably necessary, but it should be noted that if grounds are to be made by straps or cables that a sufficient amount of copper with excellent connections must be made for the added grounding to be meaningful.

11. The power distribution system assumes all channels will be isolated and returned separately; the feasibility of this plan with regard to the number of independent channels needed and the size of the cable plant should be examined.
