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1. Introduction

One major objective of nuclear physics is to understand lgraentary structure of mat-
ter and the fundamental forces which are responsible fooltiserved phenomena. Since
the first half of the 20th century the proton and the neutrarh beferred to as nucle-
ons, together with the electron are considered as the hgildiocks of everyday atomic
matter. While so far there has been no experimental indiedtr a substructure of the
electron, deep-inelastic lepton-nucleon scattering JB¥periments in the late 1960’s re-
vealed that the proton is composed of even smaller subcoemp@nThese particles were
first calledpartonsand later identified aguarkswhich were predicted independently by
Gell-Mann [GM64] and Zweig [Zwe64] based on data from hadspectroscopy. The
experimental as well as theoretical achievements led tmth@luction of theconstituent
quarkmodel, in which the proton and neutron are just two repredmes of the so-called
hadronswhich are all composed of quarks.

Two types of hadrons are known toddyaryonsand mesons Baryons (like proton
and neutron) consist of three quarkg|§) while mesons contain a quark-antiquark pair
(gg). To present knowledge there are six different kinds of ksiaalso calledlavors
and the corresponding antiquarkgp, down, charm,strange,top andbottom. They are
fermions with spin 12 and carry electric charge of eithe2/3eor —1/3e, whereeis the
electric charge of the proton. In experiments up to date bstsucture of the quarks was
found. Hence, quarks are considered as elementary particle

As part of the quark model a new quantum number was introdubedolor charge
Each quark carries one of three colodue red or green(antiquarks carry anticolors).
This ensures that baryons which consist of three identicatlcs, e.gA™" = (u,u,u), do
not violate the Pauli exclusion principle. No experimentaowvas able to observe single
free quarks, which supports the assumption that only catotral object’ exist as free
particles in nature.

Hadrons are strongly interacting particles, i.e. the fdha holds hadronic matter
together and governs the evolution of hadronic reactiorieasfundamental strong in-
teraction. The quantum field theory describing the behavidhe strong force is quan-
tum chromodynamics (QCD). The theoretical framework wageltged in the 1970’s
adopting basic concepts of quantum electrodynamics (Q&®)guantum field theory
which successfully describes electromagnetism. For argereview of QCD please re-
fer to [Wil82]. The exchange particles of QCD (also calledgmbosons) which mediate

1The quarks of a baryon each carry a different color, whilegirark-antiquark pair of a meson carries
a color and the corresponding anticolor. In both cases tloescadd up to white (color neutral).

5



6 Chapter 1: Introduction

the strong force between color charged objects are thelemaduons(g). They are
massless bosons and carry spin 1. A specific characterfSP€ED is that the gluon also
carries color charge. Hence, in QCD the gauge bosons theesssbuple to each other
which has far-reaching consequences for the propertidsedttong interaction (see Sec-
tion 2.1)2

In the constituent quark model the nucleon (like all baryamssists of three quarks,
also calledvalence quarkswhich were thought to account for all properties of the nu-
cleon (quantum numbers, mass). Although the valence quaeksufficient to explain
the observed spectroscopic properties (excitation sta¢esys), DIS experiments at very
high energies have revealed a far more complex structur@aylthe composition of the
nucleon is described by valence quarks and a large numbduahgand virtual quark-
antiquark pairs. The virtual quark-antiquark pairs aremefd to asea quarksAccording
to the energy uncertainty principle quark-antiquark paas exist for a short period of
time without violating energy conservation. All these caments (partons) contribute to
some extent to the observed properties of the nucleon deyend the energy scale at
which the nucleon is probed. Even after decades of expetahand theoretical work
the structure of the nucleon is not completely understosgeEially the momentum dis-
tribution of the gluons inside the proton is largely unknowiis is due to the fact that
DIS experiments depend on the electromagnetic couplingegitan to the probed parton.
Therefore such experiments are not directly sensitivedcetbctrically neutral gluons.

A tool to study the gluon density in the nucleon is providedpayticle production
in ultra-relativistic proton-proton (# p) collisions which involves the gluon in the initial
state. Especially the production of direct photons has beagnized already in the early
1980’s as a tool to access the gluon distribution inside tbop [Pap82]. In high energy
p+p collisions, direct-photon production at large transgarsomentapr? is described
by perturbative QCD (pQCD). At leading order the gluon ciimites to the production
of direct photons via quark-gluon Compton scatteriqg:- g — q-+Y. A more general
review of direct-photon production mechanisms in elemgma- p collisions is given in
Chapter 6. By constraining the measurement of direct plsdtmthose photons produced
in quark-gluon Compton scattering the only free parameténe calculation is the gluon
distribution.

The measurement of the cross section of inclusive direatgrhproduction in ele-
mentary pt p collisions is of paramount interest not only because dfetssitivity to the
gluon density but also for other reasons. It provides anldest of pQCD predictions
and can help to study parton-to-photon fragmentation fanst Moreover, it serves as

2In QED the corresponding exchange particle, the photoredrécally neutral and therefore photons
do not couple to each other.
3A definition of kinematic variables used in ultra-relatiidseactions is given in Appendix A.



the baseline for the interpretation of direct-photon dditimed in heavy-ion collisions
(see Chapter 6).

By studying particle production in polarizedp collisions (i.e. the spins of the
two protons are oriented with respect to their direction aftion prior to the collision)
it is possible to measure the polarized distribution of theog inside the proton and
consequently explore what is generally referred to apthtn spin puzzleln the naive
parton model the proton spin of/2 is expected to be the straightforward sum of two
parallel valence quark spins and one antiparallel. Howewnethe late 1980's it was
discovered in DIS experiments of polarized leptons on jm#drprotons that all quarks
(valence and sea) carry only a small fraction of the proton plsh88, Ash89]. Since
then this unexpected result is known as the proton spin puZn the complex parton
model including sea quarks and gluons it is reasonable tmasshat the intrinsic spin
of the gluon makes a non-vanishing contribution to the prapin. While not directly
accessible in DIS experiments, the polarized gluon digtidln is directly related to the
spin dependent cross section of particle production inrprad p+ p collisions which
involves the gluon in the partonic production mechanism.réarecisely the polarized
gluon distribution can be explored by measuring the doubleity asymmetry of the
production cross section, also calldd (this is described in more detail in Chapter 8).

The analysis of direct photons in polarized-p collisions provides the cleanest tool
to access the polarized gluon distribution. Another chbwheh is sensitive to the gluon
distribution is the production of hadron jets, in partigulae production of neutral pions
(). In pQCD gluon-gluond+ g — g+ g) and gluon-quarkg+ g — g+ @) scattering
contributes at leading order to jet production. Howeves,dhlculation of the® produc-
tion cross section requires the knowledge of fragmentdtiantions which describe the
fragmentation of the scattered partons into neutral pidiss introduces an additional
theoretical uncertainty in the interpretation of the datet the virtue of utilizing ther®
channel to explore the polarized gluon distribution is théner simple measurement of
neutral pions compared to direct photons kx p collisions.

In this thesis two independent analyses are presented: éasurement of the inclu-
sive direct-photon production cross section and the measemt of the double helicity
asymmetry in inclusive® production both at mid-rapidity in ultra-relativistic4pp col-
lisions at,/s= 200 GeV. The analyzed data set was collected with the PHENtXator
in collisions of longitudinally polarized protons at RHIEor the direct-photon measure-
ment the data were analyzed regardless of the polarizaggriting in the spin-averaged
or unpolarized direct-photon cross section. The measureaid, | , however, explicitly
takes into account the polarization of the colliding pratolvhile the direct-photopr-
distribution is measured with a precision unmatched sotfRHIC energies and therefore
allows for the first time a comparison to pQCD predictionsrawany orders of magni-
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tude, the double helicity asymmetry o production demonstrates the first measurement
of this kind in ultra-relativistic polarized  p collisions at all and allows a first direct
constraint on the polarized gluon distribution.



2. Theoretical Basics

The evolution of pt p collisions is governed by the strong interaction. Thengjtie of
the interaction is described by the coupling "constant" €D0Q The structure of this
"constant” has some important consequences for the pat@ftthe strong interaction
and can be observed in particle spectra measured in ula@vistic p+ p collisions. The
factorization theorem of pQCD allows the calculation ofsygections for reactions with
large momentum transfer and hence enables high precistsaeQCD.

2.1 The Strong Interaction

2.1.1 The Running Coupling Constant

The force between strongly interacting particles is désctiby quantum chromodynam-
ics. In each quantum field theory the strength of the forceescdbed by the coupling
constant of the interaction. In QED the strength of the et@ctgnetic coupling is given
by the fine structure constant~ 1/137. Whilea shows only a weak energy depen-
dence the strength of the coupling in QCD heavily dependfierhergy scale at which
the strongly interacting matter is probed, often choseretthe momentum transf&?
of the reaction. To first order the coupling constant of Q@R),can be written as fol-
lows [YagO05]:

12mt
(33— 2Nr) - In(Q2/Agcp)
whereN; denotes the number of contributing quark flavakgcp is the QCD scale param-
eter and is the one fundamental parameter of QCD. It has teteerdined by comparison
of QCD predictions to experimental data and depends on thiauof quark flavor$s
with quark masses Q2. os measured in different experiments at different energyescal
is shown in Figure 2.1. It clearly shows the variatiorogfwith Q?. Thereforens is often
referred to asunningcoupling constant. For more details refer to e.g. [Yao06].

For calculations in QCD perturbation theory is applicabledis small os < 1), i.e.
if the strong coupling becomes weak. Equation 2.1 showsthigis the case for large
momentum transfer@ > /\éCD). It is an important feature of the strong interaction
that for Q2 — « the coupling between quarks vanishes. Since large valu€¥ aire
equivalent to small distances between the interactinggbest quarks behave as if they
were free when they are very close together. This phenomisnamown asasymptotic
freedom On the other hand for small momentum transf@f € /\éCD), equivalent to

as(Q%) ~ (2.1)

9
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Figure 2.1: The running coupling constant of QCD as a function of the mutn@ transferQ?. The
data points represent measurementapét certain energy scales. The lines show central valueshand t
corresponding uncertainty. For further details refer tad¥6].

large distances, the coupling becomes very large. cbminemenbf quarks in hadrons

(single free quarks have not been observed yet) is attdluatehis characteristic of the
strong interaction and is probably related to the intecacimong the colored gluons. A
theoretical description in this strongly coupled domaidifficult because a treatment in
perturbation theory is not applicable (non-perturbategime).

2.1.2 Quark-Antiquark Potential

The similarity of charmonium states (a bound system congpofa c c-quark pdiy to the
energetic states of positronium (a well-known electronetigally bound ée~ system)
and the experimental observation that only color neutrggab exist as free particles
in nature suggests the following phenomenological paaénfithe strong force between
guarks as a function of the distancgPov99]:

_4ag(r)he

3 +k-r, (2.2)

Vs(r) =

E.g. the heavy mesodgW andY are charmonium states.
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where the first term is similar to the Coulomb potential anthoh@ates at small distances.
For asymptotically smalt the coupling constartis(r) — 0 and therefore leads to the
asymptotic freedom. The second term is dominant at largertiss. The potential energy
increases linearly with increasing distance between tlagkgantiquark pair and hence
describes the confinement. While the field lines of a Coulowtiergtial reach far into
space (like the field of an electric dipole) the field lines gfatential given by -r (the
color field between @q pair) are restricted to a narrow tube (also calletrang) because
of the gluon-gluon interaction. Because the field energhiwithe tube increases linearly
with increasing removal of a quark from a hadron would require an infinite antaf
energy. Instead, if the field energy reaches a certain thlé#his more favorable to form
two separate|q pairs, i.e. two strings. This process of creating new coéutral hadrons
is referred to akadronization

2.2 Nucleon-Nucleon Reactions

Particle production in high energy nucleon-nuclebit{N) reactions provides a tool to
study the strong interaction. The totakp cross sectioot, 5 as a function of the center-
of-mass energy,/s is shown in Figure 2.2 [Yao06]. A{/s~ 10 GeV the total cross
section is roughlyrﬁjt; ~ 40 mb and increases only slowly @sincreases. The reaction
processes contributing to the total cross section can lsdbd into elastic processes, in
which the total kinetic energy of the colliding nucleons ens unchanged and inelastic
processes, in which the colliding nucleons lose energy. esaan see from Figure 2.2
above a/s of a few GeV the pt p reaction is dominated by inelastic processes. +pp
collisions at high energies the probability for a nucleoiose a considerable fraction of
its initial energy is large. The deposited energy results@production of new particles.

Therefore inelastic p- p reactions are characterized by particle production.

About 80-90% of the produced particles are pioms, (), since they are the hadrons
with the smallest mass. The total number of produced pastid callednultiplicity. It
has been shown by various experiments that the chargedpiiuityi® increases logarith-
mically with /sand can be parameterized by [Won94]:

(Neh) = 0.88+0.44-Ins+0.118 (Ins)?, (2.3)

wheres is the squared center-of-mass energy in &eWor p+p collisions at,/s =
200 GeV this meanéN\gn) ~ 20. Neutral particles produced in the collision are mainly
neutral pions. By assuming that equal numbersrafrt and® are produced the total
multiplicity in p + p collisions at,/s= 200 GeV can be approximated éy(Nch) ~ 30.

2The number of charged particles produced in the collision.
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Cross section [mb]

2 10 102 10° 104
s [GeV]

Figure 2.2: Total cross section for $ p reactions as a function qfs [Yao06]. Above,/s= 10 GeV the
cross section is dominated by the inelastic cross sectiochws roughly constant in this energy regime.

2.2.1 Particle Spectra in Nucleon-Nucleon Collisions

Typical pr distributions of charged particles produced ir-p and p+ p collisions at
different /s measured by various experiments are shown in Figure 2.3h Bauicle
spectra can be divided into two domains in terms of undeglproduction mechanisms:
the soft regionfor particles with transverse momenta far below 1 Geaitd thehard
region for particles with transverse momenta far above 1 @eWhe shape of thet
distribution is different in both kinematic regions.

Soft Region

The bulk of particles produced iN + N collisions has small transverse momenta with
a mean given by pr) ~ 0.3 GeV/c. The shape of the spectrum belgw = 1 GeV/c

is well described by an exponential of the foam?PT, with a ~ 6 (GeV/c)~* (see Fig-
ure 2.3). The underlying production mechanisms in thismegire characterized by small
momentum transfer&@” (i.e. Q* < A§¢p) and are referred to as soft processes. A guanti-
tative analysis of soft processes in QCD is difficult becques¢urbation theory cannot be
applied. Instead a number of phenomenological technigaes been developed to study
processes in the non-perturbative regime qualitatively. (string models). Refer to e.g.
[Won94] for further details.
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Figure 2.3:Inclusive charged particle production measured-ingand p+ p collisions at different energies
as a function of the transverse momentum [Dre02].

Hard Region

As one can see in Figure 2.3 the shape of the particle spedtungh pr cannot be
extrapolated from the exponential at Igey. The mechanisms of particle production
in this regime are characterized by large momentum tram§iér The collision can be
interpreted as the elastic scattering of "hard" partonsadth other. Hence such processes
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A

B=——=(f,| °

Figure 2.4: Illustration of a hard scattering process with the subsegiadron fragmentation.

are referred to as hard processes. Since for l@fg@e strongly interacting matter is only
weakly coupled, the techniques of perturbative QCD can Ipdexpto make quantitative
predictions. Hence, although the probability for partigteduction at highpr is small,
the measurement of particle spectra in this kinematic regsnan important tool for
precision tests of pQCD.

In Figure 2.4 the inclusive hard scattering reaction:
A+B—C+X (2.4)

is depicted where the focus is on the production of the ha@rdrhe terminclusivemeans
that, although all particles which are produced along thetren are implicitly included

in X, only particleC is explicitly identified. The underlying process of the reac is
the hard scattering of partanin A with partonb in B in which a large momentum is
transferred. The scattered partanandd lead to the subsequent observation of particle
jets along the direction of the scattered partons.

According to thefactorization theorenin pQCD the inelastic cross section of hard
reactions can be separated into long-distance (I@9eand short-distance (smal)?)
processes. Since pQCD gives only meaningful results faties involving large mo-
mentum transfers the long-distance terms are referred twmagerturbative while the
short-distance terms are referred to as perturbative. o to [Col85] the inelastic
cross section for a reaction given in Equation 2.4 can befaed in the following way:

dofd9e = 3 fa(xa, Q) @ fo(x, Q) (2.5)

ab,c

®dof (X, Xb, 2, Q%) © D¢ jc (26, @)

wheref, (fp) is the non-perturbative parton distribution function (Af partona (b) in
hadronA (B) andx is the momentum fraction which is carried by the parton, pa:ton
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a (b) carries a fractiory (xp) of the momentum of hadroh (B). doggfc is the perturba-
tively computable parton scattering cross section forélagtiona+b — ¢+ X. And D¢ ¢

is the non-perturbative fragmentation function (FF) whagscribes the fragmentation
process of the scattered partmmto the hadrorC, which carries a momentum fractiaa
of the parton momentum. Theb, c sum is over all partonic channeds+ b — c+ X.

The non-perturbative parts, i.e. the distribution of thetquas in the initial state (be-
fore the hard scattering) and the fragmentation procedsgeddc¢attered partons in the final
state (after the hard scattering) have to be determinediexpetally (see Section 8.1.3
for more information on the extraction of PDF’s from expegimal data). However, both
parton distribution functions as well as fragmentationctions are assumed to be univer-
sal, i.e. they are the same regardless of the scatteringgsacvolved. This means, that
PDF’s and FF’s can be measured in reactions which allow thet precise determination
and are then utilized as input for a given pQCD calculation.

If a photon is produced in the hard scattering (i.e. padonFigure 2.4 is substituted
by a photory) the calculation of the cross-section does not requiregnientation func-
tion. Thus the measurement of symomptphotons allows a more precise test of pQCD
since the calculation is not subject to uncertaintiesragi§iom the fragmentation process
(see Chapter 6 for more details).

The separation of long- and short-distance processestorized pQCD introduces
unphysical scales in the computation of cross sectionsrdicpto Equation 2.5 which
have to be chosen arbitrarily: twWactorization scalesus andpg which are chosen each
to distinguish between the hard and soft components of t&section and thenor-
malization scale g which is associated with the running of the strong coupliogstant
Os. A typical choice is to set all three scales to the same vialw&ich is of the order of
the hard scale given by the momentum tran§féor the transverse momentup of the
observed hadrdhi.e. i = Y = ur = L= pr. The scale dependence is often estimated
by additional calculation of the cross section at the scales2pr andp = prt/2. For
more information on factorization in pQCD please refer th fCol85, Lib78].

3In hard inelastic scatterings the momentum transfer is efdtder of the square of the transverse
momentum of the observed leading particl¥ ¢ O(p2)).






3. The Relativistic Heavy lon Collider

The idea to build the Relativistic Heavy lon Collider (RHM3s first formulated in 1983.
Construction began in 1991 and was completed eight yeaes ilat1l999. The scien-
tific objectives of RHIC comprise the study of the highly dgdi matter created in ultra-
relativistic heavy ion collisions as well as the proton sgtiucture by colliding polarized
protons. The collider was built at Brookhaven National Liaory (BNL). It consists
of two separate concentric storage rings with supercomuychagnets. The magnets
are cooled down to below 4.6 K using supercritical heliume Tio rings are denoted
arbitrarily as the “Blue Ring” (where the beam travels in theckwise direction) and
the “Yellow Ring” (where the beam travels in the counter klotse direction). Head-on
collisions of the two beams can be achieved at six intersectgions (IR). At RHIC
particles with an atomic mass number upAte- 200 can be accelerated. The availability
of two ion sources and a proton source together with two cetalyl independent storage
rings provides the possibility to accelerate and studyisiols of equal (e.g. Ad Au)
and unequal ion species (e.g+du) as well as collisions of protons. The Alternating
Gradient Synchrotron (AGS) as well as other smaller hadomelarators (Tandem Van
de Graaff, Booster), which already existed at BNL beforedbwestruction of RHIC, are
used as the injector to the collider rings. Some of the ingmdrelements of the RHIC
collider complex are shown in Figure 3.1.

RHIC is designed to accelerate heavy-ion beams up to an\ewérj00 GeV per
nucleon and polarized proton beams up to an energy of 250 Bevefore RHIC is able
to achieve center-of-mass energies/&in = 200 GeV and/s= 500 GeV per nucleon-
nucleon pair in Au+ Au and p+ p collisions, respectively. These energies reach well into
the regime of perturbative QCD and the highly excited matteated in central Ay Au
collisions is expected to be in a deconfined state. Afternitel engineering tests first
collisions of heavy ions were achieved on June 12, 2000 ahtecef-mass energy of
V/Sun = 56 GeV per nucleon-nucleon pair. Collisions of Au ions at diesign energy
were achieved in the following year on July 18, 2001. In thaegear first physics data of
colliding proton-proton beams were accumulated. The adsigninosityL for Au+ Au
collisions and for p+p collisions isL = 2 x 10?° cm2?s~! andL = 2 x 103? cm2s 74,
respectively [Har03].

The collider is operated in a bunched beam mode. The bearnthier €ings consists
of 120 bunches. A maximum of 112 bunches is filled with heawgior protons. Eight

Located on Long Island, New York

17



18 Chapter 3: The Relativistic Heavy lon Collider

PHOBOS BRAHMS

PHENIX

Beam line

T T N

Tandem van de Graaff

Figure 3.1: Schematic view of the RHIC facility. The illustration is &kfrom [Bls02].

bunches remain empty for the abort gap in order to ensuredsafgping of the beam.
Each bunch contains 1 x 10° Au ions and~ 2 x 10! protons, respectively.

The basic steps in the acceleration of heavy ions is as fellot large variety of
ion species can be extracted from a pulsed sputter ion soUilte negatively charged
ions are accelerated in the Tandem Van de Graaff. A stripfoigemoves electrons
leaving partially stripped ions with positive charge. langt the Tandem with a kinetic
energy of~ 1 MeV per nucleon. After further stripping the highly posgiy charged ions
are injected into the Booster synchrotron where the beamsagtured into six bunches
and accelerated to 95 MeV per nucleon. All but two electramss&ripped at the exit of
the Booster before they are injected into the AGS, where #aans are debunched and
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rebunched into four final bunches. The AGS accelerates tis@3.86 GeV per nucleon.
The bunches are then transferred to one of the RHIC ringsenthely are accelerated to
their colliding energy. On their way to the collider the igoass the last stripping foll
where they are fully ionized. A more detailed descriptiorthed acceleration cycle for
heavy ions is given in [Har03].

The acceleration of polarized protons requires a diffesentrce and involves addi-
tional devices to maintain polarization throughout aa@len. This is discussed in more
detail in Section 3.1.

Four major experiments were designed for RHIC which on theleemd are similar
in some aspects and on the other hand are complementarytico#ter. This has the
advantage that, while all experiments have some specifecbobgs, many scientific dis-
coveries can be cross checked by the different experimgrdgaps. The experiments can
be divided in terms of size, cost and complexity in two lafgBlIENIX? and STAR) and
two smaller (BRAHMS and PHOBOSY) projects. The purpose of each experiment is
described in Section 3.2.

Up to the time of writing of this thesis there have been six ptated physics running
periods in which different species at different centerraiss energies have been acceler-
ated and collided. Table 3.1 shows a summary of the finishgdigdiprogram at RHIC
up to now. The p+ p data presented in this thesis were accumulated duringitideRHIC
physics running period.

3.1 RHIC as a Polarized Proton Collider

RHIC is the first and to date only high-energy polarized pmnatollider. With center-of-
mass energies up tg's= 500 GeV the collision of transversely or longitudinally aol

ized protons can be considered as collisions of polarizadaand gluons. This provides
the opportunity to study the spin structure of the proton iught help to shed light on
answers to thepin puzzlgsee Chapter 8). The acceleration of polarized protons up to
energies of 250 GeV requires several additional deviceshilg to maintain, manipu-
late and monitor polarization. RHIC emplo$&herian SnakesSpin RotatorsSpin Flip-
persandPolarimeterso meet these additional requirements [Ale03]. Figure B@\s a
schematic view of the RHIC facility and the pre-accelematbain from the point of view

of the polarized proton collider.

2pioneeringHigh EnergyNuclearl nteraction K periment
3SolenoidalTrackerAt RHIC

4BroadRAngeHadronM agneticSpectrometer
SPHOBOS is not an acronym.
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H year species ,/Sun [GeV]
Run | July - September 2000 AdAu 130
Au—+Au 200
Run i July 2001 - January 2002 0+p 200
d+Au 200
Run 11l || December 2002 - May 2003
+p 200
Au+Au 200
Run IV || December 2003 - May 2004 AdAu 62.4
p+p 200
Cu+Cu 200
Cu+Cu 62.4
Run VvV 2004/2005 Cu+ Cu 995
p+p 200
p+p 200
Run VI 2006 D+p 62.4

Table 3.1: Summary of completed RHIC physics running periods sincé#genning in 2000 until the day
of writing of this thesis.

The polarized proton source installed at RHIC was custosigted to meet the re-
quired intensity of each bunch. It provides protons thatt@msversely polarized with re-
spect to the beam direction. The optically pumped polanaedource (OPPIS [And79])
produces a pulse that corresponds-t® x 10! polarized H . Taking into account beam
losses from the source to the storage rings the intensityiged by the source is suf-
ficient to meet the design luminosity goal. The RHIC sourcs wanstructed at TRI-
UMF® [Mor00]. It is an upgrade of the OPPIS source previously uselEK’. The
source consists of an electron cyclotron resonance (ECGRdarce in which the unpolar-
ized protons are produced. The protons pass through arathpficmped rubidium vapor
(i.e. an electron spin polarized target) in a weak magnetld.fiThe spin is transferred
via the hyperfine interaction from the electron to the protdine polarized hydrogen
atoms then pick up electrons in a sodium vapor yielding Which are then transferred
to the LINAC®, where the H are accelerated to 200 MeV. Before injection into the AGS
Booster the electrons of the'Hbeam are stripped and the polarized protons are captured

6Tri U niversityM esonFacility in Vancouver, Canada
"High Energy Accelerator Research Facility in Tsukuba, dapa
8Lin earAccelerator
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Figure 3.2: A schematic view of the RHIC facility showing all devices eesary for the acceleration of
polarized protons.

in the Booster in a single bunch. The single bunch is acdelér® 2.35 GeV and then
transferred to the AGS, where itis accelerated to 24.3 Gh¥.Single bunch is then trans-
ferred to one of the RHIC storage rings. The accelerationge® has to be repeated for
all bunches that are to be filled into RHIC. This has the acdhgmthat the polarization of
each bunch is prepared independently in the source. Thazadlan pattern in both rings
is chosen in a way that collisions with all four combinatiafspolarization directions
(1T, 71, [T and]]) are established in the same fill. This reduces systematiertainties
that would arise from fill-by-fill uncertainties. RHIC is dgeed to achieve and maintain
beam polarizations up to 70%.

3.1.1 Spin Dynamics and Resonances

In a storage ring like RHIC charged particles are bent onsed®rbit by dipole magnets.
The motion of a proton with chargeand massn, in a vertical magnetic guide field is
governed by the Lorentz force equation:

dv e =

— =—(—)B, xV 3.1
whereV is the velocity vector of the particle aryd= E /my, is the relativistic boost.

In a perfect circular accelerator charged particles woolldiv a perfect closed loop,

the design orbit In reality, the guiding magnets suffer from misalignmentl amper-
fect manufacture. Because of this the actual particle aiifigrs from thedesign orbit
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Figure 3.3: Sketch of thedesign orbitand themperfect closed orbin a storage ring of a circular acceler-
ator like RHIC. In addition, a horizontéletatron oscillatioris shown. See text for explanations.

charged particles move on a so-calletperfect closed orbifsee Figure 3.3). However,
not all particles in a beam move exactly on the imperfectedawbit but are spread around
it. This results in transverse oscillations, so-calbethtron oscillationground the closed
orbit. There are horizontal and vertical betatron osedlzg. Quadrupole magnets are
used to focus the particle beam and keep these oscillatimtey wontrol. Particles in the
beam not only have a spread of coordinates but also a spreackafy around the refer-
ence value. This leads to longitudinal oscillations, neférto assynchrotron oscillations
The longitudinal focusing is done with electric fields in iaffequency (RF) cavities,
which push particles depending on their time of arrival &t thvities. The RF cavities
are also used to accelerate the particles to top energy. Ad&e@meter in the description
of the oscillations (betatron and synchrotron) is thiee Q. It describes the number of
oscillations a particle completes in one revolution of thigital motion:

in which wy is the frequency of the oscillation € x,y or s for horizontal, vertical or
synchrotron oscillations) andy is the revolution frequency of the particle.
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When accelerating polarized protons, it is not only neagssacontrol the orbital
motion but also the spin motion of the particle. While theitalmotion is negligibly af-
fected by the particle spirthe motion of the spin depends crucially on the orbital nmtio
because the particle experiences different magnetic fitdgending on the actual trajec-
tory. The motion of a spin vect®t of a proton in an external magnetic field is described in
the rest frame of the particle by the Thomas-Bargmann-Migetegdi (Thomas-BMT)
equation [Tho27, Bar59]:

?TT =— (ymip) [GyB, + (1+G)B] x P, (3.3)
whereG = 1.7928 is the anomalous magnetic moment of the protonBandnd I§H are
the perpendicular and parallel component of the externgineigc field with respect to
the particle’s direction of motion. Note that in Equatio &e contribution from electric
fields is not considered. In a perfect circular acceleraitr auniform vertical magnetic
field the particle spins precess around the vertical axas,the direction of the guiding
magnetic field. It becomes evident from Equation 3.3 thatgit Bnergiesy>> 1) orin a
purely vertical field the parallel component of the magngéid vanishes. A comparison
to the Lorentz force equation (Equation 3.1) then revealsttie spin precess&y times
around the guiding magnetic field vector, i.e. the verticahponent, of the external
magnetic field which is referred to as the stable spin dioecin the accelerator, in one
full revolution of the particle orbit. This number is refed to as thespin tunevsp = Gy
and is the most important parameter in the description of epolution in accelerators.

The main issue when accelerating polarized protons to mgihgees (e.g. 250 GeV
at RHIC) is that the beam encounters many depolarizing sesms as the energy is in-
creased. When such a resonance is crossed, the spin vecthar pérticle is perturbed
away from its vertical direction, which results in partial @@mplete polarization loss.
Such depolarizing resonances are driven by horizontal stagfields. They occur be-
cause of magnetic field errors and misalignments and bec&bs¢atron and synchrotron
oscillations. Resonances that are driven by magnetic fretdseand misalignments are
referred to asmperfection resonancgshe spin precession is perturbed because of the
horizontal magnetic fields seen on the imperfect closed)orbitrinsic resonancesre
driven by horizontal magnetic fields seen in the focusingdguoles due to the ver-
tical betatron oscillations (which are “intrinsic” to theltider)!. In the acceleration
of polarized protons a resonance is encountered if the gpirepsion frequency equals

9The spin of a particle affects the orbital motion by the St@erlach force. However, at relativis-
tic energies the magnitude of the Stern-Gerlach force dofipgery rapidly so that the orbital motion is
determined solely by the Lorentz force.

1°Resonances due to horizontal betatron and synchrotrotiatistis are negligible compared to the
vertical betatron oscillations and therefore are not atersid here.
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the frequency (or an integer multiple of it) with which a d&gp@ing magnetic field is
crossed. In such a case the perturbing spin precessionsicamscoherently resulting in
polarization loss. Usually the resonance conditions apeassed in terms of the spin tune
Vsp. The conditions are different for imperfection and intrmeesonances, respectively.
Imperfection resonances arise whenever the following itimmds satisfied:

wherenis an integer. Equation 3.5 shows the resonance conditrontfasic resonances,

in whichk is an integerP is the super-periodicity (i.e. the number of identical sBtt of
the accelerator) an@y is the vertical betatron tune as stated before.

The loss of polarization when a depolarizing resonanceassad depends on the
resonance strengthand the crossing rai and can be calculated analytically using the
Froissart-Stora formula [Fro60]:

Pt /B = 2e‘n‘2%2 -1 (3.6)
in which B andP;s are the initial and final polarization. Two border-line casé Equa-
tion 3.6 are very interesting: if the resonance strerggighvery small, there will be no
depolarization, i.e.P; = B. If, however, the resonance is very strong, there will be
complete spin flip but no polarization loss, i.Bf = —B. If the resonance strength is
anywhere in between those two scenarios there will be lopslafization. Equation 3.6
suggests two methods to preserve polarization and whicl@pked in accelerators of
polarized protons: one can either reduce the resonancgy#irg very small) or cross the
resonance very quickly (malevery large). The strength of imperfection resonances is
proportional to the distortion of the imperfect closed arbhe distortion can be reduced
by dipole corrector magnetbd@rmonic orbit correctiol, hence minimizing the strength
of the imperfection resonance. The strength of intrinsgprances is proportional to
the size of the vertical betatron oscillations. By a fastpuof the vertical betatron tune
(using pulsed quadrupoles to rapidly shift the tune and éenakinga very large) the
intrinsic resonances can be overcome. Both techniquesapgiéed in the acceleration
of polarized protons in the AGS [Khi89]. However, becauséheflarge number of (and
in part) strong resonances (the AGS is a strong-focusingl@@tor), these methods are
very tedious, especially when going to even higher eneigiesat RHIC. A different
approach to overcome depolarizing resonances is utilizesbicalledSiberian Snakes
which are employed in the acceleration process of polajzetbns at RHIC. The basic
idea of Siberian Snakes is reviewed in the following sect®iomprehensive overview
on spin dynamics in accelerators can be found in [Man05a,09lah
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Figure 3.4: Spin track in Siberian Snakes installed at RHIC [Ale03].

3.1.2 Siberian Snakes and Spin Rotators

Siberian Snakes offer a very elegant solution to overcomniatainsic and imperfection
resonances at once, at least in principle. The basic ide#efi& Snakes dates back to
the late 1970’s when Derbenev and Kondratenko proposecetmagnetic fields to avoid
all resonances [Der78]. Theoretically a Siberian Snakelavece that rotates the spin of a
particle by 180 around an axis in the horizontal pldheThis idea is technically feasible
because the spin and orbit rotate through different anghesiraversing a magnetic field.
The origin of the name lies in the geographical region whezgbBnev and Kondratenko
were working at the time they came up with the idea (Novosi)iand the fact that the
particle orbit wiggles like a snake in the magnetic fieldsgufe 3.4 shows a simulated
spin track in the RHIC Siberian Snakes. The axis of the Snaledoing thes direction.
lllustrated is the orbit as well as the spin evolution as theigle traverses the Snake.

A practical implementation of a Siberian Snake is a solesioithgnet. The traversing
particle moves along the solenoid axis, hence the Loremtzfeanishes, which means
that there is no orbit distortion. The spin of the particleogted around the solenoid axis.
However, for a fixed rotation angle the required magnitudéhefmagnetic field scales
with the momentum of the particle. This means that Siberiaak8s made of solenoids
are basically only practical at low energies because of ¢éggiired field strength. A
solenoidal Siberian Snake is, for instance, implementekha® S [Lui97], which is an
electron storage ring that reaches a maximum energy of 900 Me

Equation 3.3 implies that at high energigs# 1) transverse magnetic fields are more
suitable to manipulate the spin of a particle. It can be shasing Equation 3.3 that for a
fixed spin rotation angle the magnitude of a transverse ntexfiredd needs only to scale

1The horizontal plane is defined by the design orbit.
12pAmsterdanmPulseStretcher in Amsterdam, Netherlands
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Snake

Snake

Figure 3.5: Stable spin direction in a planar ring with two Siberian Srsmlike RHIC) that are located at
diametrically opposite positions [Man05a].

like B = v/c. Therefore Siberian Snakes utilizing transverse magfietids can be op-
erated to arbitrarily high energies without requiring as@enably strong magnetic fields.
Due to the transverse magnetic fields the particle is sulbgettie Lorentz force which
bends the particle out of the horizontal plane. Howeverpttiital excursion scales like
1/y. Hence at high energies the orbital distortion in the Snakele neglected. How-
ever, at low energies this distortion places a seriouséitiaih on the design of transverse
Siberian Snakes. At RHIC a very sophisticated design impigmg helical magnetic
fields is employed [Ale03]. The scheme of four helical magrigat eliminates orbital
excursions is used to construct Siberian Snakes as welimsaators [Pti95]. In a full-
twist helical magnet the field vector is transverse to the axid rotates 36Garound the
axis. A system of four such full-twist helical magnets isuigd to control both spin
rotation angle and rotation axis. The rotation axis alwasgs in the horizontal plane. If
the parameters of the magnets are properly chosen thenithessptated by 180and
the excursions of the orbit vanish automatically (see Fig).3

At RHIC two Siberian Snakes are installed in each ring at @iaitally opposite posi-
tions (see Fig. 3.2). Two Snakes cause the stable spinidimgotbe vertically up or down
(see Figure 3.5). The rotation axes of the two Snakes in eéaglare orthogonal to each
other and in the horizontal plane. Calculations of the spiatron matrix in an accelerator
with two Snakes show that the spin tune becomes indepenfieneay: vsp = % This
is the key property of Siberian Snakes in accelerators. ihcyple, the resonance condi-
tions of imperfection resonances (Equation 3.4) and isitinesonances (Equation 3.5)
can never be met, as long as the vertical betatron tune inrwdl&integer. The fact that
with two Siberian Snakes with properly chosen parameterdapmlarizing resonances
are encountered is not entirely true. For strong resonatheegesonance condition can
be extended over more than one orbital revolution. Thisdeaddditional depolarizing
resonances called Snake resonances [Lee86]. The name ésvbatmmisleading since
Snake resonances are caused by the same spin-orbit coopicitanisms as any other
resonance. They are simply higher order resonances. Forgsintrinsic resonances,
Snake resonances can cause significant depolarization.e\¢owby careful choice of
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the betatron tunes polarized protons can be accelerated 20t GeV without serious
polarization loss in RHIC [Bai05)].

In the AGS the beam is accelerated up to 24.3 G8Y=£ 46.5). Thus, the polarized
proton bunches encounter 42 imperfection resonances fi@ction energy to the max-
imum energy in the AGS. With a super-periodicity B&= 12 there are also 7 intrinsic
resonances in the AGS of which four are strong. As was stdiedesthese resonances
used to be corrected using a harmonic orbit correction naetinoperfection resonances)
and a spin tune jump method (intrinsic resonances). How@&veecent years a partial
Siberian Snake has been used to avoid imperfection resesaAcpartial Snake rotates
the spin by less than 18@round an axis in the horizontal plane. In the first threeyeér
operation at RHIC a warm 5% partial solenoid Snake was us#tiAGS, which means
that the spin was rotated by @round the solenoid axis. This rotation ardlis sufficient
to induce complete spin flip at every imperfection resondtieepartial Snake effectively
makes the imperfection resonance stronger [Ros89]). Agb&make does not eliminate
intrinsic resonances. Therefore, in addition to the thégde&8nake a RF dipole is installed
in the AGS which drives the intrinsic resonances, incregtieir strength, which then in-
duces complete spin flip at all intrinsic resonances. Thgitadinal magnetic field in a
solenoid introduces coupling of the vertical and horizbh&gatron oscillations because
of the Lorentz force, which in turn reduces the polarizatioie to coupling resonances.
Therefore, in 2004, a warm helical partial Snake/%o partial Snake) was installed in
the AGS, which removes the transverse coupling resonaht605, a superconducting
20% partial Snake was installed in the AGS, which will helpetoninate the intrinsic
resonances in the future making the RF dipole obsolete.

As seen in Figure 3.5 the stable spin direction in RHIC is dvanse to the beam
direction (vertically up or down). In order to study colbsis of longitudinally polarized
proton collisions the spin must be rotated to the longitatiifirection. This is achieved by
Spin Rotatorsvhich are constructed out of four helical magnets simil&slyhe Siberian
Snakes, only the chirality and the strength of the magnetiddihave to be adjusted dif-
ferently. The two large experiments STAR and PHENIX havéhspin rotators installed
before and after the interaction region in order to have thkato rotate the spin from
the transverse to the longitudinal direction and back (sger€ 3.2). In order to monitor
the polarization direction both experiments have the dapsxmeasure the direction of
the beam polarization independently.

13The strength of the imperfection resonances basicallyuhites by how much the spin must be rotated
in the partial Snake in order to avoid depolarization.
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3.1.3 Spin Flippers

In RHIC the chosen polarization patterfi(| andT|T]) in both rings ensures that col-
lisions with all four possible combinations of polarizatidirection occur in the same
beam store, which drastically reduces systematic errorshwiould arise from different
beam stores. However, a pair of bunches would still crosay@wvith the same polariza-
tion combination during the whole lifetime of a beam stofghére are any correlations
between a bunch and its polarization direction this coulcbduce additional systematic
errors. In order to minimize such systematic errors a sle@&@pin Flipperis installed
in each ring at RHIC. A Spin Flipper involves an alternatingrent (AC) dipole magnet.
One of the Siberian Snakes is used to detune the spin tunee(mpaway from 0.5)
and the AC dipole is then used to induce complete spin flip@tréisonance. The spin
direction of each bunch must be flipped frequently duringlifieéme of a beam store in
order to reduce potential systematic uncertainties. The Bjpper can also be used to
measure the spin tune of the accelerator.

3.1.4 Polarization Measurement

Polarization of the proton beams is monitored throughdustaljes of acceleration and
storage in RHIC and its injection chain. This is necessarpdtate the origin of possi-
ble polarization loss during acceleration. Only the pofeters installed to measure the
polarization in the two RHIC storage rings will be discuskecke.

Fast & 10 sec) measurement of the vertical polarization of the teamnfs is obtained
using a proton-carbon (pC) polarimeter in each ring. Thertgpie is based on the known
analyzing powevB\BC (ABC ~ 0.04 [Ale03]) in the elastic scattering of polarized protons
in a carbon target in th€oulomb-nuclear interferend€NI) region [Jin04b]. This kine-
matic region is characterized by the interference of thetedenagnetic (Coulomb) and
hadronic (nuclear) transfer amplitudes in the elasticteday. A theoretical description
of the CNI in hadronic reactions at high energies can be foafBou77].

The analyzing power is related to a left-right asymmetryhaf ¢lastic pC scattering
in the scattering plane perpendicular to the beam polarizaiThe beam polarizatioR
is calculated from the measured number of left and rightecstl andNgr (normalized
by luminosity):

1 NL—N
i (3.7)
AB N_. +Nr
For pC elastic scattering in the CNI region at very high bearargies (above a few
GeV) the proton is scattered in the forward direction at v@mall angles. Since the
measurement of the forward scattered proton would drdisticluence the proton beam

it is necessary to measure the recoiled carbon nuclei irr toddentify elastic scattering.
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A very thin ribbon carbon target is used at RHIC, so that tednergy (only hundreds
of keV kinetic energy) recoil carbon can leave the target lamdetected in silicon strip
detectors.

Before the 2004 run the pC CNI polarimeters were calibratea lseam energy of
22 GeV. The AGS E950 experiment [Toj02] measured the anajypower of pC elas-
tic scattering in the CNI region (based on the analyzing poefeelastic p+p scat-
tering) to within+30% accuracy*. The energy dependence AEC is expected to be
small [Tru02]. Hence at 100 GeV beam energy the same anglyower was applied
(ABC(loo) ~ ABC(ZZ)). However, since the uncertainty of the analyzing poweedally
translates into the uncertainty of the beam polarizatienntteasured polarization could
not be better known thert30%. Therefore in 2004 a polarized proton-jet target po-
larimeter was installed and commissioned at RHIC. Thisakegan measure the absolute
polarization with an uncertainty af5%. The underlying method is based on elastiep
scattering in the CNI region. Since beam and target pastigie identical the beam po-
larization can be directly expressed in terms of the targ&trzation allowing absolute
measurement of the polarization of the proton beam. Howsuseze the interaction rate
in the hydrogen-jet target is very low, the hydrogen-jegpioheter is not suitable as a fast
polarization monitor. Therefore it is used to calibrate pia2CNI polarimeter which are
used to monitor beam polarization. The measurement of thenhmlarization utilized
in the analysis of the double helicity asymmetryrihproduction presented in this work
(see Chapter 9) depends on the polarized proton-jet taadjeration at 100 GeV beam
energy [Jin04a].

In addition to the polarimeters that measure the absolutipation there are local
polarimeters installed at the two large experiments, PEEaANd STAR, that allow the
experimentalists to set up the spin rotators and to morti®relative polarization at the
point of collision. The measurement is based on the lefitragymmetry (in the plane
normal to the beam direction) of the production of neutrdngay forward angles in col-
lisions of transversely polarized protons, which was disced in the 2003 run [Baz03b].
The large analyzing power(—0.11) for transversely polarized protons disappears when
the polarization is rotated from the vertical to the londital direction, hence allowing
the experimentalists to monitor the effect of the spin @t

3.2 Experimental Program at RHIC

Four major experiments are installed at four of the six sgetion regions (IR) at RHIC:
BRAHMS, PHOBOS, STAR and PHENIX. Their locations in RHIC a@epicted in Fig-

1The error combines statistical and systematic unceresififioj02].



30 Chapter 3: The Relativistic Heavy lon Collider

Multiplicity

Beam Beam counters

DX
Beam magnets

Figure 3.6: Sketch of the BRAHMS detector [Ada03].

ure 3.1 and 3.2. While PHOBOS only conducts heavy-ion pkystt three other ex-
periments also have a dedicated program to study spin ghysismaller experiment,
PP2PP, was installed in 2002 at the same IR as BRAHMS. Itsogerfs to study elas-
tic scattering of polarized protons. In the following a Ibréeescription of the layout
and design of BRAHMS, PHOBOS and STAR is given. The PHENIXegkpent is
described in more detail in Chapter 4. A summary of the resulittained by the four
collaborations in the first three years of RHIC operationivel in the so-calledVhite
Papers[Ars05, Bac05, Ada05, Adc05].

3.2.1 BRAHMS

The majority of particles produced in heavy-ion and propooton collisions have trans-
verse momenta in the soft physics regime, where technigup®GD are not applica-

ble for the description of the interaction. The BRAHMS débeds designed to study
the bulk particle production in this kinematic regime totbetinderstand the underlying
physics [Ada03]. A schematic layout of the BRAHMS detectsihown in Figure 3.6.

It consists of two separate spectrometer arms which argerdiently movable. Even
though both spectrometers have small solid angles a braedamge in rapidityyf ~ 0—4)
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Figure 3.7: Sketch of the PHOBOS detector [Bac03].

is obtained by systematic repositioning of the two arms. §pertrometers are equipped
with detectors that provide good particle identification éangh momentum resolution.

3.2.2 PHOBOS

The PHOBOS detector is the only experiment that is locatslénthe RHIC tunnel. It
is designed to study the global event characteristics o&-uélativistic heavy-ion colli-
sion [Bac03]. In order to achieve this, the detector is gg@dpwith a multiplicity detector
that provides almost complete coverage of the solid angleugorapidityn| < 5.4 and
almost 4t in azimuth) and two spectrometer arms for the detailed amalyf charged
particles at lowpt with good momentum resolution. A schematic layout of the BdS
detector is shown in Figure 3.7. PHOBOS finished taking dag005.

3.2.3 STAR

The STAR detector was primarily designed to study high-dgGXCD in ultra-relativistic

nucleus-nucleus collisions and to search for signaturethefQuark-Gluon Plasma
(QGP) [Ack03]. While this is also true for the PHENIX detectihe design of the STAR
experiment is rather different compared to PHENIX (see @ag). The STAR detector
features subsystems for high precision tracking, momeiatugtysis and particle identifi-
cation at mid-rapidity especially suitable for the measent of hadron production over
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Figure 3.8: Sketch of the STAR detector [Ack03].

a large solid angle. More specifically the STAR physics progfocuses on the measure-
ment of global observables on an event-by-event basis anchdasurement of higpr
particles that emerge from hard-scatterings. An evengmnt analysis is possible since
the charged particle multiplicity is very large at mid-rdipy in heavy-ion collisions at
RHIC (dN/dy ~ 1000). In order to accomplish the physics objectives, tlyeskdsystem
of the STAR detector is a large volume Time Projection ChanibeC) with a diameter
of 4 m and a length of 4.2 m. The TPC covers almost four unitaidity (n| < 1.8) and
full azimuth Q@ = 2m). A schematic layout of the STAR detector is shown in FiguBe 3
In addition to the heavy-ion physics program STAR has a @dedecspin physics program.
Its focus is on the detailed measurement of the spin streicifuthe proton. Especially the
contribution of the gluon spin to the total spin of the pro®mvestigated. Finally STAR
studies ultra-peripheral nucleus-nucleus collisionsylmch the nuclei do not collide but
interact via longer ranged forces that couple coherenttiiéanucleons.



4. The PHENIX Experiment

The data analyzed in this thesis was accumulated with theNPXiBetector. PHENIX
is the second large scale experiment at RHIC in terms of sidecast besides STAR.
The detector is about 11 m high with a length of 18 m and a diameter of the central
arms of~ 12 m. In the following, basic information on the PHENIX setum the major
physics goals as formulated at the beginning of the PHENO{egt are outlined. A more
comprehensive overview of the physics motivation and thieaer layout can be found
in [Adc03b] and references therein.

4.1 Physics Goals of PHENIX

The PHENIX detector was designed to study several fundaahaspects of the strong
interaction in ultra-relativistic heavy-ion collisioneé@especially search for signatures of
the QGP. Unlike STAR the focus of PHENIX measurements is miobgrily limited to
hadron production. Instead a key feature of the PHENIX detas the measurement of
leptons and photons with high precision.

From the initial parton-parton collisions, over the onsetl@confinement to the for-
mation of the hadronic phase there are a number of integegliases in the evolution of
heavy-ion collisions at RHIC. PHENIX is sensitive to hadjets that are created in hard-
scatterings and which are subject to strong interactiotisthve surrounding medium and
therefore are sensitive to medium effects. Deconfinemeahthimal symmetry restoration
is probed via the measurement of vector mesons, which detayepton pairs. The ex-
pansion of the fireball after hadronization is measured byliday-Brown-Twiss (HBT)
correlations. p-p as well as & Au collisions are also studied by PHENIX in order to
investigate the contribution of hard scattering and effexdtcold nuclear matter. This
information is crucial for the interpretation of the datdahed in heavy-ion collisions.

Direct photons are produced throughout all stages of v#ativistic heavy ion-
collisions (refer to [Sta05] for a recent review of dire¢tgpon production in heavy-ion
collisions). Since photons interact only electromagrdijchey leave the medium almost
unaltered. Hence they provide unmodified information orstfes of the evolution of
the collisions. Moreover, direct-photon production is p provides an excellent tool to
test perturbative QCD and to study the gluon density in tloégor (see Chapter 6).

Another major physics goal of the PHENIX experiment is theestigation of the
spin structure of the nucleus. Ultimately, the contribotaf the gluon polarization to

33
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Figure 4.1: Beam view of the PHENIX detector layout in Run Ill.
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the proton spin will be measured via the direct-photon ckanfihe polarization of an-
tiquarks will be measured via the parity-violating asymmetf W production beyond
pt =20 GeV/c.

4.2 PHENIX Detector Setup

In order to tackle the ambitious physics program PHENIX wesighed as a diverse hy-
brid detector which incorporates several types of detad¢gohniques in order to measure
both charged and neutral particles in a large multiplicityinment.

The layout of PHENIX as employed in Run Il is shown in Figur& 4nd 4.2. The
detector consists of four spectrometers and a set of gloibalystems. Two central spec-
trometers are arranged like a barrel around the beam axislatapidity (n| < 0.35) and
cover an azimuthal angle dip = 2 x 90°. The subsystems of the central spectrometers
are designed to measure electrons, charged hadrons armhph®tvo spectrometers for
the detection of muons are positioned up- and downstreanth(aad south of the inter-
action point). They cover a pseudo-rapidity range-@&25 < n < —1.15 (South) and
1.15< n < 2.44 (North) and full azimuth4gp = 360").
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In the following basic information on the configuration o€tRHENIX detector in the
third year of physics running is given.

4.2.1 PHENIX Magnets

Momentum analysis of charged particles in PHENIX requisggd magnetic field vol-
umes to cover the pseudo-rapidity and azimuthal range alekextors. Three spectrom-
eter magnets were developed for PHENIX: a central magnef) @id two muon magnets
(MM) for the north and south muon spectrometers, respdgtj@eo03].

The central magnet consists of two sets of circular coilmginand outer coil -
see black squares in Figure 4.2) in the north and south poksfthat create an axial
field along the beam axis. Although the resulting magnetid fig not as uniform as
a solenoidal field this configuration is preferable sinceldcps no mass in the aper-
tures of the central spectrometer arms. The currents aradifyoin the inner and outer
coils can be set independently, so that the magnetic fiekfiat can be adjusted at
0.43 Tm < [BdR < 1.15 Tm in the radial directionR is the distance from the beam
axis). The design also allows to minimize the magnetic fistdgral near the beam axis
(R~ 0 m) which is desirable for detectors in this radial regiom&asure low momentum
electrons. The residual magnetic field integral outsiderthgnet and the Drift Chamber
(DC) (R> 2.4 m) is less than 0.01 Tm which is important for the perforneaatthe
photomultiplier tubes of th&®ing Imaging Cherenkov CountéRICH) and theElectro-
magnetic CalorimetefEMCal).

The muon magnets create a radial magnetic field that forcaxget particles on a
helix-like trajectory. The magnetic field integral is rolgproportional to the polar angle
© (/Bdl =0.72 Tm at® = 15°) which is a desirable feature since the momentum of
muons in the acceptance of the muon spectrometers is algblyoproportional to®.
The design of the muon magnets is shown in Figure 4.2. Thésoagnet is~ 1.5 m
shorter than the north magnet and movable in order to allovesscto other detector
components. The influence on the beam particles is mininta. mMuon tracker (MuTr)
is mounted on and inside the muon magnets as shown in Fig2wrd e back plates of
the two magnets are made of low-carbon steel and are 20 cnDaord Bhick for the south
and north magnet, respectively. The plates form the firseeésal absorber layers of the
muon identifier (MulD).

4.2.2 Global Detectors

In the analysis of heavy-ion collisions as well as elemeyar p collisions itis important
to measure the global event characteristics. For instdrecpdint of interaction (vertex)
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and the timing information have to be known. Moreover, thel@on of heavy-ion col-
lisions crucially depends on the geometry of the collisibhus the impact parameter or
centrality of the collision must be determined. In PHENIX tilobal event characteristics
are measured by a number of subsystems [AIIO3].

A detector which is common to all four major experiments al®H4 theZero-Degree
Calorimeter(ZDC) [AdIO3a]. It is located along the beam line on both sidéthe nom-
inal interaction point (at-18.25 m). These hadron detectors measure spectator neutrons
at very forward angles and provide centrality, vertex amdihosity information.

The Beam-Beam CountgBBC) in PHENIX measures the time of the interaction
which is crucial for the time-of-flight measurement, pragdvertex information and
serves as a minimum bias trigger, which defines an inelagliision in PHENIX. Com-
bined with signals from the ZDC the BBC also provides infotim@aon the centrality of
the collision. The BBC consists of two identical sets of qu&herenkov Counters which
are placed on both sides of the interaction point. The cosmie positioned at1.44 m
away from the nominal collision vertex and surround the begre. The BBC measures
charged particles in a pseudo-rapidity range.6f3 |n| < 3.9.

The Multiplicity/Vertex Detector(MVD) was designed to measure fluctuations in
charged particle distributions and provides global infation on charged particle mul-
tiplicity and vertex position. The subsystem consists b€@n strip and silicon pad de-
tectors which together cover a pseudo-rapidity regiojm p& 2.64. However, for the data
set analyzed in this thesis the MVD did not provide any vakakrtex information.

In the measurement ofpp collisions the average multiplicity is considerably siaal
than in Au+ Au collisions. Because of this and due to its small accetdine BBC can
measure only a fraction of the total inelastic cross sedtign+ p. TheNormalization
Trigger Counte(NTC) was designed and installed between the end caps of W2 &hd
the central magnet pole tips to increase the coverage of & Bhe subsystem consists
of two identical fiber-readout scintillation counters lga@don either side of the interaction
point. The NTC can reduce the error in the total inelastiegocross section significantly
but was not used during Run IIl.

4.2.3 Central Arm Spectrometers

The central detector consists of two independent spectesnaems (East and West),
which are slightly different in design. The arms compriskessistems for charged particle
tracking and particle identification (PID). The setup of thve central arms as employed
during the third year of RHIC physics running is shown in Feyd.1.
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Particle Tracking

The PHENIX central arm tracking system utilizes the infotiora provided by three de-
tector subsystems [Adc03a]. It is optimized to track chdngarticles at low momentum,
where the bulk of charged hadrons is produced.

TheDrift Chamber(DC) is located closest to the point of interaction. It is mtad at
aradial distance of 2.0-2.4 m where the magnetic field of tieh@s a maximum strength
of 0.06 T, which is too small to significantly deflect high-eyetic charged particles in
the DC. Two identical cylindrically shaped DC systems aiated in the west and the
east arm of the detector. They cover a pseudo-rapidity rahdge| < 0.35 and 90 in
azimuthal direction. Each system comprises 20 identiaztbse coveringAg = 4.5° in
azimuth. Each sector consists of a gas volume and diffeypestof wire modules that
provide information for track reconstruction in the- @ direction. The momentum of a
charged particle is determined by comparing tracks in thet®te vertex of the colli-
sion. Furthermore, the DC information allows the recoretton of the invariant mass of
particle pairs and provides position information for patteecognition.

The Pad ChambefPC) system consists of three layers (PC1, PC2, PC3) in tlsé we
arm and two layers (PC1, PC3) in the east arm. The layers atmtexd outside the
magnetic field, where the tracks of charged particles aaggsirlines. PC1 is located just
behind the DC. PC2 is mounted behind the RICH in the west aaiP48 is located in
front of the EMCal. The PC system consists of multiwire pndjemal chambers which
are composed of anode wires inside a gas volume bounded hgdeaplanes. One of
the cathode planes is finely segmented into readout pixatspitovide good position
resolution. Therefore the PC system provides three-dirarakspace points throughout
the PHENIX detector which correlate signals in RICH, TEC &MCal to momentum
measurements in the DC. Since the PC3 is located in fronteoENMCal hits in the PC3
can be correlated to hits in the EMCal which allows the rerho¥¢ghe charged patrticle
background from the photon sample measured with the EM@al$&ction 7.3.2).

A Time Expansion ChambéfEC) is installed in the east arm between the RICH and
PC3. It measures all tracks of charged particles that pasagh the RICH and EMCal
in ther — @direction. The PHENIX TEC consists of four sectors each togaA@ = 11/8
in azimuth. Each sector consists of six multiwire trackitgmbers in succession. The
gas volume of a multiwire chamber comprises a drift regiom @am amplification region.
Beside its tracking capabilities the TEC also measuresrtasgg loss of charged particles
in the gas. The H/dx signal helps to separate electrons from pions in the momentu
region 02 < pr < 2.5 GeV/c. Before Run Ill the TEC was upgraded by adding radsato
just in front of the drift region. The transition radiationeated in the radiators by fast
electrons can help to discriminate electrons from pionouprts of Geyc in transverse



38 Chapter 4: The PHENIX Experiment

momentum with good efficiency. However, the transition aidn has not been utilized
in PHENIX data analyses yet.

Particle Identification

Besides the TEC two other subsystems contribute to thecpaitientification in the cen-
tral arms of PHENIX [Aiz03].

The RICH is the primary system for the detection of electionBHENIX. Charged
particles emit Cherenkov light in a medium if they have a g#jolarger than the speed
of light in that medium. Two RICH systems are installed in HH¢ENIX detector behind
PC1, one in the east and one in the west arm, respectivelir yatem has a gas volume
of 40 n?® and covers the complete acceptance of the PHENIX centratrepeeters. The
gas (CQ) in the RICH is chosen in such a way that the threshold for @tieyv light
emitted by pions is abovpr = 4 GeV/c. The Cherenkov light is focused by spherical
mirrors on photomultiplier tubes in the— z direction. The phototubes have magnetic
shielding that allows operation in magnetic fields with a maxm of 0.01 T. The central
magnet is designed to keep the strength of the magnetic ftsvizhis limit outside the
DC. By combining the information from RHIC, TEC and EMCal gbability of false
identification of pions as electrons is kept below 0.01%fansverse momenta below the
pion Cherenkov threshold.

A Time-of-Flight(ToF) counter is used to identify charged hadrons, whichydaasic
information of the matter produced in the collision. The ByBtem consists of ten panels
each divided into 96 segments. Each segment is composedaste gcintillator oriented
in ther — @direction and photomultiplier tubes at both ends. The Takter is mounted
in the east arm in front of the PbGI calorimeter and coverseugs-rapidity range of
In| < 0.35 and 48 in azimuth. The track of a charged particle is reconstruattdg DC
and PC1 information. The start time is provided by the BBCihuedstop time is measured
by the ToF. The achieved timing resolution44.00 ps. This allows good separation of
pions and kaons up to.2 GeV/c and kaon/proton separation up td4GeV/c. The
particle identification of charged hadrons is supportedigytime-of-flight measurement
of the lead-scintillator calorimeter which covers the r@mray acceptance of the central
arms (see Section 5).

Electromagnetic Calorimeter

For the detection of photons the EMCal is installed at a tatistance of about 5 min the
central arms of PHENIX. The EMCal is crucial for the measuwahof direct photons and
neutral pions1’s) and is the major detector subsystem which provided the ataalyzed
for this thesis. The PHENIX EMCal is described in more datafbection 5.
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4.2.4 Muon Spectrometers

The production of vector mesons'@, Y, @, ...) in ultra-relativistic heavy-ion collisions is
expected to be influenced by the created hot and dense hadnatter if deconfinement
and/or chiral symmetry restoration are established. Vauesons can be measured via
their decay into lepton pairs, i.ere” andu™u~. Leptons such as electrons and muons
do not interact strongly with the matter and hence proviflermation without being sub-
ject to strong final state interactiochd/Nhile ee~ pairs are measured by the central arm
spectrometers of PHENIX the detection of muons is accotngtidy two muon spec-
trometers mounted in the forward rapidity region in the h@mnd south arm of PHENIX
as shown in Figure 4.2 [AkiO3]. The muon spectrometers aseggded to measure muons

PHENIX Detector

Central Magnet
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7
é’/yef

ZDC South ZDC North

South Side View North
Figure 4.2: Side view of the PHENIX detector layout in Run IlI.

in the rapidity rangen| ~ (1.2— 2.4). They provide full azimuthal coverage resulting
in a geometric acceptance of approximately 1 sr. Each spaeter tracks and identifies
muons while rejecting other hadrons such as pions and katthgwaod efficiency. The
spectrometers consist of a Muon Tracker followed by a Mu@midier.

The MuTr is mounted inside the radial magnetic field of theicalrshaped muon
magnets (see Section 4.2.1). It consists of three so-catktbnswhich all have the
shape of octants. Each station is equipped with multiplaifeadhambers. The cathode
planes are designed to provide a spatial resolutior @00 um which facilitates a mass
resolution of muon pairs of 6%/M whereM is the invariant mass of the muon pair in
GeV/c?. This is in principle sufficient to separagiéw, @, J/W, ¥', YandY'.

IMuons are not only interesting because of the decay of vasésons into muon pairs. Also the Drell-
Yan process as well as the production of the weak Z aridbt/sons can be studied via the detection of
muon pairs and single higpr muons, respectively.
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Charged pions have a relatively long life time and therefoy be misidentified
as muons in the muon arms. Because of the copious produdtipiomes in heavy-ion
collisionsTt" constitute the major contribution to the background. Thegtecriterion of
the PHENIX detector for the misidentification of pions as msis setto 5 x 104, In
order to achieve this, the MulD consists of several alténgdayers of steel absorbers and
detector planes. The backplate of the MuTr, which is madéafr8 (north) and 20 cm
(south) steel, respectively, serves as the first absorper ¢d the MulD system. Because
of the backplates and the material budget in the central andsviuTr only muons with
energies> 1.9 GeV/c reach the MulD in the first place. For the muon to penetrate the
MulD completely a minimum energy of 2 GeV is required. There are five gaps between
the absorber layers which are equipped with streamer tliex€i tubes [lar83]) which
are operated in proportional mode. The tubes are orienteddmbally and vertically in
panels to provide spatial resolution in tkeandy-direction. Each gap is equipped with
six panels (four large and two small ones) which cover theedtgeometric acceptance.

The south muon arm was ready for data taking in 2001 for thegkperiod of physics
running, while the north arm was commissioned prior to Riin 11



5. The Electromagnetic Calorimeter

A key feature of the PHENIX detector is its capacity to measphotons and elec-
trons with high spatial and energy resolution up to largedvarse momentapt >

10 GeV/c). This is accomplished by a finely segmented Electromagri&diorimeter
(EMCal) [Aph03] which covers the complete geometric acaepé of the central arms of
the PHENIX detector (see Figure 4.1). Originally calorierstwere developed to measure
the total heat of e.g. chemical reactibn$n high-energy physics calorimeters measure
the deposited energy by total absorption of the particlectebmagnetic particles such
as electrons and photons deposit their energy via elecgoeti@ showers. Depending
on the type of calorimeter the shower energy is transformemla measurable quantity
(charge or light) in the active part of the calorimeter. Thsib principles of calorimeters
as particle detectors in high-energy physics are descib8dction 5.1 and 5.2.

The EMCal system in PHENIX is divided into eight sectors, heaovering an az-
imuthal range ofAgp = 22.5° andAn = 0.7 in pseudo-rapidity. The good spatial resolu-
tion is achieved by the high segmentation in rapidity andhazinal direction §n x o@ ~
0.01x 0.01). Two different detector types are utilized in the PHENEKICal, six sec-
tors of a lead-scintillator sampling calorimeter (PbScil &nwo sectors of a lead-glass
Cherenkov calorimeter (PbGl). The PbSc is installed at afaistance o~ 5.1 m be-
hind the PC3 (two sectors in the east and four sectors in tis¢ aven), while the PbGlI
is located behind the TOF at a radial distance-d.4 m (both sectors in the east arm).
The EMCal subsystems are based on different detectionipl&sqsee Section 5.2). This
results in differing linearity, response to hadrons andasdrashape and hence in differ-
ent systematic characteristics. The advantage of haviogcahorimeters with different
systematics within the same experiment allows internag<ichecks and increases the
confidence in the physics results and corresponding uncees

Besides the measurement of single photons or electronshidm@aateristics of the
PHENIX EMCal allow the measurement of neutral mesons (satheaneutral pionC))
via reconstruction of their invariant mass from photon oee pairs, respectively, since
single showers of the decay products can be identified upriohigh pt. This is cru-
cial for the background determination in the analysis oécliphotons. Moreover, since
charged as well as neutral particles deposit at least ddraof their energy in the EM-
Cal the calorimeter can be used to measure the transversgydsfe of the reaction.
The excellent timing resolution of the EMCal, in particutzfrthe PbSc, allows time-
of-flight measurements to distinguish photons and elestfm hadrons. Finally, like

Lcalor (Latin) = heat

41
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all calorimeters, the EMCal provides fast information omtigée energy, shower profiles
etc. and therefore is highly suitable for the trigger systdbata recorded by the EM-
Cal provides the major information for the analysis of diggltotons and neutral pions at
mid-rapidity presented in this work.

5.1 Electromagnetic Showers

In order to understand the detection mechanism of phototh&kctrons in electromag-
netic calorimeters it is important to understand the evotubf electromagnetic showers
in materials with high atomic numbé&t. In matter high-energy photons primarily un-
dergo pair productiony(— e*e~, Compton scattering and photo-electric absorption are
negligible in this energy regime). The created high-enaiggtrons and positrons pre-
dominantly lose energy in matter via the emission of brerab&ing [Fab03]. The cross
sections of bremsstrahlung and pair production depend®natiiation lengthXy of the
material which depends on the characteristics of the atspecies [Yao06]:

7164 g cnT %A

Z(Z+1)In(287/v/Z)’ 61

Xo(g/cnf) ~

whereA is the atomic weight of the materiaKy denotes the mean distance over which
a high-energy electron loses all bytelof its energy by bremsstrahlung an®7of the
mean free path for pair production by a high-energy phot@n, 1— e /% ~ 54% of
high-energy photons undergo pair production along a tratingth Xp.

An electromagnetic shower is either initiated by an higbfgg photon or elec-
tron. The primary particle entering the medium either ugdes pair production or
bremsstrahlung emission. If the energy of the secondanycles is sufficiently large
they continue to undergo bremsstrahlung emission and padiugtion, respectively, pro-
ducing even more secondary particles with degraded en@&gpending on the energy
of the primary particle, these processes recur many tingestieg in an electromagnetic
cascade. The secondary particles in the cascade are deferas shower particles. Fig-
ure 5.1 illustrates how a typical electromagnetic showaltatevolve in a highZ medium.
At a certain shower depth the number of secondary partictetyced per unit path length
reaches a maximum. After this point the number of seconslaieereases quickly. This
change marks the termination of the electromagnetic shameiis characterized by the
critical energyEc in the absorber at which the electrons start losing energgriigation
and atomic excitation rather than generation of seconslagidbremsstrahlung emission.
Ec can be approximated in solids e ~ %%MeY [Fab03]. For leadsc ~ 7 MeV.
The depth of the shower maximum in units of the radiation flerogn be approximated
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Figure 5.1: Schematic illustration of an electromagnetic shower @esoaa highZ medium. The primary
high-energy photon decays intoe which subsequently emit bremsstrahlung radiatignetc. Also the
emission of Cherenkov photogs, by the charged particles in matter is indicated.

by [Yao06]:

Xmax -~ E0
o > In (E_c) +C (5.2)

whereEy is the energy of the primary particle a@d= +0.5, + for photons and- for

electrons/positrons. Eq. 5.2 reflects the logarithmidi@teof the primary energy and the
required thickness of the calorimeter to absorb the els@gmetic shower.

The shape of electromagnetic showers, described by theatloinmgal and lateral
spread, have characteristic properties that can be eggltat distinguish photons and
electrons from hadrons. Since the spread of the shower depgenthe material prop-
erties the length units are usually given in termsxgfin order to have a material in-
dependent description. While the longitudinal spread éfgun 5.2) is governed by the
high-energy part of the shower the lateral spread is detednby multiple scatterings of
low-energy electrons away from the shower axi¥he lateral extension of the shower
can be described fairly accurately in terms of Meliere radius R [Yao06]:

s
R ~ %o (E—C) , (5.3)

whereEg = 21 MeV is the so-called scattering enerdiy describes the average lateral
deflection of electrons at the critical energy along a patlte of Xo. On average 95% of

2The opening angle of'&~ and photons from bremsstrahlung are negligibly small.
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the shower energy is contained in a cylinder with radiBg 2in homogeneous calorime-
ters). For reasonable position measurements of the shbesrze of the segmentation of
the calorimeter must be comparableRg.

The number of secondary particles created in an electroeti@gshower is directly
proportional to the energy of the primary particle. By measythe signal produced by
the shower patrticles the energy of the incident particletmadetermined. Depending on
the type of calorimeter the signal is, for instance, thetligioduced in a scintillator, the
charge produced in a gas or the number of Cherenkov photodsiged in the mediufn

Though strongly interacting particles virtually do notdosnergy by bremsstrahlung
they also induce showers as they traverse a medium. Howéeeshower evolution is
primarily determined by hadronic interactions. Hadrorowers are characterized by
a number of inelastic hadronic interactions of the primargl aecondary hadrons with
nuclei of the absorber material from which new particles ygfe In analogy to the
radiation length the nuclear absorption lengthdefines the distance after which-1
e 1 ~ 63% have suffered an inelastic nuclear interaction. Smtdahe Moliére radius
the lateral expansion of hadronic showers can be describegtms ofA;; 95% of the
total energy is deposited in a cylinder of radigs The evolution of hadronic showers
is much more complex than that of electromagnetic showersth® one hand inelastic
hadronic interactions implies a variety of processes sag@asticle production, spallation,
fission etc. On the other hand charged particles that do rif@r saadronic interactions
lose a small fraction of their energy by ionization, whicliescribed by the Bethe-Bloch
formula. Such charged hadrons are referred tmiasmum ionizing particleGMIP). Their
energy loss is constant over a wide range of energy. In aadithe situation is further
complicated by leptonic decays of neutral mesons such asah@ions and etas which
introduce an electromagnetic part to the hadronic showeleictromagnetic calorimeters
the nuclear absorption length is usually large compareddaoadiation length. Therefore
hadrons deposit only a small fraction of their energy in talegmeter. Because of the
different scales for electromagnetic and hadronic showegasspecific materialXy and
Aa) electromagnetic showers show significantly smaller gpbnedongitudinal and lateral
direction than hadronic showers for comparable primaryigiarenergies.

3Cherenkov photons (also indicated in Figure 5.1) are ethitieen charged particles such as electrons
and positrons traverse a medium at a velocity larger tharspieed of light in that medium. While the
energy loss by Cherenkov radiation is negligible, the nurob€herenkov photons produced in the shower
is linearly connected to the total track length of electrang positrons in the cascade, which in turn is
linearly connected to the energy of the primary particlent¢tethe number of Cherenkov photons provides
a direct measure of the energy of the primary electron orgrhot

“4Elastic interactions do not contribute to the shower siheg tlo not produce any secondary particles.
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5.2 Types of Electromagnetic Calorimeters

There are basically two types of calorimeters: homogenaadssampling calorimeters.
In homogeneous calorimeters the entire volume of the dmteonsists of active medium,
I.e. the electromagnetic shower evolves in the same medinichvaccounts for the sig-
nal generation. Such calorimeters are built from heavyhdaigmaterials which enhance
the development of the electromagnetic shower. The chosslium is either a scintil-
lator, a gas or a Cherenkov radiator which converts the desgbenergy into a signal
that is related to the energy of the primary particle. Honmagelis calorimeters provide
the best possible energy resolution, which is due to thetfattthe whole energy of an
incident particle is deposited in the active medium. Thanstc energy resolution is de-
termined by the statistical fluctuations of the number ofrgrgparticles. The resolution
is worsened by effects likkeakageandattenuation Because of the limited size of the
calorimeter a high-energy photon or electron might not dépadl its energy in the ac-
tive medium (leakage). Scintillation and Cherenkov phethave to travel some distance
in the calorimeter before detection and might be absorbaagaihe way (attenuation).
Both effects depend on the actual position of the showerarciorimeter and therefore
affect the energy scale in a non-linear way. Such non-lityeeffects have to be consid-
ered in the energy calibration of the data (see Section)/.2dmogeneous calorimeters
are solely employed as electromagnetic calorimeters. @& Palorimeter installed in
PHENIX and described in Section 5.3 is a homogeneous Chevergtorimeter.

In sampling calorimeters passive and active medium areratuafrom each other,
i.e. the evolution of the shower cascade mainly takes plaeehighZ absorber (passive
material) and the signal is created in a scintillator, semdgzictor, etc. (active medium).
This has the advantage that both materials can be indepinad@tmized for the re-
qguirements in the experiment. Hadronic calorimeters avallyssampling calorimeters
because they allow to combine heavy absorbers and very adrdesign. For the same
reason sampling calorimeters are less expensive than cabip&aomogeneous calorime-
ters. However, the intrinsic energy resolution of samptatprimeters is worse. Since
only a small part of the shower energy is deposited in theaatiedium, the energy reso-
lution suffers from so-called sampling fluctuations. Thagebecause the distribution of
the energy deposit among absorber and active medium diftarsevent to event. This
introduces a significant contribution to the uncertaintytted energy measurement. Of
course, sampling calorimeters are subject to non-lineaffects just like homogeneous
calorimeters. A conventional design of a sampling calotenés implemented in the
PHENIX PbSc where layers of active and passive materiadsrelte in a sandwich-like
structure (see Section 5.4).
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Figure 5.2: Exploded view of a PbGI supermodule showing all relevantponents [Aph03].

A recent overview of calorimetry in high-energy particleypits giving more details
on different designs and energy resolution can be foundab(B].

5.3 The Lead-Glass Calorimeter

The PbGI calorimeter was used successfully in the CERN axpat WA98 before it
was disassembled and shipped to BNL where it was installdteiPHENIX experiment.
Many design features were chosen to meet the requiremetustiofexperiments. The
PbGlI calorimeter is a homogeneous Cherenkov calorimetérqily suited for the detec-
tion of electromagnetic particles such as electrons antbpilso The smallest detector unit
which is readout by its own FEU-84 photomultiplier tube (PM3 amodule It is made
of 51% PbO and 49% SO Each module is wrapped with an aluminized mylar foil and
encased in a shrink tube for optical isolation and coversfase of 40 cmx 4.0 cm with

a length of 40 cm. 4 6 PbGIl modules are packaged together to form a self-supporti
supermodule which is illustrated in Figure 5.2. Thin stdatgs on either side at the end
of the supermodule were incorporated during the gluinggsscin WA98 this structure
was used to shield the PMT’s. In PHENIX shielding is accosi@d by the space frame
so that the steel plates are only required for mounting ensie space frame. In fact
some of the steel plates were shortened to gain space fazddeut electronics [Awe97].
Each supermodule has its own readout electronics and nefergystem and thus can



5.3 The Lead-Glass Calorimeter 47

Parameter H Value
[ PbGl| PbSc
number of sectors 2 6
total number of modules/towerns 9216 15552
spatial coverage ~15n? ~ 48 n?
material TF1 (51% PbO + 49% Sig) | 0.4 cm Polystyrene
0.15cm Pb

lateral segmentation 4.0 x 4.0 cn? 5.535x 5.535 cnf
number of sampling cells — 66
radiation lengthX 2.78 cm 2.02 cm
nuclear absorption lengty 38.1cm 44.1 cm
active depth 14.4 x Xq 18x Xo

1.05x Ay 0.85% A4
Moliere radiusRy 3.68 cm —
critical energyEc 16 MeV —
nominal energy resolution 6.0%//E(GeV) 8.1%/VE(GeV) ©2.1%

Table 5.1: Relevant parameters and characteristics of the lead-gladdead-scintillator calorimeter in
PHENIX.

be regarded as a single independent detector system. Ttilddldetector structure was
chosen to meet the very different requirements of the WASBRIHENIX experiment and
made the installation in PHENIX significantly easier. 193w0th supermodules compose
a PbGl sector. The PHENIX EMCal contains two PbGI sectorsienlower part of the
central east arm. This makes a total of 9216 PbGI| modules Afdlules in each sector.
With a surface of 16 cfqper module the PHENIX PbGI calorimeter covers a geometric
acceptance of 15 n?. A list of relevant parameters and properties is given indabi..

An independent reference system using light emitting dqtl&D) is mounted at the
front of each supermodule to monitor and correct the gaitofa®f each of the 24 mod-
ules [Pei96] (see Figure 5.2). The combination of three lHDhe blue and two yellow
LED’s) with three different pulse generators is requireddproduce the characteristics
of signals generated by Cherenkov photons. The light froenl.fBD’s is distributed to
the modules by reflection at the inside of the plastic covemi#or foil with holes on the
front of the supermodule reduces light absorption and &ésljhe amount of light seen by
each module (the LED light intensity seen by each modulemt#pen the location of the
module). The reference system allows to check for gain ttans, spectral sensitivity and
linearity of the calorimeter system. In order to monitor LD intensity a PIN photodi-
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Figure 5.3: Schematic view of a PbSc module: (a) profile of a module réwgdhe fibers penetrating the
towers and (b) cutaway view of a module and all its relevamponents [Aph03].

ode is incorporated in the reference system. The origina®@8\@alibration of the PbGl
calorimeter system is preserved within 10% using the LEBrezfce system [Aph03].

5.4 The Lead-Scintillator Calorimeter

The PbSc is an electromagnetic sampling calorimeter wiindwich-like structure. Itis
subdivided into individualowerswith an active depth of 33 cm. Each tower comprises
66 cells which each consists of a layer of lead absorber acidtlator (like a sandwich).
The scintillating medium is an organic scintillator (p{2i€5-Phenyloxazolyl)]-benzene
(POPOP) with p-Terphenyl (PT)). Light from the scintilledds collected by 36 wave-
length shifting fibers that penetrate all 66 cells and isdfamed to a FEU115M PMT
at the back of the tower. This structure allows to determiv@eenergy deposit of a par-
ticle at various depth of the detector. Four towers are ggdupechanically together to
form a modul@. A cross section and the interior of a PbSc module showingasic
elements is shown in Figure 5.3.x66 modules are combined in a supermodule which
is held together by welded steel skins giving a rigid streestieach of the six PbSc sec-
tors comprises & 6 supermodules. Each sector is composed of 2592 individuadrs

5Note that the term module is used differently for the PbGleweht denotes the smallest detector unit.
To avoid confusion the terioweris always used in the following as synonym for the smallegtcter unit
in either PbSc and PbGl.
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adding up to a total of 15552 PbSc towers in the PHENIX EMCalc&each tower has
a cross-section area ofF85x 5.535 cnt all six sectors cover an area ef48 n?. A
summary of all relevant parameters of the PbSc is given iteTald. The comparison of
the two calorimeter subsystems in PHENIX reveals that hagldeposit more energy in
the PbGIl. However, since low energy charged hadrons do nibt@&merenkov light but
create scintillation light the PbSc is more susceptibleténergy hadrons.

The reference and monitoring system of the PbSc is based lbragalet (UV) YAG
laser whose light is distributed to each module utilizingystem of optical splitters and
quartz fibers [Aph03]. Thereby the light is transmitted oaalistance of approximately
50 m. At each module the light is injected into a plastic fibettruns along the center
of the module (see Figure 5.3). Light from this “leaky” fibewcges the scintillator stack
in each surrounding tower in such a way that the longitudanafile of a~1 GeV elec-
tromagnetic shower is simulated. The intensity of the léight at each supermodule is
monitored by PIN photodiodes. Since there are many stepéview in the light distribu-
tion from the laser to each tower the total efficiency for tbewversion of UV light into
photoelectrons in the PMT is very small. Hence a high-poagelil is required. The initial
calibration of the PbSc calorimeter was carried out usirgyméo muons and test-beams
of electrons and charged hadrons [Dav98]. The referenderaysnsured an uncertainty
on the energy scale below 5% on day one of RHIC operation.

5.5 EMCal Online System

The PHENIX detector comprises roughly 375,000 read-ouhiclks. The signals of the
various detector subsystems have to be processed in a nwhhleys involving i.a.
digitization, filtering and storage of data. This complesktés handled by the PHENIX
Online System which comprises several subsystems. Alttatspecific electronics end
with the Front End Modules (FEM’s) which are located on theed®r subsystem. The
Front End Electronics (FEE) integrated on the FEM's is resgide for the conversion
of analog detector signals into digital data packets. Theel-& (LVL1) trigger system
collects detector signals (via the FEM) and decides if saagegvent is interesting based
on programmable thresholds. Upon the receipt of a LVL1 adosgpruction the digitized
data packets are passed to the Data Collection Modules (BICM’he DCM'’s receive
large amounts of unformatted data and perform i.a. comjpressid formatting. The rest
of the PHENIX Data Acquisition (DAQ) communicates only wélsingle set of DCM'’s.
The compressed data is send to the Event Builder (EvB) winherdéinal stage of event
assembly takes place, i.e. data fragments from each datnst@re assembled to form
complete events. The EvB also provides the environmentiievel-2 (LVL2) trigger
system which reduces the data rate in4AAu collisions to a rate that can be handled by
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Figure 5.4: Block diagram illustrating the EMCal data acquisition iretRHENIX Online System. The
layout for other PHENIX subsystems differ only in detail.

the PHENIX storage system. The LVL2 trigger is a softwarsdshtrigger as opposed
to the hardware-based LVL1 trigger system. The compresgsut €ata is passed to the
PHENIX Online Control System (ONCS) for monitoring and isrstd on buffer boxes
before they are archived on storage tapes. This rather ifiedpbutline of the PHENIX
Online System is illustrated in Figure 5.4. The FEE of thaos subsystems differs
only in detail, i.e. the basic elements are identical fosalbsystems. In the following the
PHENIX data acquisition system and its specifics for the EMGBsystem are described
in more detail. A comprehensive description of the PHENIXi@: System is given
in [AdIO3c] and references therein.

5.5.1 PHENIX Timing System

The processing and conversion of the analog signals fronvdhieus subsystems are
carried out synchronously with the RHIC beam clock. At RHL®bh crossings occur at a
frequency of 9.43 MHz. This means events have a minimum grdistance of- 106 ns.
In PHENIX the timing signal is distributed by the Master Tirgi System (MTS) to all
FEM'’s which participate in the data collection process. Theect allocation of event
data packets to the bunch crossing number is of major impoetéor the spin physics
program at PHENIX.
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The RHIC clock is provided by the Accelerator Control (ACpgp. Two key signals
are sent via optical serial links to the first stage of the PIBENNing system, the Master
Timing Module (MTM): One is a harmonic of the acceleratorai@nd the other one
is a reference signal that marks the first bunch crossing Bmwsaabsolute numbering.
The MTM sends a copy of the RHIC clock to the Granule Timing Mied (GTM'’s) and
the LVL1 trigger system. The GTM's are the second stage intitheng system. The
PHENIX detector system is divided into two sets of elemegitanulesandpartitions A
granule denotes the smallest detector unit and can be astabsyr part of a subsystem.
Granules that share the same busy signals and LVL1 triggersacabined in so-called
partitions. The GTM’s are synchronized by the MTM. They ngaausy signals from
the DCM’s, relay them to the LVL1 trigger system and provide RHIC clock and LVL1
trigger accepts to the granules, i.e. FEM’s. The basic qunokethe PHENIX Timing
system is illustrated in Figure 5.4.

5.5.2 Front End Modules

The EMCal readout electronics comprises almost 25.000rgahannels. For both EM-
Cal subsystems 144 individual towers are read out by onéesitgM (this corresponds to
2x 3 SM’s in case of PbGl and 1 SM in case of PbSc). The FEM’s anetickd for PbGl
and PbSc. The RHIC beam clock denotes a bunch crossing and &@uossible collision.
For each bunch crossing the analog signals (negative ¢yuses) from the PMT'’s are
sampled by the FEE. The PMT signals fulfill two functions:tftree energy measurement
of the incident particle and second the arrival time of trecebmagnetic shower in the
detector (e.g. arrival of Cherenkov photons at the rear érideomodule). The energy
and timing signals are processed by custom designed 4-ehasihC® chips which serve
4 PMT'’s simultaneously. The EMCal timing signal is discnvaied and a TAC signal
linearly related to the arrival time is stored in a ring buféé 64 Analog Memory Units
(AMU’s). The energy signal is amplified in a Variable Gain Alifipr (VGA) by a factor
of 4 - 12 which can be set remotely and independently for edh €hannel. This allows
to compensate for gain variations among PMT’s that sharedhe high voltage supply.
The amplified energy signal is then split intdoav gainand ahigh gainsignal. Thelow
gain signal is directly stored in one of 64 AMU's of a ring bufferhile the high gain
signal is amplified by a factor of 16 before storage in a sintilag buffer of 64 AMU'’s.
The separation intolaw gainandhigh gainsignal provides better energy resolution over
the expected range of energies measured with the EMCal (20 V& GeV) using a
single 12-bit ADC.

6 ApplicationSpecificl ntegratedCircuit
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Figure 5.5: (a) Matrix of PMT towers read out by a single FEM. A2 array of PMT towers is served by
a single ASIC chip. Hence 36 ASIC chips are required for tlaelfeut giving a 6< 6 array of disjoint 2 2
sums. (b) 36 overlapping®44 sums per FEM are formed by combining four neighboring2sums. At
the boundaries of the FEM thex22 sums are relayed to neighboring FEM’s making the triggkecétely
seamless.

In PHENIX there are two methods of digitization. In the firsttimod analog signals
from subsystems such as the EMCal are stored in AMU’s and igigzéd upon the
receipt of a LVL1 accept. In the second method the data idizkgi in real time and
stored on Digital Memory Units (DMUSs) prior to receiving a LY accept. The latter
method is employed in subsystems such as BBC and ZDC. Thagstaf data in the
AMU'’s happens synchronously with the RHIC beam crossingee3wo beam crossings
are 106 ns apart, the 64 AMU’s can buffer the data for appratety 7 pus which is
well above the latency of the LVL1 trigger system which~igt.2 ps or 40 beam clock
ticks. The AMU cells and the ADC units are contained on anothestom designed
ASIC chip, where the ADC signals are collected and reforeshtiefore they are sent
to the DCM’s. All functions associated with FEE control siahLVL1 trigger receipt,
collection and formatting of data, communication of LVLIcaepted data to the DCM’s,
etc. are controlled by a Heap Manager (HM) which is also imy@eted on the FEM's.

The EMCal is part of the EMCal-RICH Level-1 trigger (ERT) whiis designed to
select events that contain high-energy electrons or pkotdhe ERT is fired by a pho-
ton if the energy deposit of the electromagnetic showerénBENCal within some finite
area is above a predefined threshold. The ERT is often rdféoras ahigh-pr photon
trigger. In the third year of RHIC physics running the luminosity ir-p was too high
for the PHENIX DAQ to record all events. The use of the ERT eesuhat all events
containing a high-energy photon or electron are recordezur PMT signals from an
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array of 2x 2 towers are processed by each ASIC chip in the FEE. This srshoFig-
ure 5.5(a) for one FEM. Each ASIC chip builds the analog sumlldbur PMT signals.
Individual suspicious towers can be masked out remotely Stm of the 2 2 trigger
tiles is then compared to a programmable threshold by thells§stem. A trigger on
disjoint 2x 2 sums has the drawback that the effective threshold isiposiependent
since not all showers are confined to one single2tile. Hence some showers require
a much larger energy to satisfy the trigger. To overcomepitoblem the EMCal trigger
is designed to trigger on the sum of overlapping tiles of 4 PMT towers. A copy of
the 2x 2 sum of each ASIC chip is distributed to three adjacent ASiip<as illustrated
in Figure 5.5(b). Hence eachx22 sum is combined with three other neighboring 2
sums to form a 4« 4 sum. At FEM boundaries thex22 sums are relayed to neighboring
FEM’s to ensure seamless trigger coverage. The LVL1 systenpares the 4 4 sums to
three different thresholds, which are remotely programima®ettings of the EMCal ERT
thresholds during the4p p run in year three are summarized in Table 5.2. Thresho&ls ar
set in terms of Digital-To-Analog Converter (DAC) tics. Thelues given in Table 5.2
are the corresponding nominal energies. The trigger irddion is only available at the
FEM level, i.e. it is only known which FEM created the triggétence if a trigger tile
becomes noisy the complete FEM needs to be masked off toesostrect trigger infor-
mation. However, with the help of a pedestal scan noisy titegd be identified and set
to the highest possible DAC value effectively masking thefor the trigger. During the
p-+p run in year three eight different EMCal-RICH triggers wesed [Bau03]. How-
ever, for the analyses presented in this thesis only dataded with the ERT_44c in
coincidence with the minimum bias trigger (BBCLL1) was useeéxtent the analyses to
higher pr (this data set is referred to in the following as thamma3data sample). The
minimum bias condition is satisfied if at least one PMT in eB&C fired in a collision
(see Section 7.2.2). A custom designed trigger board suin@sahe trigger information
provided by one FEM and relays the information to the LVL1teys The stored trigger

trigger H PbGlI [GeV] ‘ PbSc [GeV]
ERT_2x2 || 0.8 (0.4) 0.8 (0.4)
ERT_4x4a | 1.4 2.1

ERT 4x4b || 2.1 2.8

ERT _4x4c || 0.7 1.4

Table 5.2: Nominal EMCal energy thresholds of the different ERT se#ifor the p+ p run in year three.
The 2x 2 trigger thresholds were changed during the run.
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information contains only the FEM on which the ERT fired but the particular trigger
tile.

5.5.3 Level-1 Trigger System

The PHENIX LVL1 trigger system has two purposes: First it gesi events in PHENIX
which potentially contain interesting physics and secemeduces the amount of data to

a rate that can be handled by the PHENIX DAGince in RHIC minimum bias $ p
collisions occur at a rate of 500 kHz the data rate from the detector subsystems must
be scaled down. The LVL1 triggered data is then used as seé#uefbigher level triggers
(LVL2).

The LVL1 trigger system is divided into two subsystems: thHel@l Level-1 (GL1)
and the Local Level-1 (LL1) system. The LL1 system commuesalirectly with the
FEE of the detector subsystems. Input data (PMT sums in ¢dise EMCal) is processed
by the LL1 algorithms and sent to the GL1 system for every hwrossing. The GL1
combines the LL1 data and provides the trigger decisiongéd3mM’s which initiate the
readout of the FEM’'s. The GL1 manages busy signals relayethdyCM’s as well
as from the trigger and compares the trigger bit pattern toogrpmmable scaledown
counter in order to reduce the event data rate below the dihtite DAQ.

5.5.4 Data Collection Modules

Approximately 375,000 channels of electronics in PHENIX simultaneously sampled
and stored in digital or analog memory and upon the receipt BYL1 accept (after a
trigger latency of 4us) are transferred to the data collection system. At maxirtrigger
rate over 100 GB per second are send to the DCM’s which argmesito handle this
large amount of uncompressed event data fragments andpesveral tasks such as
zero suppression, data formatting, buffering and outpuhefcompressed data to the
PHENIX Event Builder (EvB). Each DCM board has four paratlata input streams and
is hence connected to four FEM’s. Since the FEM's are notgthesi to perform zero
suppression, compressors within the DCM'’s remove ADC &afuam the data streams
that correspond to zero signals in order to achieve bettgpression. Each DCM is
capable of buffering the information of up to five completems before transfer to the
EvB and is able to control FEM readout via busy flags which aarsbued to the GTMs.

"The required time for processing the LVL1 trigger and cortgpleansfer of the data packet to the
DCM's limits the rate of possible data acquisitiontadl2.5 kHz.
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5.5.5 Event Builder

The EvB marks the final stage of event assembly. It receivesipbdata streams of event
data fragments from the DCM boards, which are assembleatortplete events. It also
performs LVL2 trigger processing on the events and comnalegcaccepted events to
the PHENIX Online Control System (ONCS). The EvB is able tadia event rates of
about 12.5 kHz achieved in4pp running. Because of the large event size inHAfuU
collisions data rates well above 100 MB/s were already ebgoein the first few years of
PHENIX operation. Therefore the EvB is designed for datesraip to 500 MB/s. Since
the maximum data storage rate is much smaller, LVL2 rejadimecessary in heavy ion
collisions.

As noted before the PHENIX detector is divided into granwbgh can be combined
in partitions. To follow this partitioning scheme the EvBdessigned to read out a con-
figurable collection of input data streams (granules) usikgalled Sub-Event Buffers
(SEB’s). The SEB'’s receive and buffer the data from the DCM$ey are controlled
by the EvB Controller (EBC) which initiates the data tramsiéa particular event from
a programmable set of SEB'’s to the Assembly/Trigger Prassg#ATP’s). The ATP’s
perform the final event assembly and transmit the event d&déNICS for monitoring and
data storage. Processing LVL2 algorithms on the event ditstplace in the ATP’s to
reduce the data rate to a rate which can be archived to disk.

5.5.6 Level-2 Trigger

The event size in central heavy ion collisions such astAw can exceed 150 kB. To-
gether with the event rate expected at RHIC design lumindisé LVL1 triggered data
rate can easily exceed rates of 100 MB/s. The rate at whicht &lata can be archived
to disk is well below this rate and hence the LVL1 triggeretiadset must be further
scaled down. This is achieved by the software driven LVLg@ger system. C++ coded
LVL2 algorithms, which operate in the ATP’s, are designeddtect events that appear to
contain interesting physics. Unlike the LVL1 trigger thell¥/algorithms perform more
sophisticated operations such as cluster finding, trackmreg and invariant mass recon-
struction. The LVL2 triggered data together with a minimuisstsample is then archived
to disk.

The p+ p data sample analyzed for this thesis was recorded withgub¥L2 trig-
gers during the third year of RHIC physics running. Therefany corrections or scalers
required for LVL2 triggered data did not have to be taken mtoount for the analyses
presented in this work.
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6. Direct-Photon Productionin p+p
Collisions

Photons created in particle collisions are referred taligsct photons if they emerge
directly from the collision. This definition excludes all gtions coming from hadronic
decays such as’ — yy or n — yy. In elementary nucleon-nucleon collisions at large
transverse momenta direct photons are produced in hakiiescatterings of the point-
like partons. The total emission rate can be calculatedjusia factorization theorem in
perturbative QCD (see Equation 2.5).

There are a number of incentives for the investigation cdaiphotons in p-p col-
lisions. The gluon distribution inside the proton is dikgahvolved in the production
mechanisms of direct photons and hence can be probed by dsimenent of the direct-
photon cross section. In addition, unlike theoretical g@ttons of hadron production,
predictions for direct-photon production are less affédig the choice of fragmentation
functions and therefore the measurement of direct photansgdes a more direct tool to
test pQCD. Moreover, the distribution of direct photons i jp serves as a crucial base-
line for the measurement in heavy-ion collisiodsi{A) at the same/Syn per nucleon-
nucleon pair. In ultra-relativistic heavy-ion collisiodsect photons are also emitted by
the created QCD medium (thermal radiation). Therefore,cth@ribution from hard-
scatterings must be identified in order to be able to quatitéthermal contribution.

6.1 Mechanisms of Direct-Photon Production in Hard
Parton Scatterings

The inclusive spectrum of direct photons ir-p at large transverse momenta can be di-
vided into two components according to the underlying pactamechanisms: (1) prompt
photons, which are created directly in the partonic saageand (2) fragmentation pho-
tons, which are emitted by a scattered parton as part of #gefentation process. In the
following a basic theoretical survey of the most fundamigptacesses of direct-photon
production in hard partonic scatterings is given. More illadescriptions can be found
for instance in [Won94, Gor93, Bae90, Aur88].
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Figure 6.1: Feynman diagrams of prompt-photon production at leadinigroin pQCD: (a) quark-gluon
Compton scattering and (b) quark-antiquark annihilation.

6.1.1 Prompt-Photon Production

At leading order (LO) in pQCBbtwo processes contribute to the spectrum of prompt pho-
tons: (1) quark-gluon Compton scattering, in which a glucatters off of a quark (or
antiquark) resulting in a quark (or antiquark) and a photothe final stated+ q(q) —
y+4q(q)). The process is analogous to the electromagnetic Compédtesng in which a
photon scatters off of a charged particle. And (2) quarkearairk annihilation, in which

a quark and an antiquark annihilate resulting in a gluon aptiaton §+q — y+ Q).

The analogous process in QED is theee annihilation. The corresponding Feynman
diagrams of these two QCD processes are shown in Figure Bide $he photon couples
electromagnetically to the quark (antiquark) the fine stimecconstant enters the transi-
tion amplitude for the corresponding vertex.

Due to quark-gluon Compton scattering the distributionh& gluon contributes to
the prompt-photon cross section at leading order. Moreaver+ p collisions the anni-
hilation of quark-antiquark pairs is suppressed due tonhalls) density compared to the

LIn quantum field theory the order of the calculation is givertie number of vertices that contribute
to the process. Each vertex contributes a factoy/afto the transition amplitudey being the coupling
constant of the interaction at play. At lowest order (refdrto as leading order) the process comprises only
two vertices and hence the transition amplitude is propodiitoa. Higher order processes contain more
than two vertices and therefore are less probable. In QEDgiven by the fine structure constant so that
higher-order contributions soon become negligible. Havewm QCD higher-order processes often make
a significant contribution to the total cross section beeafghe strong coupling and therefore need to be
considered in precise calculations.
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density ofg in the initial state. Hence the production of prompt photiong+ p is dom-
inated by quark-gluon Compton scattering and thus the measant of prompt photons
is highly suitable to probe the gluon distribution inside froton.

Since prompt photons are directly produced in the hardextadf the fragmentation
function required in pQCD reduces todefunction. Therefore, the theoretical predic-
tions of prompt-photon production do not depend on the nemdpbative fragmentation
functions which have to be determined experimentally, day.calculations of thet®
cross section. The measurement of prompt photons thenafoveles an excellent test of
pQCD without the uncertainty generally introduced by tlagfmentation process.

The differential cross section of quark-gluon Comptontecatg is related to the dif-
ferential cross section of the well known QED equivaleng, ¢fectromagnetic Compton
scattering Y+ q — y+ ) [Won94F:

2
%(g+qﬁv+q) = %S(é) -?jt—0<v+qev+q)
_ (&q)? 8 m m
- <E> (s— )2 s—maJru—ma

e u—mg ) alu—m Tsom

wheremy is the quark mass arehndeg are the electromagnetic charge of the electron and
the quark, respectivelg, t andu are the Mandelstam variables, which are defined in Ap-
pendix A. It can be shown (see e.g. [Won94]) that in ultratieistic reactions, when the
rest mass of the quarky is negligible, the four-momentum of the photon in the finatet

is approximately the same as the four-momentum of the queatthkel initial state. There-
fore the quark-gluon Compton scattering at ultra-relatigienergies can be regarded as a
process in which the initial quark is converted into a phatath approximately the same
energy and momentum.

ERCAREE £ R

The differential cross section of quark-antiquark anmifidn at leading order can
be derived in a similar way utilizing the differential crossction of the QED process
et +e  — y+y. Quark-antiquark annihilation is related to the procgssq— y+Y
via [Won94]:

do _ _as/ e 2 do _
E(Q+q—>y+9)—a(%) a(a+qev+v)- (6.2)

2The differential cross sections fgr-q— y+qandg+q— y+ qare identical and are not distinguished
in the following discussion.
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Figure 6.2: (a) NLO Feynman diagram of bremsstrahlung emission in whigshoton is radiated by a

scattered quark and (b) emission of a photon as part of therpgt fragmentation after LO quark-gluon
scattering.

Using the relation of the differential cross sectiorgef g — y+ Y to the corresponding
QED annihilation process, the differential cross sectibquark-antiquark annihilation
can be written in terms of the Mandelstam variables [Won94]:

Y o (o)

+ (tfﬁnﬁ+uiﬁnﬁ> —% (L:Eﬁt:é)] . (6.3)

Similar to quark-gluon Compton scattering quark-antiguarnihilation can be depicted
in ultra-relativistic reactions as a process in which a guarantiquark in the initial state
is converted into a photon in the final state with similar ggeand momentum.

Equation 6.1 and 6.3 describe the pQCD cross sections aiithieading order mech-
anisms of prompt-photon production. In order to calcul&ie total emission rates of
prompt photons in hard-p p collisions the momentum distributions of quarks, antigsa
and gluons inside the colliding protons have to be known amvyaluted in the calcula-
tion according to Equation 2.5 (see Section 8.1.3 for a dsiom on parton distribution
functions).

At next-to-leading order (NLO) in pQCD processes as the osgiaed in Fig-
ure 6.2(a) in which a photon is emitted by a scattered quankribwite to the spectrum

do
t

@+d—y+a = (
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of direct photons. These photons are referred to as breshéigtig and arise as a higher-
order correction to any pure QCD-2 2 process which involves a quark in the final state
(such as1+-q — g+ 0).

6.1.2 Fragmentation Photons

In hard parton-parton scatterings the scattered quarkuongtan fragment into a photon.
These photons are referred to as fragmentation photondsmdamtribute to the spectrum
of direct photons. Such a process is depicted in Figure %.2(be cross section of the
partonic hard scattering (herg:+ g — q+g) can be calculated at leading order in pQCD.
However, the emission of a photon as part of the parton-ggnirentation is described
by a non-perturbative parton-to-photon fragmentatiorciem (FF). Hence, unlike the
theoretical description of prompt-photon production tihediction of the fragmentation
component suffers from the additional uncertainty intretliby the only experimentally
accessible FF’s.

The parton-to-photon fragmentation makes a significantrdmrtion to the inclusive
direct-photon spectrum (i.e. promptfragmentation photons) as indicated in Figure 6.3.
The NLO pQCD calculation at/s = 200 GeV, provided by W. Vogelsang, uses the
CTEQG6M parton distribution functions [Pum02] and the BF@#rton-to-photon frag-
mentation functions [Bou98]. As one can see from the figueectintribution from frag-
mentation is significant over the entipg range covered by the calculation. At low trans-
verse momentumpg < 2 GeV/c) the direct-photon spectrum is dominated by fragmen-
tation. However, in this kinematic regime the applicapibf perturbative QCD already
becomes restricted.

Fragmentation photons are usually accompanied by hadlemp@duced in the frag-
mentation process. The same applies for bremsstrahluregewviie scattered quark which
radiated the photon eventually fragments into hadrons. d@yrast, prompt photons at
leading order are usually characterized by the absenceyofecompanying hadronic
energy since the parton in the final state of quark-gluon Gompcattering or quark-
antiquark annihilation is emitted in the opposite directad the photon. Prompt photons
are therefore often referred toigslatedphotons. This feature can in principle be utilized
experimentally to extract the spectrum of prompt photonsrédver, by disentangling the
prompt and the fragmentation component it is possible tdi@ip study the fragmenta-
tion process in direct-photon production.
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Figure 6.3: The fragmentation component as a fraction of the inclusikectiphoton spectrum ing p at
\/S= 200 GeV for three different theory scalgs={ pt/2, u= pr andp = 2pr). The pQCD predictions at
NLO use the CTEQ6M parton distribution functions and BFGlttpn-to-photon fragmentation functions
(calculations performed by W. Vogelsang).

6.2 Direct-Photon Productionin A4+ A

As was noted earlier the direct-photon cross section medsarelementary g-p col-
lisions is required as a baseline for the interpretationiagdat-photon data obtained in
heavy-ion collisions at the same center-of-mass energyipeleon-nucleon pai{/syn.

In order to emphasize the importance of the p reference for the interpretation of the
measurement in heavy-ion collisions a short introductiomivect-photon production in
heavy-ion collisions is given in the following. For a recamid more detailed discussion
on this topic please refer to e.g. [Sta05].

In high energy heavy-ion collisions the density in the reackone is so large that
quarks and gluons are no longer bound in color-singletstanstead the partons can be
considered as free moving particles over an extended regigpace and time. This
highly excited state of nuclear matter is generally reténe asquark-gluon plasma
(QGP). Direct photons provide a unique probe to study theadteristics of a QGP. Since
photons interact only electromagnetically they can leaeestrongly interacting reaction
zone almost unaltered and hence carry unbiased informatiohe created medium.

In high energyA + A collision direct photons are not only created in the earlsdha
parton scatterings. If a strongly interacting medium sustine QGP is developed in
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the collision its constituents are thermalized, i.e. thargs and gluons are in thermal
equilibrium. Such a medium creates thermal radiation. Atdst order the underlying
processes that lead to the emission of thermal photonsasathe as for prompt-photon
production, i.e. quark-antiquark annihilation and qughken Compton scattering. For
the calculation of the thermal emission rates the partanlligions in the medium are re-
quired. They are given by the Fermi-Dirac (quarks and aatikg) and the Bose-Einstein
(gluons) statistics, respectively. As thermal photonspreglominantly produced in the
early hot phase of the fireball evolution, their measureroanthelp to constrain the initial
temperature of the reaction zone (a concise descriptionesftal radiation in heavy-ion
collisions can be found in [KB0O4a]). Calculations indic#tat in central Aut Au colli-
sions at,/Syn = 200 GeV thermal radiation from a QGP could be the dominantcgou
of direct-photon production for 1 Ge\ < pt < 3 GeV/c [Tur04]. However, the direct-
photon signal in thigpr range is very small. Therefore, a precise measurement of the
contribution from hard scatterings in thag range is crucial in order to be able to extract
a significant thermal signal.

In order to constrain the contribution from initial hard geang to the total spectrum
of direct photons (or to any other particle spectrum) messurA+ A the yield obtained
in p+p can be extrapolated using the so-caledary collision scaling In a simple
approach a collision of two nuclei at relativistic energiaa be pictured as a superposition
of individual hard nucleon-nucleomM(+ N) scatterings. By assuming that eadht N
collision in a heavy-ion reaction can be taken as an elemeptap collision the expected
yield of particle production irA+ A collisions is simply given by the measured vyield
in p+p scaled by the number of binafy+ N collisions inA+ A. The assumptions
made for binary scaling are justified because at large mamemtansfer the partons
can be considered as asymptotically free and each har@segtoccurs on a very short
time scale so that multiple scatterings of the same nucleonod affect each other. At
large transverse momentgr(> 5 GeV/c) direct-photon production it + A collisions
is dominated by hard scattering. Binary collision scaliag be tested by calculating the
so-callednuclear modification factor

dN/dpr|as
(Neoll)as- dN/dpr|nn

where the numerator is the yield measured in collisions ofeih andB and the denom-
inator is the scaled yield measured in-p. (Ncoi)aB iS the average number of inelastic,
binaryN+ N collisions in theA+ B reaction. It was shown by PHENIX that direct-photon
production in Aut-Au at,/Syn = 200 GeV is consistent with binary scaling in the range
ptr = 4— 13 GeV/c [AdIO5b]. This is illustrated in Figure 6.4. It shows the hesr
modification factor for direct photons in central AtAu collisions at,/Syn = 200 GeV.
However, the calculation utilizes a NLO pQCD prediction @ference, which introduces

Rag = (6.4)
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Figure 6.4: Nuclear modification factor for direct photons in central -Adu collisions at
/SNN = 200 GeV. The figure is taken from [AdIO6a].

an additional theoretical uncertainty (indicated by thehddotted lines).

The nuclear modification factor for particle productionlsoestudied to quantify pos-
sible effects introduced by the nuclear environment or tleeliom created in the colli-
sion. According to Equation 2.5 cross sections in pQCD deépmnthe parton distri-
butions and fragmentation functions. If the initial paraistribution is modified in the
nucleus prior to the collision (initial state effect) or theattered parton is affected by
the medium prior to fragmentation (final state effect) thelear modification can depart
from unity. In fact, one of the most striking observation&gR&tIC is the strong suppres-
sion of hadrons in central AuAu collisions at,/Syn = 200 GeV as compared to the
binary scaled yield in p- p [Adc02, AdIO2, AdIO3d]. This suppression, which is usyall
referred to as jet quenching, can be explained by the enesgydf hard scattered quarks
and gluons via gluon bremsstrahlung induced by the suriagndedium of high color
charge density [Gyu03]. As photons are not subject to thengtinteraction they are
not sensitive to final state effects. Therefore, the absehsappression in direct-photon
production in At Au (Figure 6.4) supports the theoretical explanation thattbserved
suppression is caused by the medium created in the collision
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Figure 6.5: Inclusive direct-photon spectrum inipp at./s= 200 GeV measured by PHENIX [AdIO5c].

6.3 Earlier Results of Direct-Photon Production in
N 4+ N Collisions

The inclusive direct-photon spectrum irqp collisions at,/s= 200 GeV has been mea-
sured by PHENIX in the second physics running period (Run-Hg) [AdIO5c]. The
cross section is shown in Figure 6.5. The integrated luniiywascumulated in PHENIX
Run Il p+p allowed the extraction of only three significant data p®imt the range
5.5 < pr < 7 GeV/c. Therefore the spectrum is not suitable to serve as refertarc
the calculation of the nuclear modification factor (see Fegb.4). However, the good
agreement between the data points and NLO pQCD calculaigmzorts the usage of the
theoretical prediction in the calculation Bha (at least in thepr region covered by the
p+ p data).

Besides PHENIX at RHIC, which started its physics prograr@000, a number of
other experiments have extensively studied the produdiatirect photons in nucleon-
nucleon collisions at various center-of-mass energiesesthe 1980's. While fixed-
target experiments measured direct photons 4nppas well as p+ p collisions up to
\/S= 63 GeV [Ana82, Bal98, Apa04], collider experiments studigect-photon pro-
duction only in p+ p collisions in the energy range 546 Ge\{/s < 1.96 TeV [AlIb88,
Ali91, Abe94, Aba06]. A selection of this world data is shownFigure 6.6 together
with a comparison to a recent NLO pQCD analysis [Aur06]. kdld be noted that the
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Figure 6.6: World data of direct-photon production intpp and p+ p collisions at varioug/s. The solid
lines represent pQCD predictions at next-to-leading orékrase note that the E706 data points are scaled
by a factor of 104. The figure is taken from [Aur06].

figure comprises isolated (prompt) photon as well as inetudirect-photon spectra. The
data spans two orders of magnitude in collision energy amelesgwith theoretical pre-
dictions over nine orders of magnitude, except for the dipdmton result obtained by
the E706 collaboration in 4 p at Tevatron fixed target energieg'§= 38.8 GeV and
/S= 316 GeV). As one can see in the figure the NLO pQCD prediction tesfinates
the data forpr < 7 GeV/c. The E706 collaboration has put forward the so-cakeén-
hancementwhich is a phenomenological approach to explain the dissrey between
the E706 data and pQCD predictions [Apa04]. In this modelghagons in the initial
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state lose energy via soft gluon radiation. This non-pbetive process is parameterized
in terms of an effective transverse momentu) which is added to the incoming par-
tons. Akt enhanced NLO pQCD calculation provides a much more imprdesdription

of the E706 data. Although it has been claimed recently thagtraf the existing world
data from fixed-target as well as collider experiments ark described by pure pQCD
predictions [Aur06] there have been global analyses (sge[elus95]) which indicate
that the theoretical description of direct-photon productespecially at fixed-target en-
ergies, requiregr enhancement. The question whetkerenhancement is necessary is
still an open question and more data is required to settle it.






7. Measurement of Direct Photons in
P+ p Collisions

As discussed in Chapter 6, the analysis of direct-photodymion in elementary $ p
collisions at RHIC energies is interesting for a number asmns, e.g. it gives access to
the gluon distribution in the proton (the extraction of ttwgpized gluon distribution via
the measurement of direct photons is addressed in Chaptprd8jdes the baseline for
the interpretation of direct-photon data from heavy-i8nHA) collisions, and above all
tests the predictions of perturbative QCD.

The major part of the analysis work presented in this thedisa systematic study of
inclusive direct-photon production in4pp collisions. The data were acquired with the
PHENIX detector (especially with the EMCal) in the third REHbeam time at a center-of-
mass energy of/s= 200 GeV. The spin-averaged (and hence unpolarized) ditextion
cross section is presented, i.e. the analysis does notrtekadcount the different bunch
spin patterns (see Section 3.1). Thus this analysis doealloat any conclusion on the
polarized gluon distribution. In this chapter the analy#islirect-photon production in
p-+ p collisions using the so-callembcktail methods described in detail.

7.1 Analysis Method

The measurement of direct photons is very challenging atidus, because of the small
direct-photon production cross section and the large backgl of decay photons. Var-
ious analysis techniques have been developed to extrashta# direct-photon signal.
The method utilized for this thesis is the cocktail metholde Basic idea of this technique
is rather simple: starting point is the measured inclusivetpn spectruny™ which is
composed of direct photons and decay photons (the cocktdif background of decay
photons is mainly due to two-photon decays®s andn’s. The background is estimated
in a fast Monte-Carlo simulation utilizing the measuredtrapion spectrum. The mea-
sured ratio of inclusive photons and neutral pidiy8® /1) meas is compared to the ratio
of simulated decay photons and neutral pidy&3°®/10)g;m. Thisdouble ratiq

R = (Vind/no) meas (7.1)

B (ydecay/nO)Sim 7
71
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guantifies the excess of photons, and a ratio above unitgatel a direct-photon signal
which can be extracted as a fraction of the measured inéyioton yield:

vdirect: yincl _ ydecay: (1_ i) _yincl _ (7.2)
Ry

Equation 7.2 is easily verified usimgy = y" /y4e® There are two reasons for using the
y/TC ratio: First, the ratio 0f#°®/10 is easily simulated in a fast Monte-Carlo simulation
using the measured neutral pion spectrum; and second, tiadaclusive photon and
the neutral pion spectrum are determined from the same datale many systematic
uncertainties cancel in the ratyg®, notably the uncertainty on the global energy scale
(see Section 7.4.1).

The simulation of decay photons is based on the neutral gpentsim measured in
the same running period with the PHENIX detector [Bat0O5t0Ba). Ther® analysis
is not discussed in detail for the direct-photon analysisweler, more information on
the invariant mass analysis to reconstruct neutral picore the EMCal data is given in
Section 9.8 as part of the double helicity asymmetry anslysi

Both analyses of direct photons and neutral pions are cdeipleonsistent: they
are based on the same data set with identical energy cadithyéihe same suspicious or
deficient EMCal modules were excluded and identical phadentification cuts and the
same Monte-Carlo code for the simulation of geometric azceg® and reconstruction
efficiency were applied. This ensures that systematic taiogies which arise in the
analyses are identical for th@ and inclusive photon measurement to a large extent and
thus lead to the cancellation in tg¢r® ratio mentioned above.

7.2 Data Selection and Correction

Before the direct-photon spectrum can be extracted frormi@sured data set a number
of preparatory steps are required. The raw data recordedgltire data taking period
is formatted offline and condensed to save disk space angsiméime. The data set is
filtered to meet certain quality criteria, suspicious eseart excluded and the remaining
data is allocated to particular analysis classes. Alsoisiagis or malfunctioning parts of
the EMCal are removed from the analysis. Details on the uaramalysis steps are given
in the following.
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7.2.1 Data Summary Table

The EvB (see Section 5.5.5) assembles data in the PHENIW Data Forma{PRDF).
Data collected during a physics Ruis not stored in a single output file but split up into
individual runs?. A single run is subdivided into several run segments. Eagment
contains events usually collected over a time period of 30uteis up to 2 hours. The
EMCal raw data is saved in terms of ADC values and tower coatds. However, in
PHENIX analyses are not conducted on the raw data but onlemdaata Summary
Tables (DST’s). DST's contain actual physical quantitiésch in case of the EMCal are
hit position, cluster energy, time-of-flight etc. This imfeation is reconstructed from the
raw data during the offline DST production and stored for eachin individual DST
files. Not all EMCal information stored in the DST is relevamthe presented analysis.
Only the reconstruction and correction of the requirednmiation is briefly described in
the following.

Tower Energy Calibration

A crucial part in the reconstruction of EMCal data is the cension of the raw tower infor-
mation into calibrated energy and timing information. Themgy calibration requires the
application of calibration factors which reflect the eneegpivalent of one ADC chan-
nel. These calibration factors emerge from the initiallwaliion of the system and are
corrected for time dependent changes of the referencensystd changes in the readout
electronics. Moreover, additional corrections for whible reference system could not
account for are applied. A more detailed description of tveet energy calibration can
be found in [KBO4a, Biis02]. Eventually, a list of calibrateders is stored in the DST's.

Energy Corrections

The calibration process described in the previous sect@s thot take into account the
non-linearity effects mentioned in Section 5.2. Light attation and leakage in the
calorimeter lead to a non-linear reduction of the signapatbf the detector. This is
corrected to some extent during the offline production. A fureng of the energy scale,
however, is done during the analysis of neutral pions. Stheemeasured mass of the
neutral pion is directly connected to the energy scale,ntloaused to tune the energy
calibration. The procedure to correct the energy scalegusier® peak is described in
Section 7.2.5.

1The p+p Run in year 3 of PHENIX operation accumulated data over & period of~ 5 weeks.

2The termrun used in this context must not be confused with, e-gpgRun, which denotes the complete

running period.
3Data from other subsystems are saved in a similar way.
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Cluster Information

A typical electromagnetic shower in the EMCal is spread awere than one tower. A
group of adjacent towers that belong to the same showerlesdcatluster. The efficient
identification of clusters is also a vital part in the recomstion process. The cluster
algorithm is designed to find individual clusters and idigrttie local maximum, which is
a tower with an energy above a threshold of 80 MeV and with theimum amplitude in
a 3x 3region. If a cluster consists of more than one local maxirthan the single cluster
is split into separate clusters taking into account pasiiod amplitude of the maxima.
However, the cluster splitting routine is limited as it affiatly separates overlapping
showers fronT® two-photon decays only up tor = 10 GeV/c (15 GeV/c) in the PbSc
(PbGI). The separation of two photons frathdecays can be extended to higiperby a
shower profile analysis. This is described in Section 7 Ba8.each identified cluster the
first and second moment of the tower position distributiothwmithe cluster is calculated.
The first moment of the cluster which is identical to the cenfegravity of the cluster is

calculated as follows:

(Xy) = <Z‘ E')_(' Py E'y') : (7.3)

> DE

where the tower coordinates are given(Ryy;) and the weight is the corresponding tower
energyE;. What is needed in the analysis is the impact position of thetmagnetic
particle on the EMCal (also referred to as hit position).hi angle of incidence is not
zero (i.e. the incidence is not perpendicular to the sujfdwecenter-of gravity does not
correspond to the impact position. Moreover, the centegra¥ity and the impact position
is influenced by the finite size of the towers. Both dependshaire taken into account
during production and the impact position is calculatednfrine center-of-gravity. For
each cluster the impact position and the tower with the ragkeergy is stored in the
DST. The latter one is needed for the identification of deaduspicious towers (see
Section 7.2.6). The second moment of the cluster which emedl to as the dispersion
D describes the lateral extension of the shower in the EMCalone dimension the
dispersion is calculated by:

> EX (Zi Eixi)2
D= - . 7.4

> Ei > iE 79
Due to the finite size of the towers the calculated disperdepends on the impact posi-
tion within the tower [Sch94]. To account for this the dispen is corrected with the first
moment of the cluster (Equation 7.3):

Deorr = D — (|X[ — X?). (7.5)

4The angular dependence and the influence of the finite towerisidetermined using test beams and
simulations.
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The corrected dispersion (¥ andy-direction) of each cluster is stored in the DST only
for the PbGl.

For the PbSc a different quantity is calculated during potida and is used for photon
identification. The distribution of the energy deposit ieafomagnetic showers was
studied using test beams and simulations yielding a pasimation of the average shape
of electromagnetic clusters in the PbSc [Baz99]. The measshiower shape is compared
to this parameterization and the deviation is expresseering ofx?, which is stored in
the DST. More details are given in [KB04a]. How the dispensamdy? are utilized for
photon identification is described in Section 7.3.1.

Micro- and NanoDST's

The complete set of DST'’s that represents thepdata sample of Run Il requires a
large amount of disk space. However, not all quantitiesestar the DST’s are needed for
physics analyses. This led to the introductiomoéroDST'’s This data format represents
a reduced set of quantities to save disk space, e.g. in cdke BbSc all information on
the calibrated towers has been removed. The microDST framkew designed to allow
the implementation of so-callexfterburners The idea is that required corrections which
were not known during offline production can be applied byahealyst himself prior to
the actual analysis. In this process the existing set ofrn&bion in the microDST is
replaced by the corrected quantities. For instance a bugeicluster splitting algorithm
in the production code of the Run IIHpp PbGl data necessitated the use of an afterburner.
Fortunately the calibrated tower information had not be@pped in case of the PbGl and
so a fixed cluster splitting algorithm and subsequenlustering(cluster identification)
could be applied [Bus06].

MicroDST'’s contain the information of all detectors in onke filn order to achieve
further reduction of the file size tenoDSTrramework was introduced. Since particular
analyses do not require the same data sets in terms of desedisystems and trigger
information it is reasonable to divide the data into semacaitput files. Hence for each
PRDF up to 27 individual nanoDST'’s are produgedro further reduce the data size
certain threshold cuts have been applied which were testadgithe analysis of the
microDST’s, e.g. a minimum cluster energy cut. The dirdodtpn results presented in
this thesis are based on the analysis of nanoDST'’s.

7.2.2 Analyzed Data Sets

For the analysis of direct photons two data sets satisfyififigrent trigger conditions were
analyzedMinimum Biasevents andsamma3vents. In PHENIX, a minimum bias event

SFor each PRDF one DST and one microDST is produced.
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in p+ p is defined by at least one hitin each of the BBC’s. Minimunsla@ents represent
the least biased events in the experiment: only the limit8@ Bcceptance and efficiency
introduces a bias to the measured data sample (see Se@&i8h Because of the limited
DAQ rate at which data could be processed in Run lll a predeal®r was applied to
reduce the amount of minimum bias data.

In order to enhance the measurement of highly energetiopepa data set satisfying
the Gamma3 higlpr trigger was recorded (see Section 5.5.2). Because the Gamma
trigger requires a coincidence of the BBCLL1 and ER% 44 trigger, the highgt photon
enriched sample is a subset of the minimum bias data set. Wow&nce no prescale
factor is applied for the Gammaa3 triggered events (i.e. \&hés that fired the Gamma3
trigger are recorded) the number of underlying minimum biants exceeds the number
of actually stored minimum bias events (see Section 7.Edi)the Gammaa3 trigger not
only the efficiency of the minimum bias trigger but also thigcegncy of the ERT must be
considered (see Section 7.3.2).

7.2.3 Run Selection

Before the actual analysis the data sets are subject tarceuality checks in order to
remove runs that for instance exhibit suspicious deviatioom the average behavior of
the complete data sample. These quality checks involvetagyanalysis of hit multi-
plicities and mean hipt in the EMCal as a function of the run number. Moreover, runs
which exhibit abnormal behavior in the BBC and ZDC respongeramoved from the
data sample. In addition, runs in the ERT triggered datals#ttiave too high or too
low rejection factor® are removed from the sample [Bau03]. Furthermore, the G@8nma
data set contains only runs with the same FEM acceptancenilg runs are considered
in which the same set of FEM’s was active during data takinfierAhe removal of all
suspicious runs the list @oodruns comprised runs from 88115-92446. A complete list
of analyzed runs for the two data sets is given in Appendix B.1

7.2.4 Event Selection

Only events with a-vertex of £30 cm around the nominal vertex as measured by the
BBC, ZDC and MVD' were analyzed. This minimizes the background of scatteaetil p
cles and excludes regions that are shadowed by the poleftipe oentral magnet.

5The rejection factor indicates how many minimum bias triggrints are obtained per selected special
trigger like the ERT.

’In the data production thevertex of the event is reconstructed separately usingnmdtion from the
BBC, ZDC and MVD. If for one subsystem the vertex could noté&sonstructed the corresponding vertex
information is missing in the DST. During the analysis it le/ays tried first to retrieve the-vertex as
measured by the BBC. If this fails the vertex given by the Z@ then by the MVD is utilized.
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For the analysis all events are subdivided into four analgkisses each referring to
a particular set of trigger conditions. For two classes @ispanalysis requirement was
applied in order to keep the ERT efficiency under control (Fiid). This FEM condi-
tion is satisfied if the cluster with the maximal energy of 8went lies on the FEM for
which the Gammaa trigger has fired (the FEM requirement isriteed in more detail in
Section 7.3.2). The different analysis classes are suragthin Table 7.1. All minimum

Name|| BBCLL1 | Gamma3| FEM flag

MB1 yes no no
MB2 yes yes no
ERT1 yes yes yes
ERT2 no yes yes

Table 7.1: Analysis classes used in the analysis. The BBCLL1 denotesrinimum bias trigger and
Gammag3 the ERT_44c trigger in coincidence with the minimum bias trigger. Tdrealysis condition
FEM flagis described in more detail in Section 7.3.2.

bias events are contained in classes MB1 and MB2 and arecteedritom the minimum
bias data sample. Classes ERT1 and ERT2 comprise allgrigivents that are extracted
from the Gammas3 triggered data sample. Only Gamma3 eveats#tisfy the FEM
condition are analyzed. Table 7.2 gives the number of ewéfitsin both data sets that
were analyzed for the direct-photon analysis. The anabtfasses MB1 and MB2 can be

Data SampIeH Classes ‘ Nevt

MB MB1 + MB2 | 25.24 million
Gamma3 ERT1 + ERT2| 45.12 million

Table 7.2: Number of analyzed events in the two data sets.

used to calculate the total rejection facf@ﬁg;”a:gof the Gammaa3 trigger for the analyzed
data set. As illustrated in Table 7.2 the sum of events in MBd B2 gives all events

in the minimum bias data seNf(P). MB2 alone denotes those events in the minimum

bias data set which also satisfy the Gammas3 trigh8P(%2™™%. Hencef%2™™3can be
reject
calculated as follows:
fgamma3_ Ng\]/? _ Ngl/?l + Ny/?z (7 6)
reject  — \ mbAgamma3” NMB2 :

Nevt evt



78 Chapter 7: Measurement of Direct Photons in p Collisions

The rejection factor allows the calculation of the numbewuntlerlying minimum bias

eventsNI® for the Gamma3 data sample from the number of recorded Gareweags
Ng\?tmmaS
o ;
~'mb amma3 amma3
Ng‘/t = frgeject : Ngvt (77)

The total rejection factor of the Gammas3 trigger for the gpedl data set calculates to
fo >~ 109 and therefore the number of measured Gamma3 eventsponds to

NP ~ 4.93 billion events.

7.2.5 Energy Scale Correction

The energy scale of the calorimeter has a direct impact om#eesured invariant mass
of neutral pions. Because the energy resolution of the tetéexlimited the measured
mass follows a Gaussian around a mean value. The positidrisaft peak can be used
to tune the absolute energy scale of the EMCal. The nomiratiant mass of the® is
My = 1349766+ 0.0006 MeV£t? [Yao06]. However, due to the finite energy resolution
of the EMCal and the fact that the® pr-distribution is a steeply falling spectrum, the
measured mass of thd is expected to be shifted to higher masses. The positioreat’th
mass peak can be predicted using a fast Monte-Carlo sironlttat realistically models
the energy response of the EMCal. The comparison of the atedito the measured
peak position provides the correction needed to shift tleeggnscale of the EMCal to the
correct position. Since the same fast Monte-Carlo codead tsscompute the reconstruc-
tion efficiency (see Section 7.3.2), only details that akevant for ther® peak calibration
are described here. The limited energy resolution of theatlet is implemented in the
fast Monte-Carlo simulation by an energy smearing of thsteluenergy. The energy is
smeared randomly according to a Gauss distribution aroumatiginal cluster energy.
Theog of the Gaussian is given by:

o] C
E_ A g0, (7.8)

E E/GeV
where @ denotes a quadratic sum. The EMCal has a nominal energyutesolsee
Table 5.1) which was determined in test beam studies [ApH88vever, since the prop-
erties of the detector can alter with time it is desirabled¢tedmine the energy resolution
specifically for each running period of the experiment. Bfiere the energy dependent
(Cy) and constant@) parameters in Equation 7.8 are fixed by comparingrtheeak
width obtained in the simulation to the measured width asatfan of pr in the current
data set. This is done for each EMCal sector individuallye parameters that are applied
in the simulation are given in Table 7.3. Each sector is namete analysis. Sectors
of the east arm have the namea ®hile sectors of the west arm are named \With
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West Arm East Arm
PbSc East
PbSc West
W1 o El
Beam View PbGl
of the EMCal

Figure 7.1: The figure illustrates the naming of the eight EMCal sectsexlin the analysis.

x=0, 1, 2, 3). The naming of the eight EMCal sectors used in the anallydlisistrated
in Figure 7.1. Thereby the two sectors EO and E1 represerltki and the remaining
six sectors the PbSc. The comparison of the meagtftedak width to the tuned simula-
tion for the combined PbGl and PbSc sectors, respectivabyy &xcellent agreement over
the entirepr range (see Figure 7.2). As soon as the energy resolutioredEfmCal is
correctly reproduced in the fast Monte-Carlo, the simaatfepeak position gives access
to the expected correct energy scale of the EMCal. For thesunement of direct photons

Sector| Cy [%] | C; [%]
EO | 85 | 6.0
El | 85 | 58
E2 | 82 | 5.0
E3 | 82 | 6.0
WO | 82 | 50
Wi | 82 | 50
W2 | 82 | 5.0
w3 | 82 | 57

Table 7.3: Energy smearing parameters used in the fast Monte-Carlalifeight sectors of the EMCal in
Run Il p+p.
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Figure 7.2: Comparison of the measured and the simulat®deak width using the smearing parameters
given in Table 7.3 for the PbGI (left) and the PbSc (right3pectively.

it is desirable to correct the energy scale for single phatdinerefore, for the calibration
study the energy asymmetoyof 1° decays, which is defined as follows:

= =)
Ei+E

: (7.9)

whereE; andE; are the energy of the two decay photons, is restricted inriag/sis as
well as in the simulation to small values & 0.2). This restriction selects decay photons
with similar energie€; ~ E,. With this requirement tha® peak position can be studied
as a function of the mean photon eneEy- % and hence allows to draw conclusions
for the energy scale of single photons. The ratio of the sitedl and the measured
peak position directly reflects the energy scale corredtooe applied to the data. The
empirical form of this linearity correction is given by:

ECOI’I‘

E

whereE is the cluster energy stored in the DST dfd,, is the cluster energy after the
linearity correction. The correction parameteygi=1, 2, 3) are obtained for each sector
of the EMCal individually. They are listed in Table 7.4. Afteorrection of the energy
scale the measure® peak position agrees well with the expected peak posititainéd

in the fast Monte-Carlo simulation. This is illustrated ilg&e 7.3 for the PbGIl and
PbSc, respectively. It must be noted that neutral pions hvblecay in some distance to
the collision vertex lead to a shift of th€ mass peak to lower values because the opening
angle of ther® two-photon decay is not reconstructed correctly. Neutiahgthat are
produced in the collision decay directly at the vertex beeanf their very short life time
of T =8.4-10"1" s [Yao06]. However, the strange meskf, which is also produced
in ultra-relativistic p+ p collision, has a mean life time af= 8.953- 10! s [Ya006].
This life time is long enough for thikQ to decay considerably far away from the collision

= (a1 +ap-e%F), (7.10)
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Figure 7.3: The comparison of the simulatedl peak position and the measurgtpeak position after the
energy scale correction for the PbGl (left) and the PbSti{yjgespectively.

vertex. KQ have a decay channel into two neutral piok§ (- 1) with a branching
ratio of approximately 31%. Hence a small fractiormB% that is measured by the EMCall
do not come exactly from the vertex and shift the measureariant® mass peak. In
the fast Monte-Carl&? decays are not considered and therefore the energy scaie is n
reflected correctly by the simulation. In order to accounttfee impact of these so-
callednon-vertexdecays on the energy scale a non-vertex correction is incextlin the
fast Monte-Carlo. Because this correction is applied withie efficiency correction it is
described in more detail in Section 7.3.2.

Another aspect which considerably influences the enerdg s&cthe alignment of the
EMCal sectors. By analyzing electron tracks it was found tthe PbGl and PbSc sectors
might be misaligned to some extent compared to the origisaliveyed position [Per05].
For instance the PbGI appears to be closer to the beam lirle thiei PbSc appears to be

SectorH =l ‘ a ‘ az
EO 1.015| -0.03 | -0.727
El 1.01 | -0.037| -1.773
E2 0.996| 0.07 | -1.772
E3 1. 0.06 | -1.217
WO |/ 0.998| 0.05 | -1.03
w1l 1. 0.04 | -0.671
W2 0.98 | 0.05 | -0.652
W3 1. 0.03 | -0.893

Table 7.4:Parameters of the empirical energy scale correction bas#uiea peak position.



82 Chapter 7: Measurement of Direct Photons in p Collisions

g Sector E1 g Sector E1
2 E>0.2GeV 2 3 GeV <E<4GeV
G G
o o
o) o)
© ©
s 10F M Good Towers = M Good Towers
Z: r Bad Towers Z: Bad Towers
(a) (b)
1
|| L L L L
0 200 400 600 800 1000 1200 1400 1600 0 10 20 30 40 50 60
Hits per Tower Hits per Tower

Figure 7.4: Hit distributions in sector E1. The distributions show thiefrequency per tower for two
different energy ranges: (& > 0.2 GeV and (b) 3 Ge\k E < 4 GeV. Black entries represent good towers
while grey entries are excluded as bad towers.

further away. In addition, the analysis suggests a shifegnb direction and a tilt around
some non-negligible angle. All this would lead to an incotneconstruction of the®
mass and hence results in a miscalibration ifiigeak position is used. However, the
suggested corrections for th@ and photon spectra were not applied, since the alignment
analysis was not completely accepted within the PHENIXadmlation.

7.2.6 ldentification of Bad Towers

In the measurement of direct photons it is crucial that allexs of the EMCal that do
not work properly are excluded from the analysis. Espgcatlhigh transverse momenta
(pt > 5 GeV/c) where only few direct photons are produced in the colligianalfunc-
tioning tower could easily distort the measured spectrum.ti@ one hand towers that
do not contribute to the energy signal at all are denotedeasi A common reason for
dead towers are faulty photomultipliers that produce noaigt all. Furthermore, PMT’s
that are known to behave in an unphysical way are switchegradf to data taking. A
dead tower within a cluster reduces the measured clustegyenidence, clusters which
deposit a significant amount of their energy in a dead towestrbe removed from the
analysis. On the other hand towers which are not dead but atgiveng deviation from
the mean behavior (in terms of energy spectra and hit digtoibs) are denoted dmd

A tower that fires unusually more often than others even witlamy physics input can
be identified accidentally as a direct photon, thus affgdive measured spectrum, which
would be especially problematic at high as already mentioned.

During data production known dead/bad towers are markedaDiST’s. However,
since for the production only a limited number of quality cke are conducted, the list
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of bad tower8 in the DST is not complete. Therefore, prior to the actuallyasis of
direct photons the EMCal data must be analyzed with respelcad towers. This was
done as part of the neutral pion analysis described in [BgtB&t05a]. The basic idea of
the method is to study the hit-per-tower distribution witeach EMCal sector separately
and to look for individual towers which show significant deions from the averaged
parameters of the measured distribution. The hit positiengby is defined by the tower
with the highest energy within the cluster. A typical hittdisution obtained with the
PbGI sector E1 is shown in Figure 7.4. The mean and the roohresgaare (RMS) of
the distribution are calculated and towers which show aiogmt deviation from the
mean (the threshold depends on the RMS of the distributieniacluded (grey entries
in Figure 7.4). This procedure is done iteratively sincegmswhich are far off from the
mean increase the RMS and hence influence which towers drededc The analysis of
bad towers is carried out for different cluster energy rangdis improves the probability
to find bad towers which only show up at higher energies (nweatfferent scale of the
x-axis in Figures 7.4(a) and (b)).

All identified bad towers together with the towers markedmydata production are
summarized in &dad tower map The analysis is confined to hit distributions which are
acquired during the complete4pp running period. Therefore a static bad tower map
is obtained which excludes towers for the complete datalSgure 7.5 shows the bad
tower map of the PbGI sector E1 obtained with the Run Ht p data set. Note that
some deficient FEM’s were excluded completely from the asisalyThey are visible as
rectangular white areas in Figure 7.5. About 42% of all t@wersector E1 are excluded.
Table 7.5 shows the percentages of excluded towers for etibiseof the EMCal. The
bad tower maps for all eight sectors are shown in AppendixnGhé photon analysis a
cut on the position of the cluster is applied. If the towerhathie largest energy within a
cluster coincides with a bad tower in the bad tower map thstefus removed from the
analysis. All first order neighbors of a bad tower are alsdugled from the analysis (i.e.
the 3x 3 area surrounding a bad tower) since an electromagnesteclusually spreads
over more than one tower. In addition all edge towers of aosext well as the first order
neighbors (only for the PbGI sectors to account for the fimanglarity) are excluded
from the analysis to minimize leakage effects (see Figuse 7.

7.3 Measurement of Inclusive Photons

As described in Section 7.1 the basic idea of the cocktaihotkis to extract direct pho-
tons from the measured inclusive photon spectrum on attatibasis (cf. Equation 7.2).

8n the following the termbad towerss used for both, dead and bad towers.
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Figure 7.5: The map of bad towers for sector E1. White areas are bad tamersire excluded from the
analysis as well as the first order neighbors which are maakeghrk grey in the map. Large rectangular
white areas are due to suspicious FEM’s which were excluded the analysis. The remaining light grey
areas are accepted as “good” towers [BatO5b].

Hence the first step in the analysis is the determination efitlkclusive photon spec-
trum utilizing the EMCal data. The inclusive photon spectrcomprises all photons that
emerge from the collision region and all photons that aratectin subsequent particle
decays. All these photons produce clusters in the EMCaley thit the detector. How-
ever, charged particles (e.g*, ) as well as neutral particles (e.g. neutrons) also form
clusters in the EMCal which can be misidentified as photondraétion of these non-
photonic clusters can be removed from the data set by thecapiph of so-called particle
identification (PID) cuts (see Section 7.3.1). The rema@rspectrum can be regarded as
the photon-like cluster spectruffiNg steras measured with the EMCal. In order to deter-
mine the inclusive photon yield frofANguster@ NUMber of corrections are necessary as
illustrated in the following equation:

dZN\i/nCI _ (1 - XnT‘) : (1 - Xch) ) AI\lcluster

dprdy €y ay- (1= pconv)  Aprly ,
whereX,randXch are the fraction of neutral hadrons and charged particksperctively,
remaining in the sample of photon-like clusters even afteRID cuts. Since the EMCal

does not have full azimuthal coverage an acceptance cimegthas to be applied. Fur-
thermore, the efficiency of the photon reconstructipdetermined mainly by the limited

(7.11)



7.3 Measurement of Inclusive Photons 85

SectorH Bad Towers in %

EO 39.1
El 42.1
E2 37.0
E3 45.6
WO 25.8
w1 23.8
w2 33.7
W3 47.3

Table 7.5:Fraction of towers which are excluded from the analysis &mheEMCal sector. The numbers in-
clude not only bad/dead towers but also edge towers and fidst aeighbors which are also not considered
in the analysis (see text for details).

energy resolution but also by the efficiency of the PID cutaken into account. Finally,
photons which convert into'& ™ pairs are removed by th&, correction and hence must
be added back to the sample. The probability of photon cersmeis given bypcony. All
required corrections are described in more detail in Secti@.2. Equation 7.11 shows
the differential form of the inclusive photon yield. It istdemined per unit rapidityp\y
and transverse momentufypt. Multiplying Equation 7.11 by the fa(:to-zr#Nevt gives
the fully corrected Lorentz invariant yield of inclusiveqibn production.

7.3.1 Photon-Like Clusters

Photon Identification

As described in Section 5.1 the lateral extension of the shawthe EMCal can be used
to enhance photon identification and remove hadronic steWwem the data sample.
Different cuts on the shower shape are applied in the phatatysis for the PbGl and
PbSc data, respectively.

For the PbGI the extension i andy-direction in terms of the dispersion is calcu-
lated during data production and stored in the DST for eacktet (see Section 7.2.1).
Electromagnetic showers spread over a smaller area thanrhaghowers. Hence an
upper limit on the dispersion can be utilized to exclude badr clusters. An optimized
threshold was derived in [KB0OOQ] via simulations:

Deut(8) = 0.27—0.145-6+0.00218 62 (7.12)
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Figure 7.6: Spectra of photon-like clusters measured in PbGl and Pb@camid without PID cuts for the
two different data samples.

The cut depends on the angle of incideAd¢given in degrees in Eq. 7.12) of the incoming
particle (with increasing incident angle the shower spsaackr an increasing number of
towers). In the analysis the maximum of the dispersiox iandy-direction is compared
to the threshold.

Clusters in the PbSc are characterized kyf avhich indicates the probability for the
cluster to be an electromagnetic shower (see Section 7.Zllisters withx? > 3 are
removed from the data sample in the photon analysis. Mooegrimdtion on the? cut can
be found in [KB04a].

Besides the cut on the shower shape of the cluster which isntie tool for the
identification of photon-like clusters a loose cut on thestduenergy is appliedEfuster<
200 MeV). This threshold mainly removes noisy channels lagischot notably improve
photon identification.

Spectra

As mentioned above all hits in the EMCal that are not remowethb PID cuts form the
so-called photon-like cluster spectrum. Tiwespectra are divided intpr bins in which
the corresponding number of clusters are counted. FigBrehbws the measured cluster
spectra derived from the minimum bias and the higtfiltered data sample for the PbGl
and PbSc, respectively. The ERT spectrum extends to farehighnsverse momenta.
Furthermore, the effect of the PID cuts on the spectra is shdDO0 denotes no cut
(solid line) while PID3 represents all applied cuts, nantaly cut on the cluster energy
and on the shape of the cluster. The logarithmic scale somatehwties the considerable
difference in the corresponding spectra. However, thei@kplumbers of photon-like
clusters perpr bin (see Tables in Appendix D) reveal the effect of the PIDscuthe
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photon-like cluster spectra have to be corrected for seg#exts. Theses corrections are
described in detail in the following section.

7.3.2 Corrections of the Photon-Like Cluster Spectrum

The fully corrected inclusive photon spectrum is determiftem the photon-like cluster
spectrum as described by Equation 7.11. The raw spectrutillisantaminated with
clusters produced by charged hadrons and electrons as svedwdral particles such as
neutrons and antineutrons. Moreover, highly energetidgisowhich traverse matter
have a certain probability to suffer pair production. Alistdirectly influences the cluster
spectrum and must be taken into account and corrected. Vagant yield of inclusive
photons is calculated per unit rapidity at mid-rapidity dod full azimuth. However,
the geometric acceptance of the EMCal is limited at middiépidue to the incomplete
azimuthal coverage (see Section 5) of the central arms acalibe of the large number
of bad towers that are excluded from the analysis. Thergetbeenumber of measured
clusters must be extrapolated via a geometric acceptampection. The limited energy
resolution of the EMCal smears the measured energy. Theteffsimulated and cor-
rected with the so-called reconstruction efficiehcylhe finite position resolution, the
efficiency of the PID cuts and the non-vertex correction @eetion 7.2.5) are also taken
into account in the reconstruction efficiency. Finally, areotion of the limited ERT
efficiency must be applied to the high-filtered data sample in order to account for pho-
ton losses at the trigger threshold. All these correctiorsdascribed thoroughly in the
following.

Geometric Acceptance

The acceptance correction as well as the reconstructianeef@ly described in the next
section is determined with a fast Monte-Carlo simulatioftne Bame code was used in
the neutral pion analysis of the same data set [BatO5b, Bat0% was originally devel-
oped by [Rey03a]. It simulates the geometry and the det@ctgerties as accurately as
possible.

The simulation of the geometric acceptance of the EMCal iiogle photons in a
certain phase space is rather simple. It is given by the nuwibearticles that hit the
active area of the detector compared to the number of phetmitsed in the considered
phase space. For the photon analysis the phase space idgitles rapidity interval of
—0.45 < y < 0.45 and complete azimuthal coveralyg= 21t In the simulation photons

9The nameaeconstruction efficiendyas its origin in the® analysis. The finite energy resolution affects
the reconstruction of the neutral pion via the two-photoceggBat05b].
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Figure 7.7: Rapidity distribution used in the fast Monte-Carlo to siatel single photons in the rapidity
range—0.45< y < 0.45. The shape follows a Gaussian around zero with3.0 and therefore appears to
be almost flat.

are created randomly within this phase space. The traresweosnentunpr of the sim-
ulated photons are chosen to be uniformly distributel {0 pt < 40 GeVk) to have the
same statistics over the entipg range. Thez-vertex is assumed to be uniformly dis-
tributed and is restricted t@ertey < 30 cm as this cut is applied in the analysis of the real
data. While the azimuthal direction is a flat distributioreoirt the rapidity distribution

is chosen to have a Gaussian shape which is illustrated urd-ig.7. The Gaussian is
chosen to be distributed around zero wittr & 3.0, which makes the distribution rather
flat in the rapidity range-0.45 < y < 0.45. The geometric acceptance is calculated by
dividing the pr distribution of photons that hit the EMCal by tipe distribution of gener-
ated photons. The result is shown in Figure 7.8. Since om\atiive part of the EMCal
contributes to the geometric acceptance the same map obbadst which is used in the
analysis of the real data (see Section 7.2.6) is includelddriast Monte-Carlo. The sim-
ulated geometric acceptance reveals a drop with increasingverse momentum. This
is due to the fact that the depth of an electromagnetic shdegeends on the energy of
the incident particle. Therefore, for a particle that hits tletector surface with a large
angle of incidence the impact position and the tower of maxmenergy in the cluster
differs from each other. This leads to leakage effects aettges of the EMCal. The
probability for a photon to leak out of the detector incresasgth increasing energy. In
the fast Monte-Carlo the relation between the maximum tgwesition and the angle of



7.3 Measurement of Inclusive Photons 89

e

[\

O
N

0‘2%..0.0....0.....................

B °* PbSc
PbGl

e
{

geo. acc. for photons with |y| < 0.45
o =
o —
(94 N
N N

1 P T I R SRR B
0 2 4 6 8 10 12 14 16

photon P, [GeV/c]

Figure 7.8: The geometric acceptance of the PbGIl and PbSc in the Runnitiimg period studied with a
fast Monte-Carlo simulation. A slight decrease in the ataege with increasing transverse momentum is
observed which is caused by the energy dependence of theskepth (see text for further details).

incidence is parameterized (for a photon in the Monte-Camly impact position and an-
gle of incidence are simulated) and the observed drop inrf€igi8 indicates the expected
leakage effect.

Reconstruction Efficiency

The measurement of a particle spectrum is modified by detepexific effects and the
application of cuts in the analysis. Therefore the measapattrum of inclusive pho-
tons f(Pr)measureddeviates from the true input spectrufipr)wue. The reconstruction
efficiencyerecois defined as the ratio of the two:

1:(pT>measured
f(PT)true ‘

The main factor which makes the efficiengy.,deviate from unity is the limited energy
resolution in combination with the steeply falling distribution. For a flajpr distribu-

tion the same number of particles are shifted out of a cefiaimas are shifted into it.
Therefore the effect of the finite energy resolution on thasaeed number of particles in

a certainpt bin would cancel by itself. However, in case of a steeplyriglspectrum the
shift from lower to highempr bins is always considerably larger then vice versa. Hence
the spectrum is shifted towards higher transverse momehiehvieads to an efficiency

Ereco( PT) = (7.13)
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Parameterﬂ PbGl ‘ PbSc

Co [mm] || 28.0 | 20.0
C1 [mm] 6.73 | 8.35
C2 [mm] 1.61| 0.15

Table 7.6: Parameters describing the position resolution in PbGl dfcPrespectively. The parametgr
corresponds to the radiation length in the detector mateeéa Table 5.1).

€reco> 1 for mostpr bins. As was discussed in Section 7.2.5 the limited enegpluéon
of the detector is incorporated in the simulation by a snmggoif the cluster energy. The
parameters are fixed with the help of thftpeak width (see Table 7.3).

Another detector effect that influences the measured spras the finite position
resolution of the detector. The hit position is requiredtfa reconstruction of the particle
pr and therefore any shift of the hit position also shifts fhedistribution. Like the
cluster energy the impact position of the particle is smgaecording to a Gaussian in
the fast Monte-Carlo. The sigma of the Gaussian distrilbutimmprises to components:
gy 0 which describes the resolution for zero incident aryend o}, which describes
the angular dependence. The two components are given by:

__N° C
0" = ————00, (7.14)

/E/GeV
0

Oy = Co-sin(d).

The overall sigma describing the total angular dependesitipa resolution is given by
the quadratic sum of the two components:

Oyy(B) = Ony O & Ty (7.15)

Oxy(0) is given in mm. The parameters are specified in Table 7.6 amdased on the
nominal position resolution given in [Aph03]. The parametg andc; for the PbSc are
taken from the PbGI. In order to account for the differentngitarity in the two EMCal
subsystems the PbSc position resolution is scaled by tleafathe tower dimensions in
PbGIl and PbSc. The parametgrcorresponds to the radiation length in the two subsys-
tems.

As mentioned above the reconstruction efficiency (alsamedeto as efficiency cor-
rection) corrects not only for detector specific effects &iso for cuts applied in the
analysis. The shower shape cut (see Section 7.3.1) hastedigfficiency (i.e. also pho-
tons are removed by the cut) which must be taken into accauhteianalysis. In the fast
Monte-Carlo only the tower which is hit by the particle is kg i.e. no cluster is simu-
lated. This has the drawback that the shower shape cut charmpplied in the simulation
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in the same way as in the analysis of the real data. Insteaeffioeency of the shower
shape cut is realized in the fast Monte-Carlo as a survivabahility p!,,...; Of single
photons. The survival probabilitg!,,,,,,, can be determined from thé raw yields ob-
tained from the same data set [Bat02]. The procedure is tleviag: the rawr® yield is
determined with and without shower shape cut for each seadoridually. The constant
ratio of the two spectra gives the probabililyﬁrviva, to lose ar® due to the shower shape
cut as a function of® energy. By applying a strong asymmetry cat< 0.2) the ratio
of the ° yields can be plotted as a function of the mean photon e@rgy%. The
advantage of this method is that the reconstruction of aéptons via the invariant mass
analysis ensures that only photons constitute the specifbos together with the strong

asymmetry cut the survival probability for photons can Ime@y derived as follows:

Y _ /A0
psurvival - psurvival : (7 . 16)

P ivar IS derived for each sector and the average is calculatetiédmio EMCal subsys-
tems. The survival probability for single photons due toghewer shape cut {98+ 2)%
for the PbGl anc{98f§)% for the PbSc, respectively.

The energy PID cut is reproduced in the fast Monte-Carlo Iplyapg a cut on the
smeared energy of the simulated particle. However, sireertiergy threshold is very low
the PID cut has only a minor influence on the reconstructitoiency.

As was mentioned in Section 7.2.5 a non-vertex correctioregslired in order to
take into account measured neutral pions which did not det#ye vertex. These non-
vertex decays shift the measurafl peak and hence influence the energy scale which
is determined using the measur@lpeak position. The reconstructed peak position of
neutral pions which do not come from the vertex is at a loweaiiant mass. Since the
linearity correction of the energy scale is determined leyrtitio of the simulated (which
does not include any non-vertex decays) to the meastt@eak position the corrected
scale is shifted towards higher energies. It was shown inlsition studies that this
shift is described by an offset of W6+ 1.0% independent of the energy [Baz03c]. In
order to correct for this the same offset is introduced indhleulation of the efficiency
correction in the fast Monte-Carlo, i.e. the particle eyeig shifted by+0.7%. By
applying the efficiency correction to the measured spectheneffect of non-vertex’s
is hence corrected.

Equation 7.13 implies the knowledge of the true inclusivetph spectrunt (pr)true-
However, since the efficiency correction is needed to detexrthe true spectrum, the
latter is in principle not known at the beginning of the ais&édy Therefore, the efficiency
correction must be determined in an iterative way. In the itiesation an assumed spec-
trum, e.g. based on the raw cluster spectrum or some eariasumed spectrum, is used
as input to the simulation. This approach results in a firpt@amation of the efficiency
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correction which is applied to the raw cluster spectrumyjaliog a new input distribution.
This process is repeated until convergence of the recartgtnuefficiency is achieved. In
the simulation a parameterization of the measured incysioton yield & /dpr is used.
This parameterization is composed of a low and a tpglpart to account for the differ-
ent physics mechanisms which are responsible for partrol@yztion in the differenpr
regions (see Section 2). The shape of the distribution atdews well described by a
Hagedorn function:

dNHag A
= : (7.17)
dpr (po+pm)™
At high pt the distribution follows a power law:
dNPower B
dor o (7.18)

A, B, po andn are free parameters of the parameterizations. In ordersorera smooth
transition between the two regions a Woods-Saxon type ifem¢lvith free parameters;
andap) is used as a weight for both contributions:

dN dNHag dNPower
dor aws: dpr +(1-awsg)- dor (7.19)
) 1
with ays = ——
1+exp(a—21)

The fit of the two individual parameterizations to the datshewn in Figure 7.9(a). The
data points represent the fully corrected inclusive photetd measured in the PbGI
which was used to extract the direct-photon signal. The Hageand the power law
were fitted in the region below and abope = 6 GeVL, respectively but plotted in the
entire pr range. In order to point out deviations between the fittedpaterization and
the data points the relative difference is illustrated igufe 7.9(b). The open circles
show that the Hagedorn fails to describe the data alpgve 5.5 GeVL, while the power
law (closed circles) do not describe the data well befgwe 5.5 GeVL. The transition
between the two functions is smoothed by the Woods-Saxanftypction that is shown
in Figure 7.9(b) (in arbitrary units). It must be noted hdmattthe measured spectrum
of inclusive photons is distorted by the so-callddster merging effect This must be
taken into account in the determination of the fit parametdrish are needed to describe
f(p7)wrue- A detailed description of the cluster merging effect assccibrrection is given
in Section 7.3.3.

The input spectrum is simulated employing the same assangpfor single photons

as for the acceptance correction, €&@erey < 30 cm, flatpr distribution etc. However,
because the shape of tpe-distribution has a major impact on the efficiency corractio
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Figure 7.9: (a) Fully corrected inclusive photon yield measured in th&Rgrey circles) and the fit of the
two parameterizations to the data. The Hagedorn is fitteHamrange 1 Ge¥t < pr < 6 GeV/c and the
power law in the range 6 GeM < pr < 16 GeV/c. (b) The relative difference of the fits to the data. The
open and closed circles show the good agreement of the Hagkahwtion and the power law with the data
at low respectively highpr. The weight function to ensure smooth transition betweentwo regions is
shown as a black line (Woods-Saxon type function) in arbjituaits.

each patrticle is weighted according tojitsat creation. This procedure has the advantage
that the same accuracy is achieved over the eptireange. The efficiency correction is
then determined simply by using Equation 7.13, i.e. by dngdhe pr distribution of
accepted and smeared photons by the spectrum of inputlparti@t hit the detector.
Figure 7.10 shows the reconstruction efficiency after tha fieration for the PbGIl and
PbSc, respectively. The efficiency is determined with anthovit particle identification
cuts. The application of the energy and shower shape cut3jPHEads to a reduction
of the efficiency since they remove real photons from the dataple. The difference
between PIDO and PID3 is primarily caused by the limited &fficy of the shower shape
cut (the cut removes about 2% of real photons). It should bedhat this point that the
term “reconstruction efficiency” suggests a correctios ksn unity. However, since for
single photons the reconstruction efficiency primarilyreots for the energy smearing
of the detector (which shifts particles from low to highk) the corrections rise above
unity and must be considered as a correction rather thanfiareety (hence the term
"efficiency correction").

Charged Particle Background

As was mentioned above even after the shower shape cut sfradtcharged hadrons
(primarily charged pions) remains in the spectrum of phdtikeclusters. Also electrons
and positrons which emerge from vector meson decays or padtuption { — e"e")
distort the inclusive photon spectrum. In order to identifgse charged hits and remove
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Figure 7.10: The reconstruction efficiency of single photons simulatediie PbSc and PbGI with (PID3)
and without (PIDO) particle identification cuts. The diffece between PID3 and PIDO arises mainly from
the shower shape cut which has a limited efficiency of 98% hecefore removes real photons from the
data sample. The reconstruction efficiency for single p®ise above unity and thus must be considered
as a correction rather than an efficiency, which primarilgrects the effect of the limited energy resolution
together with the steeply falling spectrum.
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Figure 7.11:(a) The PC3 s located directly in front of the EMCal and tfiereis ideally suited as a charged
particle veto (CPV) detector for charged hits in the EMCAI). $chematic illustration of the projection of
the charged PC3 hit onto the EMCal surface.

them from the EMCal data one of the pad chambers is utilized.déscribed in Sec-
tion 4.2.3 the pad chambers are part of the charged pantéstking system in PHENIX.
The PC3 has the advantage that it is positioned directlyantfof the EMCal (see Fig-
ure 7.11(a)). Charged particles create a signal in the RC®€ following also referred
to as a charged hit) before they create a cluster in the EMBwglcorrelating charged
hits with clusters in the EMCal the fraction of charged pes in the photon-like cluster
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Figure 7.12:(a) Distribution of the minimum distanak:"V between PC3 hit projection and EMCal cluster
for real and mixed events in the PbGl for the rang2@eV/c < prt < 4.2 GeV/c. The mixed distribution
results from pairing EMCal clusters from one event to PC8 imitanother event and is scaled to the real
distribution. (b) The ratio of the real and mixed distrilouiti The constant fit at large distances determines
the scaling factor for the mixed distribution.

spectrum can be determined. A correlation between EMCaltals and charged hits in
the PC3 is established by defining a veto radius. All EMCadtets that have a charged
hit projection within the chosen veto radius are removedftbe sample. However, the
background subtraction is not done hit-by-hit but on a stiafl basis. The method was
already applied in previous photon analyses, e.g. in the-Au direct-photon analysis
using PHENIX Run Il data [KB04b]. The approach is the follagi Each charged par-
ticle hit in the PC3 is projected onto the EMCal surface bygghe straight line from
the vertex to the charged hit. This is illustrated in Figurgl{b). In a next step for each
hitin the EMCal the distancaSPV to the nearest charged hit projection in the same event
is calculated. This is done for each EMCal hit in the phot&a-tluster spectrum for
different pt ranges and for the minimum bias and ERT filtered data set stghar A
typical distribution ofdSPV is shown in Figure 7.12(a) for.2 GeV/c < pr < 4.2 GeV/c
for hits in the PbGI. EMCal clusters can be correlated to garhits ifd°PV is below
some threshold (the veto radius). Hence all charged hite liee "peak” visible at small
values ofd$FV in Figure 7.12(a). The threshold depends on the considerednge and
must be adjusted to the data.

Although the muiltiplicity in p+ p collisions is small, uncorrelated EMCal clusters
and charged hit projections randomly yield minimum diseloelow the chosen thresh-
old and thus would misleadingly contribute to the chargeckbeound. This so-called
combinatorial backgroundan be determined using the so-callatked eventechnique
(hence the distinction betweeeal andmixed event& Figure 7.12(a)). In this method

the dSPV distribution for uncorrelated pairs is determined by mixEMCal clusters and
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charged hits from different events thereby ensuring tHgbaihed pairs are completely
uncorrelated. Because the statistics of real and mixed pagr different, the background
of mixed pairs must be scaled to the distribution of real gaifhis is done using the
ratio of thedCPV distribution of real and mixed events. The constant fit tortitéo at
large distances as shown in Figure 7.12(b) is used as thag&attor. The combinatorial
background in the distribution of real events is well reproed by this technique (see
Figure 7.12(a)). At large transverse momenta the stadisfiiectuations become larger
and a reliable constant fit to the ratio is not possible. Is taise the integrals of the real
and the scaled mixed distribution are calculated in a ran¢grgedSPV and the scaling

min
factor is determined as the ratio of the two integrals.

After the subtraction of the combinatorial background frima distribution of real
events the integral under the peak up to the chosen vetosrétiiei veto radius decreases
with pt and ranges from 30 cm at low to 6 cm and high) represents the number of
EMCal hits that can be correlated with a charged hit in the BGI-2°Y. This number
is compared to the total number of EMCal hits in the sgmeange NP@! ) and yields

cluste
the fraction of charged hit&., in this pr bin:

1 Ncharged

Xop = —— - —cluster (7.20)

total
Epc3 Ncluster

Equation 7.20 takes into account the limited efficieagys of the PC3. On the one
hand the PC3 does not cover the complete EMCal acceptanade@ther hand the PC3
has areas which were inactive during the data taking pemaldtiaerefore did not con-
tribute to the charged signal. Either aspects worsen thaesftly of the PC3 within the
EMCal acceptance. Strictly speaking the PC3 efficiency @earegarded as a geometric
acceptance matched to the EMCal acceptaAcEherefore the PC3 efficiency was esti-
mated by projecting the PC3 acceptance onto the EMCal sudiad by identifying areas
in the PC3 which show unusual low activity compared to theaye. The procedure is
the following: so-calledreto mapdor each EMCal sector were filled with EMCal hits
that have an associated charged hit in the PC3, i.e. the EMT®s a PC3 hit projection
within a radius of 4 cm. This very tight condition was chos&tduse a single pad in
the PC3 covers approximately an area that corresponds tala wiith radius of 4 cm.
Figure 7.13 shows the veto map (open boxes) together witBk&al hit map (colored
boxes) for the PbGlI sector EO. White areas indicate bad ®imethe EMCal which are
not considered in the analysis (see Section 7.2.6). By cangpthe EMCal hit map and
the veto map there are already some areas in the active g BMCal visible in which
no or only a few corresponding charged hits can be found. B&c®mes more obvious
in the ratio of the veto and the EMCal hit map, which is alsovaih Figure 7.13. Blue

10The intrinsic efficiency of the PC3 was assumed to be 100%.
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Figure 7.13:EMCal hit map (colored boxes) and veto map (open boxes) ®PHGI sector EO (left figure).
The size of the open boxes determine the number of EMCal étisitave a corresponding charged hit
projection within a radius of 4 cm. White areas are bad mawlaich are excluded from the analysis. The
figure on the right shows the ratio of the veto and the EMCainaip. Blue areas indicate areas in the PC3
coverage which show only little activity and can therefoeerbgarded as inactive. The blue region in the
middle of the EMCal sector is caused by a gap in the PC3 dus toéthanical structure.

areas in the ratio indicate areas in the EMCal which havafggntly less corresponding
charged hits in the PC3. There is a blue region along-tiieection az= 46+ 1 modules
which can be found for all EMCal sectors. This region can lilasd to a gap in the
PC3 coverage which is due to the mechanical structure ofdadechpamber. A cut on the
ratio was introduced which defined active and inactive negjia the PC3. The threshold
was chosen in such a way that the physical gap in the PC3 geeréhe middle of each
EMCal sector was removed by the cut, i.e. was defined as ueacticonstant fraction of
0.09 was found to be suitable for all sectors. Figure 7.14vstibe area of the PC3 which
is defined as inactive in the acceptance of the EMCal sectbyf@e cut on the ratio. The
ratio of the EMCal area in which the PC3 is defined as inactneethe full active EMCal
acceptance gives the PC3 efficiency. The efficiency is detexhfor each EMCal sector
separately. Also a very small run dependence of the PC3eafigiwas found. In order to
account for this, the data sets were divided into two segsn@mie covering the first and
the other one covering the second half of Run Ill) and theieficy was estimated for
both segments separately. The average of both segmentsevaesalculated by weighting
with the number of events in the corresponding segment. Vakmge PC3 efficiency for
the PbGl and the PbSc was then calculated by weighting watntimber of active towers
in the corresponding sectors. Table 7.7 shows the estineffiestncies of the PC3 in the
acceptance of the PbGl and PbSc, respectively.

The PC3 efficiency was also estimated following a differgograach. Instead of di-
viding the veto and the EMCal hit map the distribution of Ipiés tower in the EMCal that
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Figure 7.14: Dead map of the PC3 matched to the acceptance of the PbGt &&ctd he inactive area is
defined by a cut of 0.09 on the ratio of the veto and the EMCahlaip shown in Figure 7.13.

have a corresponding hit in the PC3 (i.e. within a radius ofd was studied for each
sector separately. A threshold was chosen to cut out towkichvehowed significantly
less entries than the average in the same sector. The effieseterived in this method
for the PbGIl and PbSc were found to be similar to the valuesngin Table 7.7 with an
uncertainty of+5%. It must be emphasized that both methods only represesgtana-
tion of the PC3 efficiency. However, within the errors theikt values are believed to
be reasonable.

The fraction of charged particlegy, in the spectrum of photon-like clusters (with PID
cuts) was calculated for the minimum bias and the ERT filtenezht sample separately.

H PC3 efficiencyepcs

PbGI 79%=+ 5%
PbSc 92%=+ 5%

Table 7.7: Estimation of the PC3 efficiency in the acceptance of the Riy@l PbSc, respectively. The
intrinsic efficiency of the PC3 was assumed to be 100%. Theremere estimated by following two
different approaches to determine the efficiency (see texhbre details).
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Figure 7.15: Fraction of charged particleg in the photon-like cluster spectrum (PID3) derived for the
two data samples and for the PbGl and PbSc, respectivelyauBeoof the small statistics the fraction is
extrapolated to largger by a constant fit.

Xcnis shown in Figure 7.15 as a function of the phoaifor the two data sets and for the
PbGl and PbSc, respectively. The large contribution ofgd@particles at low transverse
momenta is due to charged hadrons, which were not removelebghiower shape cut.
Charged hadrons deposit only a small fraction of their gnerghe EMCal since both
subsystems have only a depth of about one nuclear absotptigth (see Table 5.1).
Also the different response to hadrons in the PbGIl and Pb8lvi®us, i.e. the PbSc as
a scintillator is more susceptible to hadrons (see Sectin $he fractionXq, levels off
at a constant value aboy® ~ 2 GeVL. This is expected since fqir > 2 GeVLk the
main contribution to the charged background originatesiftbe conversion of photons
(y — e"e") and therefore is determined by the conversion probability,. Since the
statistical fluctuations become large at highthe data is replaced by a constant fit. The
fit region was chosen for each data set and subsystem indiiy@und ranged fronp?“” =
1.8—2.6 GeV/cto p® =16 GeV/c. The charged fraction above 3 Ge\$ about 14%
in the PbGI and about 13% in the PbSc.

Photon Conversion

High-energy photons traversing a material with high atomuimber have a non-negligible
probability peony to convert into ée~ pairs. Since most photons that hit the EMCal orig-
inate at the collision vertex they have to pass through aliniaterial between the vertex
and the EMCal in the PHENIX detector. Electrons and photoos fpair production
that takes place in front of the PC3 contribute to the chapgeticle fractionX;, and are
therefore removed from the data sample. Conversions tkatgiace between the PC3
and the EMCal do not have to be considered. Because of thd disi@nce between
PC3 and EMCal any created & pair will form one single cluster in the EMCal which
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is identified as a photon cluster with the full energy of thigioal photon. In order to
correct for photons that convert on their way to the EMCaldbeversion probability in
the material from the vertex up to the PC3 is calculatpg, can be derived from the
high-energy limit of the total e~ pair-production cross section as given in [Yao06]:

7 .
Peonv = 1—exp(—§-2%), (7.21)

where the material budget of subsysteiigiven in terms of the radiation lengtk; { Xo).
Table 7.8 lists the material budget of the relevant subsysterhich were installed in
Run 1l p+ p. The calculated conversion probabilities are given in@at»d for photons
that hit the PbGI and PbSc, separately. Since this appraaektimate the conversion
probability does not take into account any detector speeffects a conservative uncer-
tainty of 0.02 is applied to the probability. The total material budgeadifferent in the
east and west arm of PHENIX, hence the conversion probaislitalculated for PbGl,
PbSc East and PbSc West separately. The average convermsi@bility for the PbSc is
calculated by weighting with the number of PbSc sectorserethst and west arm.

Neutral Background

Besides the charged background in the photon-like cluptteum also neutral particles
remain in the spectrum after the shower shape cut. Neutrtles comprise primar-
ily neutrons and antineutrons. The fraction of neutralipkes in the photon-like cluster
spectrum, after the subtraction of charged particles, vedsrohined in simulations of
Au+ Au collisions for different centralities [KBO4a]. The efigncy of the EMCal for

| X/%o
Material PbGIl | PbSc East PbSc West

beam pipe, air, DC, MVD| 0.013| 0.013 0.013
PC1 0.012| 0.012 0.012

RICH 0.021| 0.021 0.021

PC2 — — 0.024

TEC/TRD 0.064| 0.064 —
Air 0.003| 0.003 0.003
Total 0.113| 0.113 0.073

Table 7.8: The material budget in terms of radiation lengthused in the analysis to determine the conver-
sion probability in front of the PC3. The values are takemfifd’E04].
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H Pc
PbGl 0.084
PbSc East | 0.084
PbSc West || 0.055
PbSc (mean) 0.065

Table 7.9:Estimation of the photon conversion probabilities betwisercollision vertex and the PC3 using
the material budget from Run Il p determined separately for the PbGI, PbSc East and Wesim€&ha
for the PbSc is calculated by weighting with the number of ®&&tors in each arm.

neutrons and antineutrons is determined via the embeddisgnulated particles into
real events. These merged events are then analyzed withsathe analysis framework
as the real data and the influence of the detector as well abeherious analysis cuts
on the measured spectrum can be studied. The flux of neutr@haratineutrons into
the acceptance of the EMCal is determined with a GEANT sitrarieof the PHENIX
experiment. Knowing the detector efficiency and the inpaicspum the response of the
EMCal to neutrons and antineutrons can be determined. Eangut spectrum of neu-
trons and antineutrons a parameterization of the measuwogahpand antiproton spectrum
in PHENIX is employed. This approach is justified under treuagption that the produc-
tion of nucleons does not depend on the isospin. More detaillse efficiency calculation
can be found in [KBO4a].

The derived spectrum of neutral particles is compared tarteasured photon-like
cluster spectrum in the EMCal, after subtraction of the gbdrbackground. This com-
parison gives the fraction of neutrons and antineutrortsgaluster spectrum. Figure 7.16
shows the contribution of neutrons and antineutr¥pgin peripheral Au+Au colli-
siong?! after the employment of the shower shape cut in the two EMGh$gstems.
Above pt ~ 2 GeVck the neutral contribution becomes negligible. The erroslsliown
in Figure 7.16 are systematic errors. More details on syatiemancertainties due to the
various corrections are given in Section 7.3.4.

Geometric ERT Efficiency

Events in the Gamma3 data set required an energy deposit@rsum of 4x 4 towers
(i.e. a 4x 4 trigger tile) in the EMCal above a certain threshold (seetiSe 5.5.2 and
Table 5.2). All clusters in the EMCal for such a high-event are recorded and written to
disk. In principle, the geometric ERT efficiene&amma%orrects for photons that are lost

Uperipheral Au- Au collisions can be taken as a good approximation fenpreactions.
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Figure 7.16: Fraction of neutrons and antineutrons in the photon-likstelr spectrum, after subtraction of
the charged background. The shower shape cut is applied EMICal data and considered in the efficiency
calculation of neutrons and antineutrons.

for two reasons: First, single suspicious trigger tiles\@rewhole FEM’'s were masked
off during data taking or in the offline analysis. EMCal ckrstin such areas might
not fire the trigger although they deposit enough energy. gewbnd, events containing
only low energy photons are not recorded because the enemysd does not exceed
the threshold and hence do not fire the trigger. Both effexdsige the efficiency of the
high-pr trigger. However, by calculating and applying the ERT edfingy the loss of these
photons is corrected. At larg®, i.e. well above the trigger threshold, the geometric ERT
efficiency is determined solely by the number of inactivgger tiles in the acceptance of
the EMCal. This so-callegeometric limitcan be calculated as follows:

G e

amma. A

g2 gea limit) = 1— N acie (7.22)
tower

whereNhaskeddenotes the number of active EMCal towers which are locatedasked
trigger tiles (and hence do not contribute to the trigged Iﬁ@c\,\t}gﬁ’is the number of active
towers in the EMCal acceptance. Since all EMCal towers inkeddrigger tiles are
removed from the analysis (and are corrected by the gemratdeptance correction
described above) the geometric limit of the ERT efficienc§08% by construction, i.e.

masked__
Ntower =0.

The geometric ERT efficiency for single photons over therent range can be de-
termined directly from the data by comparing the photondgelbtained in the minimum
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Figure 7.17: The geometric ERT efficiency simulated with the fast Mongei@ for the PbGl and PbSc.
The trigger threshold distribution is determined by a fittte measured turn-on curve shown here for the
PbSc (open circles). The statistics of the minimum bias $aumgcomes very low above a fgwy leading

to the large statistical errors on the data points in the ggoalimit.

bias data sample and the Gamma3 data sample. This so-tathedn curveis shown in
Figure 7.17 for the PbSc data (open circles). However, simestatistics of the minimum
bias sample drops off rather quickly after the geometrigtlims been reached the ERT
efficiency is not well defined by the data in the geometrictifaithough the data already
indicate a geometric limit of 100% betwegn = 3—4 GeV/c). Therefore instead of
extracting the trigger efficiency directly from the data then-on curve is used to de-
termine the effective trigger thresholds of the ERT. Altgburable 5.2 implies constant
trigger thresholds they are in fact better described by time sf two Gaussians around
the nominal value of the threshold which account for the Giauslike ADC-threshold
distribution and the asymmetric non-Gaussian tails of thie-gactor distribution. This
was studied thoroughly as part of the neutral pion analysi&un 11l p+ p [BatO5b]. The
parameters of the effective trigger threshold distribugion PbGl and PbSc, respectively,
are derived by fitting the integrated distribution to theresponding measured turn-on
curve. These trigger thresholds are then used as input ist diante-Carlo simulation
to simulate the geometric trigger efficiency with equalistedal accuracy at alpt. The
result is also shown in Figure 7.17 for the PbGIl and PbSc. dheparison of the turn-on
curve derived from the PbSc data and the corresponding aietUERT efficiency shows
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Figure 7.18: Fraction of partner photons in® decays which are lost due to the FEM requirement even
though their energy is sufficient to fire the ERT trigger. Ab@+ ~ 3 GeVCk less than 1% of partner
photons are lost. Only the PbSc was simulated because & iRl of the PbSc covers a larger area than
a FEM of the PbGI because of the larger granularity of the Pb®erefore the effect is expected to be
smaller in the PbGl.

very good agreement in ther range where the trigger turns on. The simulated ERT
efficiency is used to correct the Gamma3 data.

In the fast Monte-Carlo only single photons are simulated,the derived geometric
ERT efficiency is valid only for the case that at most one phger FEM and event fired
the trigger (the trigger board for each FEM stores only tliermationif the ERT trigger
fired on this FEM but not in which specific trigger tile and hovamy times). In order
to keep the ERT efficiency under control the so-caf&M requirements introduced in
the analysis of the Gammaa3 filtered data. This conditiongtsce photon in a Gamma3
event only if it lies on a FEM for which the ERT trigger is setdaif the photon has
the maximum energy on this FEM in this event. Due to this negunent the accepted
photon is very likely the photon that fired the ERT trigger. oRIms that do not meet
these conditions are removed from the sample but are adadéddgethe ERT efficiency
correction. The FEM requirement is based on the assumgtainoinly one photon per
event fires the ERT trigger on one specific FEM. Because ofawenultiplicity in p+p
collisions this assumption is likely to be true for uncoatedd photons since the probability
that uncorrelated photons hit the same FEM and fire both the tE&ger is negligible.
However, decay photons e.g. originating from high-enécget decays are correlated
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and both could have, in the case of a symmetric decay, a gesesmomentum above the
trigger threshold. Since the opening angle of the decaygpisadecreases with increasing
pr both decay photons might hit the same FEM. In this case the FgMirement would
remove one of the trigger photons (the less energetic onahblERT efficiency would
not correct for this (the removed photon hagain the geometric limit where the ERT
efficiency is 100%). In order to investigate the size of tffiect T° decays were simulated
in the fast Monte-Carlo. Only such® decays were studied, where at least one decay
photon fired the trigger. The two decay photons were subeldvidto thetrigger photon
which is the more energetic photon and fires the trigger aagantner photon It was
then studied how many partner photons hit the same FEM and $afficient energy
to fire the Gammaa3 trigger. Because of the smeared triggestibid distribution it is
also possible that the less energetic photon is the triggetop while the more energetic
photon does not fire the trigger. This case is also taken intownt in the simulation.
The result is shown in Figure 7.18. Abope ~ 3 GeV/c the loss of partner photons is
less than 1%. This was deemed to be negligible. The loss thigraphotons was not
simulated for the PbGI since the finer granularity of the Ptu@lers leads to a smaller
area covered by one single FEM. Thus the effect will be eveallenthan in the PbSc.

7.3.3 Fully Corrected Inclusive Photon Spectrum

The corrected yield of inclusive photon producti%’?—‘[g}“Tstyer is calculated taking into ac-
count all corrections described in the previous sectiore Odérentz invariant form of the
yield is achieved by multiplication with a factor:

1 dZN\i/nd 1 ) ANcluster

2mprNeyt  dprdy - 2mprNevt Aprly ’ (7.23)

Where% gives the fully corrected number of photons in the rapidapgeAy at
mid-rapidity and in the transverse momentum intefyal — Apt/2, pr +Apr/2]. The
spectrum is derived from the minimum bias and the ERT filtetath sample indepen-
dently. The final spectrum is a combination of the two with ti@nsition chosen to be
at pr = 3 GeV/c, i.e. the minimum bias spectrum is used far < 3 GeV/c and the
Gamma3 spectrum is used fpr > 3 GeV/c.*? In order to normalize both samples to
the same number of minimum bias events the ERT spectrum neddsscaled down by

the rejection factorf i > derived in Section 7.2.4. A couple of additional correcsion

12Note that the Gamma3 spectrum is only used in the geometricdf the ERT trigger. In thigr range
the application of the ERT trigger efficiency is not cructdbwever, the ERT spectrum belqwy < 3 GeV/c
(where the trigger efficiency quickly declines) was usectcfimparison reasons to assure consistency of the
minimum bias and the Gamma3 data sample.
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Figure 7.19:Probability that the EMCal clustering routine can sepaitatgwo decay photons of decay
as a function of® pr. The EMCal clustering starts having problems at-af ~ 10 GeVE and~ 15 GeVt
for the PbSc and PbGl, respectively. The plot is taken froat(QBb].

are required to calculate the fully corrected Lorentz iravatrcross section of inclusive
photon production which is described in the following.

Shower Merging Correction

As mentioned in the discussion of the reconstruction efimyethe measured inclusive
photon spectrum is distorted by the so-calt#ddster (or showej merging effect The
opening angle between the two decay photons of decay decreases with increasing
transverse momentum of the neutral pion. At large transveresmenta thet® decay
photons cannot be separated efficiently by the EMCal clungteoutine resulting in so-
calledmerged clustersFigure 7.19 shows the probability that the twtddecay photons
can be separated by the clustering routine as a functioreat’tipr. The probability was
determined in a fast Monte-Carlo simulation which takes imtcount the shape of the
measured neutral pion spectrum, the geometry of the EMGieh@arameterization of the
electromagnetic shower profile obtained from test beam @&t [BatO5b]). Moreover,
an energy asymmetry cut of 0.8 was applied in the simulafitre figure illustrates that
shower merging in the PbSc (PbGI) becomes significant abakenaverse momentum
of pt > 10 GeVk (15 GeVk). In the PbGI the effect is less severe because of the finer
granularity.
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Figure 7.20:Probability for ar® decay photon to merge with its partner photon as a functidgheophoton
pr. The effect becomes significant fpt = 8 GeVktin the PbSc. In the PbGIl shower merging is less severe
in the consideregt range because of the finer granularity.

Because of the large lateral extension of merged clusters’fpr below 20 GeVc
(compared to single electromagnetic showers at the gafeall merged photons are
efficiently removed by the shower shape cut in the analysescdd, all merged photons are
missing in the photon-like cluster spectrum. In order torgifiathe bias of the inclusive
photon spectrum due @ shower merging in conjunction with the shower shape cut the
probability for ar® decay photon to merge with its partner photd™®""9is required
as a function of the photopr. py'*'®"?was determined with the same fast Monte-Carlo
code as was used to derive the separation efficiency showigume=7.19. The result is
shown in Figure 7.20 for the PbGIl and PbSc. As one can see ifigine the loss of
decay photons due to shower merging in conjunction with tioever shape cut becomes
significant for photorpr > 8 GeV/c (pr 2 12 GeV/c) in the PbSc (PbGl).

It should be noted thay decay photons also tend to overlap with increasing trans-
verse momentum. Thg meson decays into two photons with a branching ratio of ap-
proximately 40%. However, the opening angle of a two-photw@son decay increases
with the invariant mass of the meson. Since theneson is almost four times heavier
than the neutral pion shower mergingrpélecay photons can be neglected completely for
pr < 16 GeVE.

The cluster merging effect is taken into account at two ciffie points in the photon
analysis:
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1. In the simulation of the reconstruction efficiency forgdeaphotons,

2. in the simulation of background photons frathdecays.

The simulation of the reconstruction efficiency dependshershape of the true inclusive
photon spectrunf (pr)wue (Se€ Equation 7.13)f (pr)wue IS determined iteratively from
the measured inclusive photon spectréiPr)measuredn Which merged clusters from?
decays are missing. Therefore the shape of the inclusiveoptepectrum used in the
simulation of the reconstruction efficiency is biased dua®shower merging. In order
to correct this bias, the merging probabilgy*'®"™ the simulateg/T® ratio for 1° decay
photons (see Section 7.5) and the measufespectruni, . taken from [Bat05a], are
used to calculate the numbermff decay photonAy™e"9"9which are lost due to shower
merging and the shower shape cut as a function of phpton

Aymerging: [(VTP/T[O)sim no/no \év.r/ﬂ T'%eas (7.24)

As will be discussed in more detail in Section '(yﬁo/no)sim is simulated in a fast Monte-
Carlo simulation using the measurgdspectrum as input(.y”o/1'[0)\2?{1“O is the same sim-
ulation, however, with all merged photons removed accgrdinthe calculated merging
probability pif'*'9"9 Aymerdingis calculated as a function of photgm and is added to the
measured photon spectruf\ 1) measuredn Equation 7.13). The shape of this corrected
spectrum is used as input to the simulation which thus yigddsinbiased reconstruction

efficiency for single photons.

Note that the shower merging corrected inclusive photostsy is not used to ex-
tract the direct-photon signal. Inste{aﬂ‘o/no)‘évir/r?, which is utilized in the correction of
the reconstruction efficiency, is also used in the doubl® &} (see Equation 7.1) or
more precisely in the simulated background cocktail frordrbaic decays. Section 7.5
describes the details of the background simulation and heveffect of shower merging

is taken into account.

Minimum Bias Trigger Efficiency

The Lorentz invariant cross section is related to the Laremiariant yield (Equation
7.23) via the total inelastic cross section in-p coII|S|onso'”e'

d30- _ 1 . dZN\i/nd .O.inel
dp®  2mprNeyt dprdy PP

(7.25)

Because of the low multiplicity in g- p collisions the minimum bias trigger condition (at
least one PMT in each BBC must fire in a minimum bias event) tssatisfied in each



7.3 Measurement of Inclusive Photons 109

8no

o
O
[TTTT It

0.7
0.6 €.0=0.785

0.5

0.4 II|III|III|III|III|III|III|III|III
2 4 6 8 10 12 14 16 18

pr[GeV/c]
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e}

inelastic collision. Due to this limited efficiency of the mmum bias triggesmg inp+p
events the measured number of evedg does not correspond to the actual number of
inelastic p+ p collisionsNjne| that occurred in the experiment:

Nevt = Smg *Ninel - (7.26)

This can also be expressed in terms of the total inelastgsection: the minimum bias
trigger efficiency limits the fraction of the total inelastiross section that is seen by the
BBC's in p+ p collisions. The actually measured BBC cross section isrghy:
OBBC = Emg . O'glgl . (7.27)

The BBC cross section in Run lllpp was extrapolated frompp data recorded in
Run Il to beoggc = (23.0+2.2) mb [Baz05]. An extrapolation of world ¢ p data to
\/S= 200 GeV results in a total inelastic cross sectiomﬁf' =422 mb and hence a
trigger efficiency ofsmg ~ 55%, i.e. the minimum bias trigger records only half of all
inelastic p+ p collisions.

At the same time the limited minimum bias trigger efficiendfeets the number of
measured photons by the EMQdf'®. However, althougle}lg is only about 50% the

tri

fraction of photons which hit the EMCatj) is 79.0%. This is due to the fact that events
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that do not trigger the BBC'’s are likely to emit less photohsal-rapidity. The fraction

of photons which hit the EMCal from events that satisfy theimum bias trigger is as-
sumed to be equal to the fraction of neutral pions which latEMCal under the same
conditions, i.egy = €. € Was determined as part of the neutral pion analysis [Bat05b]
using EMCal data recorded with the ERTx 4b trigger (see Section 5.5.2) in coinci-
dence with the minimum bias trigger as well as without minmmiias condition. The
comparison of the measured yields obtained with these two data sets is used to extract
g-0. Figure 7.21 shows the ratio of the twB yields (ERT in coincidence with minimum
bias/ERT only) summed over all eight EMCal sectors and resflaow manyr®’s that

hit the EMCal are from events that also satisfy the minimuashirigger. The ratio is
independent opt and can therefore be approximated by a constant &t 0.785.

The ERT_4x4b data sample was recorded without vertex information nicevertex
cut can be applied, so that therertex of ERT_44b events is only limited by the central
magnet nose cones which effectively allows collision wesi of|zertex < 40 cm. Since
in the minimum bias and Gamma3 data sample a vertex daf&ty < 30 cm is applied
(see Section 7.2.4) obtained from ERT_4 4b data must be corrected to account for
this. An analysis of BBC hit multiplicities as a function dfe collision vertex described
in [Baz05] yielded the value stated abo¥g(= 0.79+ 0.02).

Both aspects of the limited minimum bias trigger efficienegsbthe measurement
and therefore must be taken into account in the calculatidimeoLorentz invariant cross
section of inclusive photon production. The unbiased fofrfaguation 7.25 is given by:

3 ~incl MB ~42njincl
d Glync — 1 . strig d lenc . O.inel (7 28)
dp® 2mprNevt & dprdy PP .
1 1 d2 incl
= Ny OBBC.- (7.29)

21p7Nevt ‘ g/ dprdy .

Bin-Shift Correction

The pr distribution of inclusive photons is a steeply falling spam. The yield is cal-
culated inpt bins of a certain finite size. Simply placing the data pointshe middle

of each bin would not be correct, since the center of a bin doesepresent the center-
of-gravity of the steeply falling distribution within tharb Instead the data points can
be shifted in the vertical direction by calculating the tuadue of the distribution at the
bin centet®. Since the true distribution is not known the shift must biewated itera-
tively. The true distributionf (pr)wue iS approximated by the parameterization given in

BAlternatively the data points can be shifted horizontailtythe pr-direction, to the true center-of-
gravity within the bin. However, for the comparison of spadt is advantageous to have the data points in
the middle of each bin.
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Figure 7.22: (a) The cross section of inclusive photon production iapcollisions at\/s = 200 GeV

in PbGIl and PbSc. (b) The ratio of the spectra shows that tid Bjpectrum is 15-20% higher than the
spectrum in the PbSc. This discrepancy is covered by themdic uncertainty assigned to the energy
scale (grey boxes). No shower merging correction is appéiading to a larger discrepancy between the
spectra in the two EMCal subsystems with increasing trassv@omentum.

Equation 7.19. In the next step the ratio of the average wiefd pr)iue in @ givenpr bin
[P} —A/2,p5 +A/2] and the value of (pr)wye at the center of the bip$ is calculated:

1B [ 3 f(Pr)edpr
r= . (7.30)
f( pT)true

The ratior represents the yield correction and is applied to the medsueld in the given
bin:

1
dN/dpr|shifteq= - dN/dpr- (7.31)

If f(pT)true Would be the true distribution the correction shown in Egrra?.31 would
shift the data points to the true yield in the middle of eaghbin. However, in the first
iteration the parameterization is only an approximatiod e first correction shifts the
data points closer to the true distribution. The process imeisepeated with a new fit to
the shifted spectrum. After a couple of iterations the adiroar becomes negligible. The
total correction is of the order of a few percent and increagih increasing bin width
and steeper falling spectra.

Inclusive Photon Cross Section

Figure 7.22(a) shows the cross section of inclusive photodyxtion in p+ p collisions
at/s= 200 GeV at mid-rapidity. Tables listing the inclusive photoss section in the
PbGl and PbSc can be found in Appendix E.1. Note that all coaes are applied except
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for shower merging which is only used to derive the unbiasedmstruction efficiency
and is instead implemented in the simulation of the backgioyt® ratio (see Section
7.5.2). Therefore the effect of shower merging leads to riceeasing deviation of the
inclusive photon spectra in PbGl and PbSc with increaging The PbGI spectrum is
some 15-20% higher than the spectrum in the PbSc which &rndited on a linear scale
by plotting the ratio of the two spectra (Figure 7.22(b)). wNd be discussed later only
the uncertainty due to the energy scale is considered to berrghated between PbGI
and PbSc. Since only uncorrelated uncertainties can atéauthe difference observed
between the two EMCal subsystems only the energy scale tamagris shown as grey
boxes in the PbGI/PbSc ratio. The discrepancy is coveretidgystematic uncertainty
assigned to the spectra. A detailed description of the syaie uncertainties of the in-
clusive photon analysis is given in the next section.

7.3.4 Systematic Uncertainties of the Inclusive Photon Spgum

The corrections discussed in Section 7.3.2 which are nage$s derive the inclusive
photon spectrum from the raw cluster yield are all afflictethwncertainties which have
to be propagated to the final corrected spectrum. The domstances of systematic
uncertainties are listed in Table 7.10 for the PbGl (PbSd)e fielative uncertainty on
the inclusive photon yield is given for three differgmt bins. There are two types of
systematic uncertainties (referred to as type A and B in dleviing) in the analysis
of direct photon¥’. Even though all errors are correlatedpn, i.e. they all move in
the same direction within the uncertainty, for type A errtre magnitude of the shift
can change point-by-point while for type B errors all datanpgare moved by the same
factor. Type B errors thus represent a normalization (olireggaerror and therefore are
not shown for each data point separately. In fact, in thectipboton analysis presented
in this thesis only the uncertainty of the BBC cross sectiggc is considered as a
normalization error and therefore is displayed separatetige bottom of Table 7.10. All
other systematic uncertainties are considered to be ofAyg®l are added in quadrature.
In the following all systematic uncertainties listed in Taly.10 are described in more
detail.

Reconstruction Efficiency: The result of the efficiency calculation is dominated by
the energy resolution of the detector. The uncertainty efrdtonstruction efficiency
is therefore determined by the uncertainty of the energyasimg applied in the fast
Monte-Carlo (see Equation 7.8). As described before theggmesolution of the detector
is estimated by adjusting the simulatafi peak width to the measured width. It was

14In fact this is also true for the neutral pion analysis.
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Systematic Error of the Inclusive Photon Spectrum in PbGI (b Sc) ‘
| prindep. | 5-55Gevt | 9.5-10Geve | 14-16 GeVe

efficiency 3.7% (3.5%) | 3.5% (3.1%) | 3.6% (3.4%)
global energy scale 10.7% (10.8%)| 10.6% (10.6%)| 10.6% (10.8%)
acceptance 2.5% (2.5%)

photon conversion | 2.0% (2.0%)
charged background 1.0% (1.0%)
neutral background| 1.0% (1.0%)

& 2.5% (2.5%)
quadratic sum 12.2% (12.3%)| 12.1% (11.9%)| 12.1% (12.2%)
OBBC | 9.7% (9.7%)] | |

Table 7.10:Systematic uncertainties of the inclusive photon yielchia PbGI (PbSc) in three differept
bins. The analysis demonstrated that there is only a nppatependence. The uncertainty on the measured
BBC cross sectioogpc is considered to be a normalization error while the remajieimors cause the data
points to move in the same direction, but not necessarilgyathe same factor. The normalization error is
not included in the quadratic sum.

shown in the neutral pion analysis of Run Il AWAu that an additional smearing of 2%
is required to observe a clear disagreement between theuneelaand the simulated peak
width of neutral pions. Hence the influence of the energy simgaincertainty on the
photon yield was studied by changing the constant €snm Equation 7.8 by additional
2%. The additionally smeared spectrum from the simulatias then compared to the
simulated yield obtained with the default energy resohifio The relative error on the
yield due to the uncertainty of the energy smearing in theNamte-Carlo is shown in
Figure 7.23 for the PbGl and PbSc. The uncertainty indican@ésa smallpr-dependence
abovepr = 4 GeVk. The dotted line represents a polynomial adapted to thelateul
data points. The systematic erroisA% for all transverse momenta.

Global Energy Scale: The energy scale of the EMCal is determined using the meadsure
position of ther® peak. The uncertainty of the energy scale arises from theaHatthe
actual alignment of the EMCal is not perfectly known. The=sif this uncertainty was
estimated as part of the Run Il neutral pion analyses by cangpthe energy calibration
obtained from different sources® peak position, MIP peak position of charged hadrons
andE/p ratios of electrons [Baz03c, Rey03b]. These studies rdifdtan uncertainty of

15The photon spectrum is simulated in the fast Monte-Carlodnegating single photons with a flpt
distribution which is subsequently weighted by the measapectrum. The energy and position of photons
in the acceptance of the detector is then smeared accoualihg parameters given in the fast Monte-Carlo.
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both subsystems of the EMCal. The error is estimated by ¢hgrige constant term of the energy smearing
in the fast Monte-Carlo. The dotted line represents a patyiabfitted to the simulated data points.
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Figure 7.24:Relative error of the inclusive photon yield due to the uteiaty of the energy scale in PbGl
and PbSc. The error is estimated by changing the global gisegde in the fast Monte-Carlo by 1.2%. The
dotted line represents a polynomial fitted to the simulatd goints.

1% on the energy calibration. Th® peak position and thus the energy scale is affected
by non-vertexr® decays (see Section 7.2.5). An uncertainty of 0.7% was regitp the
corresponding correction applied in the efficiency caltoia[Bat05a].

Both uncertainties are added in quadrature resulting invanadl error on the energy
scale of 1.2%. This uncertainty was propagated to the yiglkchlanging the energy scale
in the fast Monte-Carlo by 1.2%. The simulated photon yiedddd on the changed
energy scale was compared to the yield obtained with theutledmergy scale. The
comparison is illustrated in Figure 7.24 for the PbGl and®Fovepr = 4 GeVk the
uncertainty is a constant of approximately 7%. The dotteddiindicate a polynomial
fitted to the simulated data points. However, the compari#othe inclusive photon
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spectra in PbGl and PbSc (see Figure 7.22) indicates a p@ssiderestimation of the
systematic uncertainty. Therefore the systematic uniogytaue to the global energy
scale was increased by 8% on the photon yield added in quaeiivhich covered the
remaining discrepancy observed in the comparison of tHasie photon spectra.

Geometric Acceptance:The geometric acceptance is in principle a well known qiyanti
However, the parameterization used in the fast Monte-Carldescribe the difference
between the position of the tower with the maximum energyiwithe cluster and the
impact position of the photon (maximum tower parameteioratsee Section 7.3.2)
introduces an uncertainty on the acceptance correcticheln® analysis this uncertainty
was estimated with the help of a full PISA simulation, whicbed not depend on
such a parameterization. Comparisons with the result ofakieMonte-Carlo yielded

an uncertainty of 3.5% on the yield. The acceptance of neptoaais depends on the
kinematics of two decay photons. For single photons the ntaio¢y on the acceptance
is therefore assumed to be smaller. Therefore an uncertain2.5% on the yield

was assigned to the acceptance correction of the inclusiegop spectrum. Tests in
which the corresponding parameters of the maximum towearpaterization in the fast
Monte-Carlo were changed confirmed this uncertainty.

Photon Conversion: As was stated in Section 7.3.2 the absolute uncertainty en th
conversion probability was estimated to $:6.02 for both PbGIl and PbSc. Because of
the small conversion probability compared to unity thisislates to an relative error on
the photon yield of approximately 2%.

Charged Background: The uncertainty on the charged correction is determinec®y t
uncertainty of the PC3 efficiency (see Table 7.7). The uagsst due to the combinato-
rial background in the{s, analysis can be neglected. An uncertaintyAepcz= +5%
was assigned to the PC3 efficiency by compaipgs obtained with the two methods
described in Section 7.3.2. Translating the uncertaapes to the photon yield results
in an relative uncertainty of approximately 1%.

Neutral Background: The correction of neutrons and antineutrons is based on-simu
lations (see Section 7.3.2). Since the correction is vergllsabovepr = 3 GeVk the
uncertainty has only a very minor effect. However, comparisf the simulation results
employed in this analysis to simulations used in [AkiO5] lgnpn uncertainty on the

16The possible misalignment of the EMCal found in [Per05]ifiest this additional systematic uncer-
tainty in Run Il (see Section 7.2.5).
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Figure 7.25:The Lorentz invariant yield of neutral pions and inclusiv®fons measured with the PbGl and
PbScin Run Ill p+ p. The data points of the® spectrum are taken from [Bat05a]. The dotted lines reptesen
fits to ther® spectrum. The parameterization of the neutral pion specisialso given by Equation 7.19.

yield due to the neutral background correction of the ordé®6.

BBC Cross Section and Trigger Bias:The uncertainty on the BBC cross sectiogsc

in Run Il was determined to be 9.7% [Baz05], while the frantof photons in minimum
bias events that hit the EMCa} is known with an accuracy of 2.5% [Baz05]. Since both
corrections enter the cross section calculation as scédictgrs the relative uncertainty
can be directly translated to the yield uncertainty. Nog# the same uncertainties are
employed in the neutral pion analysis of Run IH-p.

7.4 The Measuredy/n° Ratio

The analysis of direct photons presented in this thesissedan the cocktail method, in
which the direct-photon signal is determined as a fractigdheinclusive photon spectrum
(see Equation 7.2). The determination of inclusive photooma the raw cluster spectrum
measured with the PHENIX EMCal was described in detail irti8a¢.3. The fraction of
direct photons in the yield of inclusive photons (also ahliee photon excess), however,
is not derived from the inclusive photon spectrum diredifgtead the yield of inclusive
photons is calculated per neutral pion in the sgmedin. This has the advantage that
many systematic uncertainties which have the same origimeiphoton and neutral pion
analysis cancel in thg/T° ratio (this will be described in more detail in Section 7)4.1
In order to calculate the inclusive photon productionfethe measured inclusive®

spectrum must be known. The spectrum of neutral pions in Ry p was determined
in an independent analysis using the same data set [Bat@i05&. Neutral pions are
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measured via their decay into two photons with a branchitig 6698.8%. Neutral pions
are reconstructed from the data via the determination ofryeriant mass of measured
photon pairs. The photon analysis presented in this thadife neutral pion analysis are
related in many ways: they utilize the same energy calinati the EMCal, employ the
same fast Monte-Carlo code for the calculation of the genmatceptance and recon-
struction efficiency, apply the same PID cuts and excludes#ime bad towers from the
analysis. This ensures that many of the systematics of #lgses are similar and cancel
to some extent in the ratio of the spectra. Figure 7.25 shbes$ drentz invariant yield
of neutral pions and inclusive photons as measured with HENIX EMCal in Run I
p+p. The data points of the? spectrum are taken from [Bat05a] and are listed in Ap-
pendix E.2. Only statistical uncertainties are shown plesonly at the highest transverse
momentum in PbGl). Systematic uncertainties will be disedsn Section 7.4.1. Unlike
the distribution of inclusive photons t@ spectrum shown in Figure 7.25 is corrected for
shower merging. The dotted lines in Figure 7.25 represertta fhe measured neutral
pion spectrum. Analogous to the inclusive photon spectharshape of they distribu-
tion is well described by a combination of a Hagedorn funcablow pr and a power law
at highpr (see Equation 7.19). When calculating the measyyefl ratio the inclusive
photon spectrum is divided by the parameterization ratheem the data points. By doing
this the statistical uncertainty of the measured neutia gpectrum is propagated to the
systematic uncertainty of the fit (see Section 7.4.1). Thasmeedy/TC ratios for the
PbGIl and PbSc are shown in Figure 7.26. Only statisticalnsicgies (i.e. the statistical
uncertainty of the measured inclusive photon spectrumyhosvn. If only decay pho-
tons would contribute to the inclusive photon spectrumyth@ ratio would level off at

a constant (see Section 7.5) determined by the power of tverdaw that describes the
spectrum of the decaying particle at large transverse mtandfigure 7.26 indicates a
rise of the spectrum towards highk implying an excess of photons due to direct photons.

7.4.1 Systematic Uncertainties of the Measureg /7° Ratio

The total systematic uncertainty of the measw&e ratio includes besides the system-
atic errors of the inclusive photon spectrum discussed ati@e7.3.4 also the systematic
errors of the neutral pion analysis. Table 7.11 lists all th@nt sources that contribute
to the total systematic uncertainty of the measwéa ratio. The uncertainty due to
the 10 peak extraction and the® shower merging correction are directly adopted from
the € analysis [Bat05a]. The uncertainties due to the chargednentral background
are unique to the photon measurement and are thereforacaetat the uncertainties
specified in Table 7.10. The strength of usinig® ratios is the fact that some systematic
uncertainties of the analyses cancel in the ratio. This isquéarly true for the global
energy scale. However, in the ratio of the photon afdspectra the linearity of the
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Figure 7.26: The measureg/T ratio in the PbGl and PbSc. For tm€ spectrum the parameterization
is used rather than the data points. The error bars représestatistical uncertainties of the measured
inclusive photon spectrum.

energy scale becomes important. The estimation of thewssgstematic uncertainties
of the measureq/ 10 ratio is discussed in the following. Table 7.11 summarizes t
estimated uncertainties for the PbGl and PbSc in threerdiftgr bins. All systematic
errors of they/TC ratio are considered to be of type A (see Section 7.10).

w0 peak extraction and shower merging: Both uncertainties are adopted from the
Run lll p+p neutral pion analysis. While the uncertainty of tifeyield due to ther®
extraction method shows only a smal-dependence but is significant for g, the
uncertainty due to the shower merging correction beconggsfgiant only at the largest
pr bin, which is due to the negligible shower merging corracta smallerpt. More
details can be found in [BatO5b, BatO5a].

7«0 Parameterization: Instead of the® data points a parameterization of the form given
in Equation 7.19 is used in the calculation of the measyrefl ratio. The parameters of
the functional form are determined by fitting Equation 7.49hte measured data points
of the neutral pion spectrum taking the statistical undeties into account as weights.
Since the statistical point-by-point fluctuations are sthed out by using a fit to the data
points the statistical uncertainty of the neutral pion spge must be propagated to the
systematic uncertainty of the parameterization.
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‘ Systematic Errors of the Measuredy/m° Ratio in PbGl (PbSc) ‘

| prindep. | 555GeVE | 9.5-10 GeVé | 14-16 GeVe

peak extraction

™ merging

T fit

efficiency

global energy scale
non-linearity
acceptance

photon conversion
charged backgroun
neutral background

1.9% (1.1%)

7.0% (7.0%)
0.5% (0.5%)
2.0% (2.0%)
11.0% (1.0%)
1.0% (1.0%)

2.2% (2.2%)
0.0% (0.0%)
1.8% (1.2%)

0.2% (0.2%)

2.1% (2.1%)
0.0% (0.0%)
6.2% (3.3%)

0.2% (0.1%)

2.1% (2.1%)
2.1% (5.9%)
11.0% (5.9%)

0.6% (0.5%)

quadratic sum

8.2% (7.9%)

10.1% (8.5%)

13.7% (11.4%)

Table 7.11: Systematic uncertainties of the measuyg® ratio in the PbGl (PbSc) in three differept
bins. All errors are considered to be of type A. Some errdues the® peak extraction or the charged
background are unique to the neutral pion respectivelygrhanhalysis and are therefore identical to the
uncertainty of the corresponding spectrum. Other err&esthie global energy scale which have the same
origin in ther® and photon analysis cancel to some extent.

The error propagation was done according to the procedw@ided in [BatO5c] for
the PbGI and PbSc spectrum separately. When fitting a pagamadton to a spectrum
of measured data points, where the statistical errors ad as weight, the errors of
the fitted parameters reflect the statistical uncertaimtiebe measured spectrum. How-
ever, assuming a parameterization implies the knowledgbeofunctional form of the
measured spectrum. Hence the uncertainties of the pananaateexpected to become
smaller than the actual uncertainties of the data pointdightyy modified parameteriza-
tion compared to Equation 7.19 with six free parameters vgasl.uln order to estimate
the uncertainty of the parameterization in a cergajnbin each parameter was changed
according to its error given by the default fit in the positaral negativg-direction. Only
one parameter was changed and fixed at a time and the fit wadedweith the other five
parameters as the free parameters of the fit. This procedsuods in twelve additional
fits. The deviation of these fits to the default one is illugidan Figure 7.27 for the PbGl
and PbSc. The black solid lines are the twelve fits with chdnmrameters divided by
the default fit. The grey histogram denotes the envelopeefdahos which indicates the
propagated statistical error from the data points to tharpaterization. The statistical
errors of the data points allow point-by-point fluctuations. they can be considered as



120 Chapter 7: Measurement of Direct Photons in p Collisions

5 M 5 LI
3 1.08 PbGl 3 1.08F PbSc

2 106 3 106
= Luf = Laf
1.02[ 102F
= =
0.98F 0.98F
0.96F 0.96F
0.94F 0.94F
092F 092F

P, [GeVic] P, [GeV/c]

Figure 7.27: Error propagation of th@r-uncorrelated statistical uncertainty of the measuredrakpion
spectrum to a systematii -correlated uncertainty of the® parameterization (grey histogram) for the PbGl
and PbSc. The black solid lines represent the ratio of thévéfigs to ther® spectrum with one changed
and fixed parameter and the default fit. The grey histograhreighvelope of the twelve ratios.

pr-uncorrelated. However, due to the assumption of a funatiftorm that describes the
spectrum the statistical errors are propagated irgg-aorrelated systematic uncertainty,
i.e. all points move in the same direction but not necesshilthe same amount (type
A).

The result of the error propagation shown in Figure 7.27 vieesked with a slightly
different approach. Rather than changing the fit paramétersiata points of the®
spectrum were shifted randomly by their statistical errorgshe positive or negative
y-direction. The changed data spectrum was then fitted wélpdrameterization given
in Equation 7.19 and the deviation to the default paramegan in eachpr bin of the
1© spectrum was calculated. This procedure was repeated B@8 tivhich resulted in
a Gaussian distribution of deviations from the default paterization in eaclpr bin.
The propagated uncertainty was extracted by calculatiagsidggma of each distribution.
The result is shown in Figure 7.28 for the PbGIl and PbSc (daitat pariation (sigma)).
In addition the maximum uncertainty given by the distribug in eachpt bin (data
point variation (max)) along with the uncertainty deriveaddinanging the fit parameters
(fit variations) and the statistical error of the data poiatse shown. It is obvious
from the figure that both methods yield a similar result fag firopagated error when
considering & errors. Moreover, as expected the knowledge of the funatiéorm
of the spectrum strongly reduces the statistical unceytaim the propagation to the
parameterization. However, it should be noted that thisnegion does not include any
systematic uncertainty due to the choice of the functiooahf For the measureg/m°
ratio the uncertainties obtained with the fit parameteratamn method are applied.
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Figure 7.28: The relative systematic error of the fit to th® spectrum in the PbGl and PbSc obtained with
two different methods. The uncertainties obtained by chanthe fit parameters agree with the uncer-
tainties obtained by changing the data points when cornemgldo errors. Also shown is the uncertainty
obtained by changing the data points and considering thénoem possible error. Comparison to the statis-
tical errors of the data points shows how the uncertaintydsiced when propagated to the parameterization
when changing the fit parameters or consideriogfrors in the data point variation method.

Reconstruction Efficiency: The efficiency calculations in th@® and the photon analysis
are similar to some extent. However, the detection of nepiens depends on the
reconstruction of the invariant mass of two photons insidergain mass window. The
limited energy resolution of the EMCal can result in a shifttiee invariant mass of
a1 decay photon pair out of the accepted mass window. Such phsivs are lost
which affects the reconstruction efficiency. The uncetyaon they/T0 ratio due to the
uncertainty of the limited energy resolution of the EMCabkvgtudied in a similar way as
for single photond/ An additional constant energy smearing of 2% was introduced
the fast Monte-Carlo and the additionally smeaygtl ratio was compared to thg'm°
ratio obtained with the default smearing. The result forBi&| and PbSc is shown in
Figure 7.29. The uncertainty due to the energy smearingrtaisty cancels partially in
they/T0 ratio. It is constant abovpr = 2 GeVk being approximately 2% in the PbGl
and 1% in the PbSc.The black solid line represents a conitdaatthe simulated data
points forpr > 2 GeVL.

Global Energy Scale:The uncertainty of the global energy scale is 1.2% as statttki
discussion on the systematic uncertainties of the inobughoton measurement. The ef-
fect of this uncertainty on thg/T® ratio was estimated in the same way. The energy scale

1"The spectrum of neutral pions is simulated with a fiatlistribution and subsequently weighted by the
measured® spectrum. The decay photons in the acceptance of the detegetesmeared according to the
parameters in the fast Monte-Carlo. Pairs of smeared phatencounted as neutral pions if their invariant
mass is reconstructed within the same mass window as uskd antlysis of the data.
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Figure 7.29:Effect of the energy smearing uncertainty on yie° ratio in the PbGl and PbSc.
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Figure 7.30:Uncertainty of the measuredr® ratio due to the global energy scale uncertainty for the PbGlI
and PbSc. The uncertainty almost cancels completely inatie. rThe black solid line is a polynomial of
first order fitted to the simulated data points. The uncetyam< 0.5% for all pr.

was changed by 1.2% in the fast Monte-Carlo and the smeagrédratio was compared
to the smearey/ 10 ratio with the default energy scale. The result is shown guFé 7.30
for the PbGI and PbSc. The uncertainty due to the global gnergle cancels almost
completely in they/T0 ratio. This is expected since the uncertainty is indepenoepr
and identical in the photon an® analysis. The solid black line is a polynomial of first
order fitted to the simulated data points. The uncertainty@s5% for the entirepr range.

Energy Non-Linearity: As discussed in Section 5.2 the EMCal suffers from non-
linearity effects on the energy scale which are taken intmant in the DST production
and in the energy calibration using tm& mass peak (Section 7.2.5). The systematic
uncertainty of the inclusive photon yield introduced by tien-linearity of the scale is
covered by the global energy scale error. This is illustrateFigure 7.31(a). It shows
schematically the influence of a possible non-linearitylfenrmeasured energy compared
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Figure 7.31: (a) Schematic illustration of the non-linearity of the enescale in the EMCal (solid line).
The functional form is based on light attenuation in the distematerial and normalized Bt= 2 GeV. The
dotted lines indicate the uncertainty of the global enegles The non-linearity is therefore covered by
the uncertainty of the global scale in the measurement gfesiphotons. The arrows indicate the different
non-linearities which are experienced by the photons of/fmé ratio at a certairpr. See text for explana-
tion. (b) Estimation of the uncertainty of the measuygr® ratio due to the energy non-linearity using the
measured doublg/ T ratio PbGl/PbSc.

to the true energy as a function of the true photon energy.dbiied line represents the
uncertainty of the global energy scaleb1.2%. The functional form of the non-linearity
(solid line) is motivated by light attenuation in the mas¢which depends on the shower
depth. The energy scale is best known aro&ns 2 GeVk hence the estimated non-
linearity is normalized at this transverse momentum.

A neutral pion with a certaipr is reconstructed from two decay photons which both
have transverse momenta that differ from tfepr. Therefore, in a certaipt bin of the
measuredy/TC ratio the corresponding photons are subject to differemtlivearities.
This is indicated in Figure 7.31(a) fondr® ratio atpr = 6 GeV/c. The inclusive photon
(y) experiences a different non-linearity than the two dedagtpns {1 andy,). Hence,
although the global scale uncertainty almost cancels cei@lglin the ratio this is not
expected for the linearity of the energy scale. This was omefil by fast Monte-Carlo
simulations in which the energy scale was shifted accortling non-linearity similar
to the function illustrated in Figure 7.31(a). However,het than using arad-hoc
parameterization to describe the non-linearity of the gnecalé® the measureg/
ratios in the PbGl and PbSc were used to estimate the unagredithey/ 0 ratio due to
the linearity. The assumption is that the difference betwebGIl and PbSc arises only

18The non-linearity depends on the material and the deteatiechanism of the EMCal. Both are dif-
ferent for the PbGIl and PbSc. Moreover, not only attenudtiaralso leakage affects the linearity of the
detectors. All of this is difficult to be taken correctly irdccount in a simple parameterization.
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from the non-linearity of the two detector subsystems bseaall other uncertainties
either cancel in the ratio or are correlated between PbGP&a&t. Correlated errors only
allow a shift in the same direction and therefore cannotarm@ny differences between
two measurements. The PbGI/PbSc ratio of /e ratios is shown in Figure 7.31(b).
An uncertainty of 7% was assigned to tpa® ratios in each EMCal subsystem due to
the non-linearity. This results in an error on the PbGl/Pk8io indicated by the grey
boxes in Figure 7.31(b) which covers the observed diffexdretween PbGl and PbSc.

Geometric Acceptance and Photon ConversionBoth uncertainties are expected to
cancel to some extent in theT® ratio. For the acceptance correction an uncertainty of
0.5% independent gir was assigned to the ratio. Since the neutral pion decays$virato
photons the uncertainty due to the photon conversion dioreis assumed to cancel only
once. The uncertainty assigned to fhe® ratio is therefore identical to the uncertainty
estimated for single photons (2%, see Section 7.3.4).

Charged and Neutral Background: The correction of charged and neutral clusters is
unique to the photon analysis and therefore the uncertafrit¥o can be directly adopted
for they/ T ratio (see Section 7.3.4).

BBC Cross Section ance,: The uncertainties ofggc ande, cancel completely in the
y/T0 ratio since the corresponding corrections are scalingfaatf the corresponding
yield independent opr.

7.5 The Simulatedy/=° Ratio

The spectrum of measured photons pderived in the previous section contains direct
photons and background photons from hadronic decays. kr tocextract the signal of
direct photons the background must be subtracted. The baokd cocktail is determined
with the help of a fast Monte-Carlo simulatith The simulation requires a parameteri-
zation of the measured neutral pion spectrum as input. Aswesioned in the previous
section a functional form given by Equation 7.19 was choséfithin the fast Monte-
Carlo neutral pions are generated witlpg rapidity andz-vertex distribution equal to
the distributions employed for single photons. Howeveg, thpidity range for neutral
pions is extended tAy = 4-1.0 around mid-rapidity sinca®s with |n| > 0.45 can also
emit photons in the rapidity randg| < 0.45. Each neutral pion then decays according
to the possible branching ratios (see Table 7.12) and thetrspe of decay photons that

19The same code which was used to simulate the efficiencieshargebmetric acceptance.
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hit the active area of the EMCal is recorded weighted acogrth thepy distribution of
the measured neutral pion spectrum. The acceptance ¢orreerived in Section 7.3.2
is applied to determine the yield of decay photons in thedipinterval |y| < 0.45. The
background of decay photons is then given as a function obta&rse momentum per
10, the simulated//T0 ratio. This has the advantage that no absolute normalizéio
necessary, i.e. only the shape of tifepr distribution must be known.

1 decays account for a large portion of the background butrttesless are not the
only source. Other contributions to theackground cocktailvhich are considered in
the simulation come from, w andn’ decays. In principle the corresponding hadronic
pr distribution must be known in order to simulate their cdmition to the cocktail.
However, since the hadronic spectrampfw andn’ are not measured with sufficient
accuracy in p-p reactions at/s = 200 GeV their contribution was estimated from the
measured neutral pion spectrum using the so-calteécalingmethod. Details of the
background simulation are given in the following section.

7.5.1 Background Cocktail

The hadrons considered in the simulation of the decay bacdkgkare listed in Table 7.12.
The dominant decay branches that have a photon in the firtal @ta shown with the
respective branching ratio [Yao06]. Decay branches witif @n the final state which
subsequently decay after a very short life time into two phstare not considered since
they are already included in the measured neutral pion spact

The shape of th@r-distribution for then, w andn’ is determined viany-scaling.
The underlying idea depends on the phenomenological clsemvthat the shape of a
hadronic spectrum when expressed as a function of the geseswnomentunmy does
not depend on the hadronic speckesin other words themr-distributions of different
hadrons differ only by a constant factor [Bou76]:

Eg%g =Cp- f(my), (7.32)
where f(my) is the production cross section of a hadron as a functiomofand Cy,
is a constant scaling factor. Theand w spectra were measured by PHENIX and the
scaling factor relative to the® measurement was determined to @g/C,o = 0.48+
0.03 [AdI06a] andC,,/C,p = 1.0+0.5 [Rya06], respectively. Thg’ production ratio with
respect to the® measurement was not measured by PHENIX but is taken fron0ps!
In the background simulation the spectrum of decay photams fj, w andn’ decays are
weighted according tow-scaling using the shape of the measured neutral pion spectr
and the hadron production ratiGg/C,p given in Table 7.12. The result of the simulation,
i.e. they/TC ratios for the different hadron species, is shown in Figu2 as determined
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hadronh Ch/Cro decay branch branching ratio
0 10 ™ — vy 98.8%
' ™ — etey 1.2%
n—ww 39.42%
0.48- 0.03 n— 1y 4.68%
d ’ ' n—etey 0.6%
n—uuy 0.03%
10405 w— Ty 8.9%
@ PEDY o Oy 0.007%
n’ — pY 29.5%
n’ 0.25+0.13| n'— wy 3.03%
n — vy 2.12%

Table 7.12:List of hadrons considered in the simulation of the decaykgemund. The production ratios
Cn/C,o are employed in thenr-scaling. The branching ratios of the dominant decay bresetre taken
from [Yao06].

from thet® spectrum in the PbGI. As stated before the main contributmnes fronT®
decays (81%). The contributions of the remaining hadroed8% 1), 3% (w) and 0.5%

(n").

7.5.2 Effect of Shower Merging

As discussed in Section 7.3.3 a fraction of tifedecay photons is removed from the
measured inclusive photon spectrum by the shower shapeueutodshower merging.
This biased spectrum is denotedy%@% in the following. When calculating the signal of

direct photons usingf, via Yiissas= Yo — Y'°°» (see Equation 7.2) it becomes imme-
diately clear that the extracted direct-photon sigyff<,is also biased if the effect of
shower merging is not taken into account in the calculaticthe backgroung®®. The
direct-photon spectrum would be distorted at large trarsevenomenta. Therefore, the
shower merging probability ai® decay photonspy™*'®", introduced in Section 7.3.3, is
applied in the background simulation to remove the sameifrmof T° decay photons
as is removed in the real data by shower merging in conjumetith the shower shape
cut. The resulting spectrum of decay photons is denoteg&"}%@’. However,ysve/%ayis
not determined directly in the simulation. Instead the nendd decay photons pet is
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Figure 7.32: Simulatedy/® ratio for the various contributions from?, n, w andn’ decays. The sum of
all hadronic decays is shown by the solid line (total). Thapshof the hadronic spectra is based on the
measured® spectrum in the PbGI.

calculated, i.e. in case af decay photons the rati(o/ﬂo/1'[0)\2?/”“O is simulated, which is
also used in the calculation of the unbiased reconstruetiiciency (see Section 7.3.3).
According to Equation 7.2 the unbiased direct-photon spettan be calculated as fol-

lows:

irect _ vU?o_yW??)ay: (1_ RW/O> . vU?o' (7.33)
Y

The background cocktail comprises photons frafinn, w andn’ decays. Only® decay
photons are subject to shower merging in the analyzerkegion due to the higher mass

of the other mesons. Therefore omw‘o/no)‘évir/f needs to be calculated. Contributions to

y/T0 from other hadronic decays are calculated as describedabov
In the simulation the spectrum of decay photons consists of two components:
1. Botht® decay photons hit active towers of the EMCal.

2. Only oner® decay photon hits an active tower of the EMCal.

Only photons of the first component can suffer from showemgmegrand hence photons
are only removed from this sample according to the showegimgmprobability of
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Figure 7.33: lllustration of the shower merging effect on the simulaggd® ratio in the PbGl and PbSc.
Merged clusters are removed on a statistical basis frompbetsim ofr® decay photons. The loss of
photons due to shower merging is more pronounced in the Pix&wibe of the coarser granularity compared
to the PbGl.

decay photorf$. (y“O/Tlo)""/0 is then given as the sum of both components after the

Sim
removal of merged clusters from the first component.

The simulateqy/ P ratio (including decays of all considered hadrons) befoxkatter
the removal of merged clusters is shown in Figure 7.33 folPth&l and PbSc. The loss
of photons in the PbSc due to shower merging ranges from 4tl86pa 9 — 10 GeVt
to 19.7% atpt = 15— 16 GeVE, while in the PbGI the loss ranges from 0.6% to 6.4%
in the samept range. As noted before the PbGI is less affected by showeginger
because of its finer granularity. Table 7.13 gives the phdies in differentpr bins in
the PbGI and PbSc derived from the fast Monte-Carlo simaatiThe simulateq/m°

20The merging probability is determined in a similar way. Ophypoton pairs are considered if both hit
active towers of the EMCal.

pT photon loss [%)]
[GeV/d] || PbGI| PbSc

7-8 0.2 1.3
9-10 0.6 4.1
11-12 1.8 8.5
13-14 3.8 13.9
15-16 6.4 19.7

Table 7.13: Photon loss due to shower merging in differgratbins in the two EMCal subsystems. The
effect is less significant in the PbGI because of its finer glieity.
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Systematic Errors of the Simulatedy/T Ratio in PbGI (PbSc)

pr indep.| 5-5.5 GeVE | 9.5-10 GeVe | 14-16 GeVet
y shower merging 0.1% (0.3%)| 0.6% (2.5%) | 2.9% (8.2%)
hadror/t® 2.7% (2.7%)| 2.8% (2.8%)| 3.1% (3.1%)
quadratic sum 2.7% (2.7%)| 2.9% (3.8%) | 4.2% (8.8%)

Table 7.14: Systematic uncertainties of the simulatgd® ratio in three differentpr bins in the PbGlI
(PbSc). The uncertainties are considered to be of type Auhkertainty due to shower merging becomes
significant only at high transverse momentum where the coorebecomes relevant. Since the correction
is larger in the PbSc the uncertainty is also larger in thecPbEhe uncertainty due to the error of the
hadron/m® ratios Cn/C;p) is identical for the PbGl and PbSc since the shape of thelatedy,/ 1 ratio is
very similar in PbGl and PbSc.

ratio after the removal of merged clusters frathdecays is used to calculate the double
ratio Ry/o which is then used to calculate the unbiased direct-phatprakaccording to
Equation 7.33.

7.5.3 Systematic Uncertainties of the Simulated /«% Ratio

The uncertainty of the simulated background cocktail is mhated by two sources: the
correction of shower merging and the hadfohiratios applied in thenr-scaling. Both
sources result in @r-correlated uncertainty of the simulatgdr® ratio of type A. Ta-
ble 7.14 shows the uncertainties of the simulatéad ratio for three differenpr bins for
the PbGI (PbSc).

Shower Merging: The probability of shower merging in the EMCal is simulateitiw
the help of a fast Monte-Carlo (see Section 7.3.3). The uaicgy of the corresponding
correction is determined by three factors [BatO5b]:

1. shower profile parameterization
2. global energy scale

3. energy non-linearity

The corresponding parameters were changed in the Monte-@acording to the
assigned errors, i.e. the energy scale was shiftetib®%. To estimate the error due to
the energy non-linearity the energy scale was multiplied Iparameterization similar to
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Figure 7.34:Uncertainties of the shower merging probability due to theastainty of the shower parame-
terization, global energy scale and energy scale non+iilyea the PbGl and PbSc.

the function illustrated in Figure 7.31¢&) The uncertainty due to the parameterization
of the shower shape was estimated in a very conservative tay:shower merging
correction was calculated for the extreme case that eachesiueposits all its energy in
one single tower. For each modified simulation the showegmegrprobability py™*"™
was calculated. The deviation from the default probabisityshown in Figure 7.34 for the
PbGI and PbSc. The uncertainty due to the energy scale i$ somapared to the shower
parameterization and is therefore neglected. The unogrtdue to the shower shape
parameterization becomes significant far > 12 GeVE (pr 2 8 GeVck) in the PbGl
(PbSc). Note the different scales in Figure 7.34 for PbGlRh8c. The uncertainty of

"9 9 translates to the uncertainty of the simulaggat® ratio shown in Table 7.14 for

three differentpr bins.

Hadron /=° Ratios: The hadroyr® ratios Cn/C;p) used in themr-scaling are listed in
Table 7.12. The stated uncertainties of the ratios are gatpd to the simulateg/ T° ratio
by shifting all parameters by the error in the positive anglatiwe direction. The resulting
y/10 ratios are shown in Figure 7.35(a) together with the ratiogithe default hadrofr®
ratios. The deviation depends only on the absolute unogytaf the hadropr® ratio but
not on the sign. The relative deviation of the shifted sirtedg/ O ratios from the default
ratio is shown in Figure 7.35(b). The error abgte= 3 GeVLk is approximately 3% with
only a slightpr dependence. The uncertainty does not depend on the EMCajstain
since the shape of the simulatgt® ratio is very similar in PbGl and PbSc (see thie®
ratios without shower merging in Figure 7.33) and so therasrdetermined only by the
uncertainties of the hadrgn® ratios.

21For the estimation of the error of the shower merging coiwaaue to the energy non-linearity it was
decided that the usage of ad-hocparameterization to describe the non-linearity is sufficie
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Figure 7.35: Systematic error of the simulatedr® ratio due to the uncertainty of the hadrohfatios
required in themr-scaling. (a) Simulategl/T® ratio with the hadropr® ratios shifted in the positive and
negative direction. The deviation is symmetric around tkudlty/® ratio. (b) The relative uncertainty of
the simulatedy/° ratio derived from the simulations shown in (a).

7.6 Derivation of the Direct-Photon Signal

The direct-photon signal is derived as a fraction of theusigle photon yield (see Equa-
tion 7.2¢2%. The fraction is determined by the ratio of the measured hadsimulated
y/T0 ratio, the double rati&r,. The double ratio is also referred to as thieect-photon

excesssince forR, > 1 the fraction given by 1 — R%) is > 0 and a positive direct-photon
signal can be extracted, i.e. the measured inclusive phsgeatrum does not consist of
decay photons alone. Equation 7.2 requires that the meheetdral pion yield and the

parameterization used in the simulation cancel each atitbeidouble ratio. This should
be true by construction. However, because the shape of thenpterization is not per-

fectly constrained by the measured spectrum a small sysiteomeertainty is introduced.

This uncertainty is covered by the error on tifeparameterization.

7.6.1 Calculation of the Photon Excess

The photon exced’, (see Equation 7.1) was calculated for the PbGl and PbScatepar
The measurey/ T ratio was divided by the simulated ratio after the mergingeaion.
Figure 7.36 shows thg/T° ratios and the calculated photon excess for both EMCal sub-
systems. For the data statistical (error bars) and totaésyeic errors (grey boxes) are
shown (except the normalization error). The error boxeb®fphoton excess also include
the systematic uncertainty of the simulated backgrourice(adrs are added in quadra-

22In fact Equation 7.33 is used in order to account for showeiging. However, this is not explicitly
mentioned in the following anymore.
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Figure 7.36: Measured and simulategT° ratios and the photon excess derived in the PbGl and PbSc.
Statistical errors are given as error bars. The grey boxemarthe data points represent the total systematic
errors (except the normalization error).

ture). For both subsystems the comparison of the measudetharsimulateq/ 1P ratios
indicates a clear excess of photons in the data above thetexplackground at large
transverse momenta. In the double ratio this is demonsdttatesalues above 1 (dotted
line in lower panels of Figure 7.36). However, a significaneéct-photon signal can only
be extracted for double ratios where the statistical eromschot allow values below 1.
For the systematic uncertainty the situation is more corapdid. This is discussed in
Section 7.6.3.

7.6.2 Signal-To-Background Ratio

The challenge in the measurement of direct photons-Hppcollisions employing the
cocktail method is based on the small signal in the large dgrackd of decay photons,
i.e. the small signal-to-background ra@®gB. It is solely determined by the double ratio
Ry:

ydirect
ydecay

— Ry—l,

S/B

(7.34)
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R/—1[%]
PbGlI | PbSc
30-35 | 3 | 1
50-55 | 8 | 8
70-75 | 27 | 9
9.0-95 | 48 | 33
11.0-130 | 119 | 34
130-150 | 156 | 174

pr [GeVIc]

Table 7.15:Signal-to-background ratio§/B = R, — 1, in the measurement of direct photons in sevpsal
bins in the two subsystems of the EMCal.

where the relationgiect = yincl _yAecay gnd R, = yincl ydecay were used. Hence the
S/B ratio is simply given by the excess of the double ratio above Table 7.15
shows the signal-to-background ratio in severalbins for the PbGIl and PbSc. Below
pr = 7.0 GeV/c the direct-photon signal is very weak and hence diffio detect, espe-
cially in the PbSc. Thé&/B ratio directly influences the error calculation by enhagcin
some of the systematic uncertainties when propagated wirbet-photon spectrum, di-
luting any possible conclusions at logt. This will be discussed in more detail in the
following section.

7.6.3 Direct-Photon Error Propagation

The statistical and systematic uncertainties of the imedyshoton spectrum and the mea-
sured and simulateg/ 1O ratios (see Section 7.3.4, 7.4.1 and 7.5.3) must be proghgat
the direct-photon signal. Gaussian error propagationtisuificient in this case because
within the fluctuations oR, the term(1— Riy) does not show sufficient linear behavior near

R, = 1. Instead the error gff"*®is calculated by changing, andy" in Equation 7.2
by the corresponding errofsR, andAy"®:

Av_gclrect: + [(1_ RyilARy) _(ylncl :tAymCl) _ydlrect _ (7.35)
Because of the ternfl—1/R,) the uncertainty becomes asymmetric for some of the
errors involved in the analysis. It can be shown that this@g@gh propagates the relative
statistical uncertainty of the photon excess above urify-1) directly to the direct-
photon signal:

Aydirect ARV

Ao ~ R (7.36)
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Figure 7.37: Schematic illustration of the significance given by the pimoéxcess,. a) The relative un-
certainty ofR, — 1 is > 100%. Therefore, only an upper limit for the deriveddtrphoton cross section can
be calculated. b) The relative uncertaintyRyf— 1 is < 100% which allows the calculation of a significant
direct-photon signal. See text for more details.

AyArectyAdirectis the relative uncertainty @ignificanceof the corresponding direct-photon
signal. Figure 7.37 illustrates schematically the sigaifime given by the photon excess.
For AR, > Ry — 1 (case a) in Figure 7.37) the uncertainty of the correspandirect-
photon signal allows a negative cross section, i.e. onlypgeulimit of the cross section
can be quoted. F&kR < R— 1 (case b) in Figure 7.37) the extracted direct-photon $igna
is significantly above zero with the same relative uncetyaas R, — 1. Equation 7.36
holds not only for the statistical uncertainty but also fibssgstematic uncertainties of the
inclusive photon spectrum that do not cancel partially anptetely in they/ 0 ratio (e.g.
charged and neutral correction). However, many of the syatie uncertainties either do
cancel at least partially in thg T ratio (e.g. global energy scale) or affect only the double
ratioR, (e.g. energy scale non-linearity, hadyaof ratio). In these cases the propagated
uncertainties do not follow the relation given by Equatio86/

There are three extreme cases for the uncertainties tisat iarthis analysis. Their
behavior expressed in terms of the signal-to-backgroutmul Ry — 1, when propagated to
the direct-photon signal, is described in the following:

1. Uncertainty of the inclusive photon spectryt¥' with no corresponding error in
the measured® spectrum, i.e. it does not cancel in tga® ratio. In this case
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AR, =R (Ay"® /yncl) £ 0 andAy"™®! £ 0. For the relative uncertainty of the direct-
photon spectrum follows:
Aycﬂrect Aycﬁrect Ayincl Ry
ydirect - ydirect - yincl ’ R/—1 :

(7.37)

This is equivalent to
Avjirect_ Avjirect_ Ayincl (7 38)
+ —HBY- = . .

Thus the uncertainty of the direct-photon signal is symimeind increased by the
signal-to-background ratig, — 1 in such a way that the absolute error of the direct-
photon signal is the same as the absolute error of the inelydioton spectrum.

It can be shown using Equation 7.38 and the relai®) = R, - (Ay"®! /yn°!) that
Equation 7.36 is valid for this type of uncertainty (statiat error, charged and
neutral correction).

2. Uncertainty of the inclusive photon spectryfff' that cancels in thg/m® ratio,
i.e. ARy~ 0 andAy"® =£ 0. According to Equation 7.35 the error is calculated as
follows: L
Aviirect: + {(1_ E) . (yincl :tAyinCl) _ yincI ) (7.39)
Y
This results in a symmetric relative errorydf €t given by:

Aygjcirect Ayincl

ydirect - yincl ’
Thus the relative error of the direct-photon signal is id=itto the relative error
of the measured inclusive photon spectrum and does not dapethe signal-to-
background ratio.

(7.40)

3. Uncertainty affects only the double rafi®y, i.e. it arises from the neutral pion
analysis or the simulateg/ T° ratio. If the error of the quantity is given byAx it
can be writtenAR, = R, - Ax/x # 0, Ay"® = 0 and Equation 7.35 becomes:

. 1 . .
A irect _ + 1— yjncl | direct ) 7.41
o= | (1= g ) V- (7.42)
The uncertainty is asymmetric and is given by:
Ayfreet  Ax/x 1
ydireet 1+ Ax/x R,—1
This uncertainty is increased by a small signal-to-backgdaratio and hence wors-
ens the significance of the direct-photon signal. The eneagylinearity belongs

to this type of uncertainty and is the dominant contributothie systematic uncer-
tainty of the direct-photon signal.

(7.42)
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Figure 7.38:Cross section of direct-photon production if-p collisions at,/s= 200 GeV measured in the
PbGlI (a) and PbSc (b). Error bars represent statisticateaimd grey boxes represent the total systematic
error (except for the normalization error).

Note that these three categories are extreme cases and unoteitainties belong to just
one of them but are a mixture of 1. and 2. because the systeerratr cancels only
partially in they/T0 ratio.

7.6.4 Direct-Photon Cross Section

From the excess of direct photons indicated in the doubie sabwn in Figure 7.36 the
direct-photon signal is calculated according to Equati@was a fraction of the measured
inclusive photon cross section (see Section 7.3.3). Thesaection of direct-photon pro-
duction in p+ p collisions at,/s = 200 GeV is tabulated in Appendix E.3 and shown in
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‘ Propagated Systematic Errors of the Direct-Photon Spectrm in PbGl ‘

prindep. | 5-55GeVc | 9.5-10 GeVc | 14-16 GeVc
peak extraction 27.0%/25.8% | 5.1%/4.9% 1.3%/1.3%
™ merging —— —]— 1.4%/1.3%
TP fit 22.7%/21.9% | 15.9%/14.0%| 7.9%/6.3%
efficiency 26.6%/27.4% | 8.0%/8.1% 4.8%/4.8%
global energy scale 12.4%/12.8% | 11.1%/11.2%| 11.0%/11.0%
non-linearity 92.1%/80.1% | 18.0%/15.7%| 4.8%/4.2%
acceptance 8.5%/8.7% 3.7%/3.7% 2.8%/2.8%
y conversion 26.5%/26.5% | 6.8%/6.8% 3.3%/3.3%
charged background 13.2%/13.2% | 3.4%/3.4% 1.6%/1.6%
neutral background 13.2%/13.2% | 3.4%/3.4% 1.6%/1.6%
&y 2.5%/2.5%
y shower merging 1.6%/1.6% 1.4%/1.4% 1.9%/1.8%
hadront® 33.4%/31.6% | 6.9%/6.5% 2.0%/1.9%
quadratic sum 113.3%/103.0% 30.4%/28.1%| 16.4%/15.6%
min. bias trigger eff.| 9.7%/9.7%

Table 7.16:Systematic uncertainties of the direct-photon spectruRPbi@l in three differenpr bins. The
quoted values give the /+ (i.e. low/high) error of the asymmetric uncertainty. Thexdratic sum corre-
sponds to the grey error boxes in Figure 7.38. The normalizatror due to the BBC cross section is not
included in the quadratic sum. The main contribution to thtaltsystematic uncertainty comes from the
energy scale non-linearity, which is amplified by the smigthal-to-background ratio.

Figure 7.38 as measured with the (a) PbGI and (b) PbSc fosuease momenta above
ptr = 3 GeVk. In the pr range below 3 GeXt the direct-photon signal is very small
and hence difficult to measure. This is reflected in the systiererrors which become
extremely large at lovwpt. The data points fopt < 3 GeV/c are therefore not shown to
draw the attention to the more significgmt range. Fompr > 3 GeV/c the double ratio
exceeds unity in eacpr bin for the PbGl and PbSc and therefore a direct-photon cross
section can be calculated in @ bins (indicated by the full circles in Figure 7.38). Sta-
tistical errors are represented by error bars. The totaésyatic uncertainty displayed as
grey boxes is the quadratic sum of the individual contritnsi(energy scaleP parame-
terization, merging etc.). The normalization error is rodwn in the figures. If the lower
total relative systematic error exceeds 100%, i.e. thdtressaonsistent with no signal,
the error is indicated by an arrow pointing downwards witld&Sconfidence level upper
limit on the cross section. It is determined 633" = 1.28- Ay{ec, whereAyf"®tis the
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‘ Propagated Systematic Errors of the Direct-Photon Spectrm in PbSc ‘

pr indep.

5-5.5GeVc | 9.5-10 GeVc | 14-16 GeVc

peak extraction
1 merging
O fit

efficiency

global energy scale

non-linearity
acceptance
y conversion

charged backgroung
neutral background

€y

y shower merging

hadronf®

2.5%/2.5%

27.9%/26.8%
——
15.0%/14.7%
17.1%/17.8%
12.8%/13.3%
95.4%/83.0%
8.7%/9.0%
27.4%/27.4%
13.7%/13.7%
13.7%/13.7%

4.1%/4.1%
34.6%/32.8%

6.6%/6.3%
——
10.7%/10.0%
6.4%/6.6%
10.9%/11.0%
23.3%/20.3%
4.0%/4.1%
8.2%18.2%
4.1%/4.1%
4.1%/4.1%

8.1%/7.7%
8.9%/8.4%

1.2%/1.2%
3.6%/3.2%
3.6%/3.2%
4.0%/4.1%
11.1%/11.1%
4.3%/3.8%
2.8%/2.8%
3.1%/3.1%
1.6%/1.6%
1.6%/1.6%

5.1%/4.4%
1.8%/1.7%

guadratic sum

114.0%/103.0%

33.6%/31.1%

15.6%/15.1%

min. bias trigger eff.

9.7%/9.7%

Table 7.17:Same as Table 7.16 but for the PbSc.

quadratic sum of the statistical error and the upper totslesgatic error (without nor-
malization error). For the PbGl only upper limits on the dirphoton production cross
section can be quoted uppe = 5.5 GeVk (except in the bipr =4.0—4.5 GeVCk). For
the PbSc the situation is even worse: only upper limits ameglup topy = 7.5 GeVk
(except in the bimpt = 6.5— 7.0 GeVk).

The pr-distribution of direct photons is well described by a poveer in the displayed
pr range of significant data points as indicated by the dottseslin Figure 7.38. The
contributions of the individual systematic uncertainepagated to the direct-photon
signal according to Equation 7.35 are listed in Table 7.167%ah7 for the PbGl and PbSc,
respectively. The main contribution to the systematic uiagaty at low and intermediate
transverse momenta comes from the uncertainty of the eiseedg non-linearity which is
amplified by the small signal-to-background ratio in thepezgivept range. Figure 7.39
shows the relative deviation of the data points in PbGl arfsidfom the power law fit to
the PbGI spectrum (dotted line in Figure 7.38(a)). WhileP&s] points in Figure 7.39

illustrate the quality of the fit, the PbSc points indicate thiscrepancy of the spectra
measured in the two EMCal subsystems. Error bars and gregshepresent statistical
errors and systematic errors due to the energy scale, tesggc All other systematic
uncertainties are considered to be correlated between &is5PbSc and hence cannot
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Figure 7.39: Comparison of the measured direct-photon spectra in PhdbPasc. The PbGl is fitted with

a power law and the relative deviation of the data points (RIn@ PbSc) to the fit is calculated. Error bars
represent statistical errors and grey boxes the systemmatiertainty due to the energy scale. The spectra
agree within the assigned uncorrelated errors.

explain the observed deviation of the data points. The paoton spectra as measured
with the PbGI and PbSc agree within the assigned errors. apparent that the direct-

photon spectra deviate some 40-60% abpyve- 5 GeV/c. This discrepancy is larger than
observed for the measured inclusive photon and neutral piedtistributions. However,

it can be shown that the ratio of the direct-photon signagsven by:

irect RSbGI -1 ecay

PbGl Ypbal
vdirect - RPbSc_ 1 ecay (7'43)
PbSc Y PbSc

Equation 7.43 illustrates that the deviation of the digglabton spectra is determined by
the deviation of the decay photon spectra in PbGIl and PbSchwéhdetermined by the
deviation of the measured neutral pion spectra, amplifiethbyratio of the signal-to-
background ratios. Since tI8B ratio is smaller in the PbSc the difference in the decay
photon spectra is enhanced.

7.7 Combination of PbGl and PbSc Direct-Photon
Spectra

One advantageous feature of the PHENIX EMCal is the employoféwo different sub-
systems which rely on different detection principles (seeti®n 5.2). The independent



140 Chapter 7: Measurement of Direct Photons in p Collisions

analysis of the PbGl and PbSc data provides a valuable aiteross check. In the pre-
vious sections comparisons of the inclusive and directgohgpectra as measured with
the PbGI and PbSc were compared to each other and found tonsestemt within the
assigned uncertainties. Thus in order to have one singlerésalt that utilizes the full
statistics accumulated by the EMCal the individual speateacombined. However, since
the error calculation results in partially asymmetric sysatic errors (see Section 7.6.3)
instead of combining the direct-photon spectra directy rireasureq/ 0 ratio and the
measured inclusive photon spectra measured with the Plil@?b8c are combined. The
expected background in the combined EMCal subsystemsaslagtd in a fast Monte-
Carlo utilizing a parameterization of the combined EMCaltna pion spectrum. Tha?

pr distributions as measured with the PbGl and PbSc were caulais part of the neutral
pion analysis described in [BatO5a]. The combined diréxitpn pr-distribution is then
determined according to Equation 7.2.

7.7.1 Combination Method

For the combination the same approach was chosen as foriii@mation of the neutral
pion spectra [Bat05a]. The combingd ratio and inclusive photon spectrum are point-
by-point weighted averages of the PbGl and Pp$distributions:

— _ Wppal(PT) - XpoaI( PT) +Wpbsd PT) - XPbsd PT)
Xewcal(Pr) = Wpbal(PT) +Wpbsd PT) ’ (7.49)

whereX; is either they/T® ratio or the inclusive photon yield at a certgin andw; is
the corresponding weight for the PbGIl and PbSc data poirttssapr. This procedure
is also described in [Yao06]. As was noted before only ervangch are uncorrelated
between the EMCal subsystems can shift data points in thé &iGPbSc in opposite
directions. Hence in Equation 7.44 the data points of Pb@IRInSc are weighted only
by the uncorrelated uncertainties. Since the data setsradated by the PbGl and PbSc
are completely independent the statistical errors areocnisly uncorrelated. For the sys-
tematic uncertainties the situation is not as simple. Fastrobthe systematic errors the
degree of correlation is not known. Therefore as a conggevastimation it was decided
to treat all systematic uncertainties as correlated exteptincertainty due to the energy
scale. The energy scale is believed to account for the diffex observed in particle spec-
tra measured with the PbGl and PbSc, e&dand inclusive photon production. Moreover,
the non-linearity of the energy scale depends on the deteptinciple which is very dif-
ferent in both subsystems and therefore justifies the assamitat the corresponding
uncertainties are uncorrelated. Thus in the combinatich@imeasureg/ T ratios the
statistical errors and the systematic errors due to theggrsmale non-linearity are used
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Figure 7.40: Combined results of (a) the measusgdt ratio compared to the expectation from hadronic
decays and (b) the derived photon excess. Error bars aitistdt grey boxes are systematic errors. The
normalization error is not included.

as weight (the global scale uncertainty almost cancels tzglp in the ratio and there-
fore can be neglected). In the combination of the inclusivetpn spectra the statistical
errors and systematic errors due to the global energy soaleae used as weight (for
the inclusive photon spectra the non-linearity is incluoheithe global energy scale error).
The weightsw; are calculated as follows:

wi(pr) = Wlpﬂz % (pr)2= ;M"(pﬂz, (7.45)

wherei = PbGl PbSc andX;(pr) is the quadratic sum of the uncorrelated erdtépr)

at a certainpr (j denotes the various error sources). In this method coectkatrors are
combined in the same way as the data points, i.e. the weightea of the PbGl and PbSc
errors is calculated according to Equation 7.44 by sulistguhe yield or ratioX; by the
correlated error at thipt. Uncorrelated errors are reduced in the combination psoces

=i 1 Wi i
J 2 _ = PbGI ) i 2
PewcalPT)” = 2 | WpbGI+ Websc OXehoi( Pr) (7.46)

Wppsc j 2
WpbGI-+Wpbsc. OXepsdPT)°] -

However, since the energy scale uncertainty, especiadydm-linearity, is not fully un-

derstood it was decided not to reduce the correspondingsarrthe combination process.

Instead the combined uncertainty of the uncorrelated syaie uncertainties is also cal-

culated according to Equation 7.44 in order to provide a ensative error estimation.

Thus only the statistical error is reduced.
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Figure 7.41:Final result of the combined direct-photon cross sectign+p at,/s= 200 GeV. Error bars
and grey boxes represent statistical and systematic exsarsFigure 7.40.

7.7.2 Combined Results

Following the rules described in the previous section tha daints and errors of the mea-
suredy/ TP ratio and inclusive photon spectrum in PbGl and PbSc werebawed. Tables
of the combined inclusive photon and neutral pion spectreerlisted in Appendix E.1
and E.2. Figure 7.40(a) shows the combined result of the unedg/ T ratio compared
to the expectation from hadronic decays. The double ratithefcombined result is
shown in Figure 7.40(b). The large excess of photons abavsithulated background
is translated into the direct-photon signal according todEpn 7.2 as a fraction of the
combined inclusive photon spectrum. The final combinedscsestion of direct-photon
production is tabulated in Appendix E.3 and shown in Figudl7 This result repre-
sents the most precise measurement of direct photons ireetany p+ p collisions at
\/S= 200 GeV to date. Error bars in Figure 7.41 indicate sta@b@crors while the
grey error boxes represent the total systematic errorspéxibe normalization error of
9.7% which is not shown. As was noted above the combinedmgdie uncertainty is
a weighted mean (according to Equation 7.44) of the uncersi assigned to the PbGl
and PbSc results. The combined result of the uncertaintidne anclusive photon spectra
(see Table 7.10), of the measungd® ratios (see Table 7.11) and of the simulaygd®
ratios (see Table 7.14) are summarized in Table 7.18 andar 1®ree differentpr bins.
The propagation of the combined systematic errors acogtdiquation 7.35 yields the
systematic errors of the combined direct-photon signtddisn Table 7.20. Naturally, as
in the case of the individual EMCal subsystems, the mainrgmriton to the systematic
error at low and intermediater comes from the energy non-linearity uncertainty. The
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Combined Systematic Errors of the Inclusive Photon Spectrm ‘

prindep. | 5-5.5 GeV/c | 9.5-10 GeVc | 14-16 GeVc

efficiency 3.6% 3.2% 3.5%
global energy scale 10.9% 10.7% 10.9%
acceptance 2.5%
photon conversion 2.0%
charged background 1.0%
neutral background| 1.0%
€y 2.5%
quadratic sum 12.3% 12.0% 12.2%
€ 9.7%

Table 7.18:Combined systematic errors of the inclusive photon spetiruthree differentor bins. The
errors are weighted means of the corresponding uncegaiasisigned to the PbGIl and PbSc analysis.

‘ Combined Systematic Errors of the Measured and Simulateq/m° Ratios ‘

pr indep. | 5-5.5 GeV/c ‘ 9.5-10 GeVc ‘ 14-16 GeVc

peak extraction 2.2% 2.1% 2.%
T merging 0.0% 0.0% 4.8%
T fit 1.5% 4.1% 7.1%
efficiency 1.5%

global energy scale 0.2% 0.1% 0.5%
non-linearity 7.0%

acceptance 0.5%

photon conversion 2.0%

charged background 1.0%

neutral background| 1.0%

quadratic sum 8.0% 8.9% 11.6%
y shower merging 0.3% 2.2% 6.8%
hadrorym® 2.7% 2.8% 3.1%
quadratic sum 2.7% 3.6% 7.5%

Table 7.19: Combined systematic errors of the measured and simujgtaliratios in three differenpr
bins. The uncertainties are weighted means of the correlspgmincertainties assigned to the PbGl and
PbSc analysis.
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Systematic Errors of the Combined Direct-Photon Spectrum ‘

pr indep.

5-5.5GeVc | 9.5-10 GeVc | 14-16 GeVc

peak extraction

™ merging

T fit

efficiency

global energy scale
non-linearity
acceptance

y conversion
charged backgroung
neutral background
&

y shower merging

hadrory®

)

2.5%/2.5%

24.2%/23.2%
0.0%/0.0%
16.5%/16.0%
19.5%/20.2%
12.5%/12.9%
82.8%/71.9%
7.9%/8.1%
24.0%/24.0%
12.0%/12.0%
12.0%/12.0%

3.4%/3.4%
30.0%/28.4%

6.0%/5.7%
0.0%/0.0%
12.1%/11.1%
6.8%/7.0%
11.0%/11.1%
21.3%/18.5%
3.9%/3.9%
7.6%/7.6%
3.8%/3.8%
3.8%/3.8%

6.3%/6.0%
8.1%/7.7%

1.2%/1.2%
3.0%/2.7%
4.5%/3.9%
4.2%/4.3%
11.1%/11.2%
4.4%I/3.8%
2.8%/2.8%
3.2%/3.2%
1.6%/1.6%
1.6%/1.6%

4.3%/3.7%
1.9%/1.7%

quadratic sum

100.4%/91.1%

31.9%/29.6%

15.6%/15.1%

min. bias trigger eff.

9.7%/9.7%

Table 7.20: Systematic errors<{/+) of the combined direct-photon spectrum propagated froanctim-
bined errors of thg/TC ratios and the inclusive photon spectra.

quadratic sum of the systematic errors listed in Table 7X@@gt for the normalization
error allows the extraction of a significant direct-photamnal for pr > 5.5 GeV/c. For

3 GeV/c < pr < 5.5 GeV/c the photon excess is above unity but the extracted direct-
photon cross section is compatible with no signal becausleeofarge systematic uncer-

tainty.

7.8 Comparisons with the Final Direct-Photon
Spectrum

PHENIX has measured the production of mid-rapidity dirdebfons in p+p at\/s=
200 GeV in the second year of physics running (see Section &8wever, the result
suffered from the small statistics accumulated in thegpRun. Significant direct-photon
signals could only be extracted in thrpe bins. Figure 7.42 shows a comparison of the
significant Run Il data points with the spectrum measuredun R (also at mid-rapidity
and the same energy) and presented in this thesis in thesporrdingpt range of the
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Figure 7.42: Comparison of the data points obtained in the direct-phatwadysis of Run Il and Run llI
p+ p in thept range covered by the Run Il measurement. Only the signifitatatpoints and the statistical
errors of the Run Il spectrum are shown.

Run Il measurement. The data points of the two measuremsnigs &xcellent agree-
ment although the statistical errors of the Run Il measurg@mee very large. Systematic
uncertainties are only shown for the Run Il data points.

The measured Run Il p direct-photon cross section can be utilized to test thieore
cal predictions over a widgyr range compared to the Run Il result. Figure 7.43(a) shows
the final data points obtained with the EMCal in comparisoNi® pQCD calculations
for three choices of theory scalgs £ pr/2, p= pr andp = 2pr). The calculations
(performed by W. Vogelsang) include prompt and fragmeotaphotons and uses the
CTEQG6M parton distribution functions [Pum02] and the BF@#rton to photon frag-
mentation functions [Bou98f Figure 7.43(b) shows the fractional difference between
data points and the theoretical predictionfior pr. The upper and lower dashed curves
in the figure show the uncertainty introduced by the difféi@ices of theory scales in
the calculation. The data are well described by the prexiabver the entirgpr range,
even though the systematic uncertainties of the measuteanefarge, especially below
pt = 5.5 GeV/c where only upper limits of the cross section could be exdéct

The good agreement between data and NLO pQCD calculatiahrixst-photon pro-
duction in p+ p aty/s= 200 GeV demonstrated in Figure 7.43 is an important result fo

23In fact, the same calculations were used to illustrate tmeritution of fragmentation photons to the
inclusive direct-photon spectrum in Figure 6.3 of Sectidh &,
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Figure 7.43:Comparison of the final direct-photon cross section with pQi€edictions at next-to-leading

order for three different choices of theory scales. (a) shihe cross section, while (b) shows the deviation
of the measurement from the calculation wjith= pr. The upper and lower dashed curves illustrate the
theoretical uncertainty due to the choice of the theoryescalhe shown uncertainties are as in Figure 7.41.

the interpretation of Ad- Au direct-photon data at the same energy. It justifies theolise
the NLO pQCD calculation as-pp reference in the calculation of the nuclear modifica-
tion factor shown in Figure 6.4 and thus puts the drawn canafhs on a firm experimen-
tal basis. Moreover, the successful theoretical desonpif direct-photon production at
RHIC is an important step towards the ultimate extractiothefgluon distribution inside
longitudinally polarized protons.

The PHENIX direct-photon cross section measurement-#ppver four orders of
magnitude presented in this thesis marks the most precissurament of inclusive
direct-photon production ay/s = 200 GeV to date. It complements the existing set of
world direct-photon data which covers energies below 63 @ed above 546 GeV (see
Figure 6.6). As discussed in Section 6.3 the necessity ehhancement in the theoretical
predictions is still an open question. The measuremengepted in this thesis provides
a first indication that direct-photon production at enesg)etween fixed-target energies
and collider energies above 500 GeV do not support the naea $aynificant intrinsic
transverse momentum of the initial state partons in theutations.
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8. The Proton Structure

The structure of the proton has been intensively studiednfany years in experiments
in which high-energy leptons are scattered off of a protageta Leptons are highly

suitable since they are, to current knowledge, point-li&eiples without inner structure.
The interaction between a charged lepton and a proton camdogsely calculated by

the theory of QED. Since the coupling constant of QED is ariglly smaller than 1

(o~ 1/137) higher order corrections play only a minor role. Eleatras well as muons
are employed in the scatterings experiments. Althoughribescsections are identical for
electron and muon scattering, the latter have the advatiagéhey can be created with
higher energies. Complementary information is gained hytrime scattering which is

governed by the weak interaction. However, the followingcdssion will focus on the

scattering of charged leptons.

8.1 Elastic and Inelastic Scattering

The scattering of relativistic electrons off of a spinlgssint-like target with charg& - e
taking into account the electron spin of2Lis referred to adlott scatteringwith the
differential cross section given by [Pov99, PerOBH c = 1):

do 4720°E"? E' 5
(E)Mott Q4 E <1 B Slnz ) (8.1)

where@? is the four-momentum transfgs,= v/c, E is the initial energy of the electron
andE’ is the energy of the scattered electron at a scattering arigde The spln de-
pendence of the scattering is given by the fagtor- p2sir? ). The term“zg E? is the
relativistic Rutherfordcross section, while the teri /E accounts for the recoil of the
proton target.

In the elastic scattering the particles in the initial analffistate are identical and the
kinematics of the scattering process is well-defined, aeafgiven incident energly the
energy of the scattered partid is defined by the scattering andle

In case of inelastic scattering some fraction of the indideergy is used to excite the
target particle, which subsequently decays into two or nparticles. The kinematics is
not well-defined but depends on the excitation energy.

149
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8.1.1 Form Factors

Elastic Mott scattering (Equation 8.1) assumes a poid-téget. It was observed in
elastic electron-proton scattering experiments that tasuared cross section is system-
atically smaller than the corresponding Mott cross secftidre deviation depends on the
momentum transfe®? from the electron to the proton, which in elastic reactiengiven

by the kinematics of the scattering. Only 10f — O the measured cross section is iden-
tical to the Mott cross section. Sin€¥ is related to the wavelength of the virtual photon
which is exchanged in the scattering process, it deternimeespatial resolution at which
the target nucleon is probed. For increas@rgthe wavelength of the virtual photon de-
creases which results in a larger spatial resolution. Toerehe observe®? dependent
deviation of the electron-proton elastic scattering cseEsgion indicates that protons are
not point-like but have a finite spatial expansion. The scit) of electrons witlQ? > 0
probes only a fraction of the proton charge and thereforentbasured cross section is
smaller than given by Equation 8.1.

The charge distribution within the proton can be expresséerms of arelectric form
factor Ge(Q?) which depends on the momentum transfer in the reaction.rfall salues
of Q? Gg is proportional to the Fourier transform of the charge ihistion. Mott scatter-
ing takes only into account the charge of the target. Howdwvermagnetic moment of the
proton, which was first measured by Stern, Frisch and Estemmal933, interacts with
the current of the electron and thus also influences theestajtcross section. Analo-
gous to the charge distribution the "magnetic distributimithe proton can be expressed
in terms of anagnetic form factor & (Q?).

The differential cross section of elastic electron-protmattering is given by the
Rosenbluttiormula [Pov99, Ros50]:

do\ (do GE(Q?) +1G§,(Q?) 2 (2 0

wheret = ﬁ% with proton mas$/.

The electric and magnetic form factors can be determined &gsoring the differ-
ential elastic cross section for different momentum trarssf Such measurements were
essentially carried out during the 1960’s and 1970’s. ®®r 0 Gg approaches unity
while Gy vanishes and Equation 8.2 reduces to the Mott cross section.

8.1.2 Structure Functions

In the scattering of high-energy electrons off of protorsoahelastic scattering is ob-
served. In inelastic reactions some fraction of the transfieenergy is used to excite the
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proton. Therefore the measured energy of the scatterenlaeas less than expected for a
given scattering angle according to elastic scatteringrkiatics, i.e. the momentum trans-
fer cannot be deduced from the scattering angle and thalieigctron energy. Similar
to the form factors which describe the "elastic structufghe proton so-calledtructure
functionsare introduced to describe the "inelastic structure" ofgh@on. The double
differential cross section for inelastic electron-prosmattering is given by [Pov99]:

d’c _(do E ) , 0
(s )y~ () M@0 120G ] 69

wherev = P- Q/M with P being the initial four-momentum of the proton avg andW,

are the proton structure functions. In the laboratory sysiath the proton at rest is
given byv = E — E/, i.e. v represents the energy which is transferred from the electro
to the proton (recoil energy). Unlike the elastic form fastdhe structure functions de-
pend on two parameters, e.g. the momentum transfer and ¢b emergy. Similar to
Equation 8.2 the second term in Equation 8.3 contains thenetegnteraction.

Instead of the dimensional quantitdg andW, the structure functions of the proton
are commonly expressed by the dimensionless structurédmsé; andF;:

Fi(x, Q%) = McWy(Q%V)
F(x,Q%) = WW(Q%V), (8.4)

where the dimensionless variable- Q% /2P - Q (Bjorkenx) is introduced.

It was shown in the 1960’s in deep-inelastic (i.e. la@@ electron-proton scatter-
ing (DIS) experiments at the Stanford Linear Acceleratont€e(SLAC) that the proton
structure functions they measured have only little depeoel®n the momentum trans-
fer [Blo69, Bre69]. It was predicted by Bjorken already in6®that the scattering off
of approximately free point-like subcomponents in the pnotvould result in structure
functions which do not depend @ for a givenx [Bjo69]. This behavior is referred to
asBjorken scaling It implies that the inelastic electron-proton scatterdargeQ? can
be regarded as the elastic scattering of electrons off aftpikie constituents within the
proton. The SLAC result was the first experimental obseowabif hard subcomponents
within the proton and a strong evidence for the, by then, tygtacal parton model.

Figure 8.1 shows results of the proton structure funcgix, Q%) measured in DIS
of electrons (ZEUY and muons (NM@&) off of protons over a wide kinematic range in
x andQ?. One can see that for> 0.02 the measurebb is nearly flat as a function of
Q? which indicates that the probed point-like partons withia proton are approximately

1ZEUS experiment at the HERA collider at DESY.
2New M uonCollaboration at the CERN SPS.
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Figure 8.1: The proton structure functiof, measured by the ZEUS (HERA) and NMC (CERN) collabo-
ration in electron-proton and muon-proton DIS, respebtivehe solid and dashed lines represent different
QCD fits. The plot is taken from [Wod99].

free. However, at small values &fa deviation from Bjorken scaling is observed. This
behavior does not arise from a substructure of the quarksbdue to the continuous
interactions in the nucleon, e.g. gluon exchange and gpairkproduction § — q- Q).
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As will be discussed in Section 8.1.3 gluons dominate at lsvaales ofx and therefore
this scaling violationcan be utilized to extract the gluon distribution in the prot

For partons with spin A2 Callan and Gross predicted that in the kinematic range in
which Bjorken scaling holds (Bjorken scaling limit) the twyucture function&; andF;
obey the following relation [Cal69]:

2xF1(X) = F2(X) - (8.5)

It was shown in the late 1970’s in experiments at SLAC thatrét® of 2xF andFy is
equal to unity within errors (for large) and therefore provided a strong indication for the
assumption that the point-like quarks within the protormgapin 1/2 [Bod79].

8.1.3 Parton Distribution Functions

The observation of the scaling behavior of the structuretion F, subsequently led to
the acceptance of the parton model in which the proton censigjuarks, antiquarks and
gluons. In DIS experiments the incident lepton is scattetastically off of a collection of
partons and hence the partonic distribution within thegumas probed. The momentum of
the proton is composed of the momentum distributions ofatsttuents. For large proton
momentum, i.e. when the transverse momenta of the conststean be neglected, the
Bjorkenx can be viewed as the fraction of the proton’s momentum ahhyethe partof.
The parton distribution function (PDF), denotgdX) (qs (X)) for quarks (antiquarks) and
g(x) for gluons, then reflects the probabifitgf finding a quark (antiquark) of flavar or
gluon with momentum fractiom, respectively. Hence the proton structure functions in
the Bjorken limit,F;(x) andF(x), represent a measure of the probability of scattering off
of a quark within the proton with momentum fracti@nIn the simple parton model the
scaling structure functions can be expressed in terms d?Dfe€s of the different quark
flavors:

i) = 306 e+ )
f

RX) = x) e [ar(x)+ar(x)] (8.6)
f

3This interpretation ok was already used in Equation 2.5 in Section 2.2.1.

“In fact, PDF’s represent number densities rather than pitities, i.e. gs (x)dx gives the number of
quarks (of flavor f) betweer andx -+ dx. However, in the following also the term probability is used
keeping in mind that PDF’s are not normalized to 1.

5The virtual photon in DIS couples only to the electric chaagd gluons are electrically neutral.
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wherees is the electric charge of the quark of flavbr The sum runs over all quark and
antiquark flavors. It was found in DIS experiments that

1
/0 X‘Z (a5 (X) + G5 (x)] dx~ 0.5, (8.7)
f

i.e. only half of the proton’s momentum is carried by the #leally charged quarks and
antiquarks. The remaining fraction therefore is carriedigyexchange particles of QCD,
the gluons.

Parton distribution functions cannot be predicted by pQGCiaduse of the non-
perturbative structure of bound partons. In principle PD&&n be calculated using
other theoretical techniques such as lattice QCD (see @g0p]). However, pQCD
also offers a different approach: if the parton distribotis known at some scale
Q3 pQCD predicts its evolution ifQ? using the so-called DGLAPevolution equa-
tions [Dok77, Gri72, Alt77]. The parameters of the inputtdisitions are determined
from the measured structure functions. DIS experimenttideo as well as fixed-target
experiments) that have contributed significantly to theansthnding of the unpolarized
proton structure were (or still are) carried out at DESY, GEBLAC and Fermilab. The
procedure for the extraction of PDF’s froRa data is roughly as follows. An analytic
shape for the parton distributions is assumed at some icplg@? = Q(Z). Although the
choice ofQj is arbitrary the corresponding(Q3) must be small enough to make pertur-
bative calculations applicable. The input distributiofietd x is then evolved to different
values ofQ? and predictions of the structure function are calculatetie Predictions
are then fitted to th&, data (QCD fits, which are e.g. shown in Figure 8.1) and the fit
parameters constrain the analytic shape of the input PRDEseanput scale.

Over the years a wealth of DIS data has been accumulated hyifteeent experi-
ments, each covering a certain rangexiand Q°. Global analyses of this world data
have been conducted by different groups in order to devedoop distribution functions
which best describe the existing data in a broad kinematiggaSets of PDF’s which are
based on recent data are developed by the MRS [Mar94], CTEQ%Land GRV [Glu95]
groups. A general overview of the analysis methods apphethése groups in order to
derive their global QCD fits is given in [CS98]. A recent seRdF'’s at the input scale
Q? = 4 Ge\? extracted by the CTEQ group is depicted in Figure 8.2. As @mesee in
the figure gluons are dominant at smallTheir large number explains how the gluons can
account for half of the proton’s momentum. While the valegaarks are likely to carry
large momentum fractions, the probability to find one singlence quark which carries
all of the proton’s momentum is very small. The sea quarkalg significant at small
x. A comprehensive review on structure functions and PDHsbeafound in [CS98].

5The name acknowledges contributions frBmkshitzerGribov, Lipatov,Altarelli andParisi.
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Figure 8.2: Overview of CTEQ6M parton distribution functions at theigcaleQ? = 4 Ge\? [Pum02].

While the distributions of the valence and sea quarks aectlyr probed in DIS ex-
periments and complementary information is obtained wesitattering of muons (elec-
trons) and neutrinos off of the nucleon, these measurenaatsiot directly sensitive
to the gluon PDF. However, as was noted in Section 8.1.2 takngcviolation of the
structure function is related to the gluon momentum diatrdmn. The quarks within the
proton continuously radiate and absorb gluons, which carsynall fraction of the pro-
ton’s momentum. Gluons also create quark-antiquark paingch subsequently decay
again into gluons. When probing the proton with sn@dl the resolution is also small
and the complex system consisting of quarks, antiquarkghmhs cannot be resolved.
With increasingQ?, however, the lepton sees more details of the complex systenthat
the proton’s momentum is shared by a larger number of parfbmsrefore, at low, the
structure functiorf increases with increasing?, i.e. the probability to find a parton
with smallx increases because the resolution increases at which tteagubstructure is
probed (see Figure 8.1)This mechanism leads to the observed scaling violatid® aft
small values ok (x < 0.02) and allows an indirect determination of the gluon disttion
function.

At large values ok the effect is opposite, i.€% decreases with increasiqy.
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8.2 Spin Structure of the Proton

In the discussion of the spin structure of the proton it mwesdistinguished between
the longitudinal (the spin of the proton is parallel to thetpn’s momentum) and the
transverse spin structure (the spin is perpendicular tptbn’s momentum). Because
Lorentz boosts and spatial rotations do not commute it ipossible to deduce the trans-
verse from the longitudinal distributions or vice versa.isTiact complicates the under-
standing of the spin structure on the one hand. On the ottt the difference between
the longitudinal and the transverse distributions prowisidormation on the relativistic

character of quark motion in the proton.

The following discussion is confined to the longitudinalsgiructure (also referred to
as helicity structure). For more information related totifagsverse spin structure please
refer to [Aid06, Bas05] and references therein.

8.2.1 The Proton Spin Puzzle

In the late 1920’s and the early 1930's it was discovered wmrtsbuccession that the
proton is a fermion of spin /2 and carries an anomalous magnetic moment. The latter
observation marks the first indication that the proton cabegoint-like and initiated the
interest in the proton spin structure. In the naive quamtgmamodel one might expect
that the spin 12 of the proton is simply given by the sum of the three spi ¢alence
quarks, two oriented parallel and one antiparallel to thetqer spin. However, deep-
inelastic scattering experiments of longitudinally padad muons off of a longitudinally
polarized proton target (polarized DIS or pDIS) carried bythe EMC experiment at
CERN discovered that the valence and sea quarks accounnljpapproximately 12%
of the proton spin [Ash88, Ash89]. This surprising resulhieh is often referred to as
the proton spin puzzle, has inspired vast experimental dlsaseheoretical activities
to understand the spin structure of the proton. More recqgrgréanents covering a broad
kinematic range have confirmed the result and today thadraof the proton spin carried
by quarks and antiquarks is believed to be between about ©898%06 [Bas05].

The longitudinal spin sum rule, which is valid at infinite mentum of the proton,
relates the contributions of the partons to the spin of tieégor (see e.g. [Glu01]):

1 1

where %AZ denotes the total quark spiAG the contribution of the gluon polarization
andLq,g the orbital angular momentum (OAM) of quarks and gluons.ajoelven after

8EuropearMuonCollaboration
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more than 15 years of intensive experimental and theotetiaek succeeding the EMC
result the spin structure of the proton is still far from lgpumderstood. While a lot of
progress has been made in the investigation of the quarkcspimnibution mainly due to
pDIS experiments, the contribution of the gluon is still mall constrained today, since
pDIS experiments are not directly sensitive to the gluonweleer, other experimental
methods such as particle production in polarizedppcollisions at RHIC have started to
provide direct access to the polarized gluon distributioa first results are on their way
(see Section 8.3). Even more problematic is the investigatf the OAM contribution of
the partons. Only first ideas to access the OAM have been pedpavhich involve the
measurement afeneralized®DF’s which are in principle accessible in exclusive reati
(see e.g. [Die03].)

8.2.2 Polarized Parton Distribution Functions

Unpolarized parton distributions (see Section 8.1.3) diesthe momentum distribution
of the parton within the nucleon regardless of the spin opmon. The polarized parton
distributions for quarks, denotexljs, are defined as follows

Aqgs (x) = af () — g (X), (8.9)

whereqf“_) (x) is the momentum distribution of a quark having the samdr opposite
(—) helicity compared to the proton (see Equation 9.2 for a defimof the helicity). If all
quark spins were oriented in the same directign(x) would be given by the unpolarized
distribution function,+qs (x), with the sign representing the helicity of the quarks with
respect to the proton. The gluon polarization is defined imaar way:

Ag(x) =g (x) =g~ (X). (8.10)

The polarized parton distributions reflect the probablifityf finding the helicity of the
parton at a certain momentum fractioto be the same as that of the nucleon (a negative
probability means opposite spin orientatioAR andAG in Equation 8.8 are derived as
the integrals of the corresponding polarized PDF’s oventbenentum fractiorx:

1
AT = /()zf:[Aqf(x)+Acﬂ(x)}dx

1
NG = /Ag(x)dx. (8.11)
0

9Aq¢ (x) for antiquarks is defined completely analogous.
10As in the unpolarized case polarized PDF’s are strictly kpgenumber densities.
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If the proton spin is carried only by quarks and antiquakkss exactly 1.

Polarized parton distributions, also referred to as hglidistributions in case of the
longitudinal spin structure, can be extracted from the fimga structure functiom (x)
which in the simple parton model is described in a similar \@ay (x) in terms of the
polarized PDF's (see Equation 8.6):

0.9 = 5 3 € [Aar (%) + 4Gy ()] ©12)
f

01(x) is measured in deep-inelastic scattering experimentslegtions polarized parallel
or antiparallel to the spin of the target proton. Due to theseovation of angular mo-
mentum the spin of the quark needs to be antiparallel to timea$phe exchanged virtual
photon. Hence the scattering cross section is differentefations polarized parallel and
antiparallel to the proton spin, respectively, if the paed quark (antiquark) distribution
is not zero. The measured polarized structure functionw shgimilar Bjorken scaling as
the unpolarized structure functions.

The fixed-target DIS experiments HERMESit DESY and COMPAS'S at CERN
are devoted to the thorough investigation of the proton spincture. The HERMES
experiment measures i.a. inclusive and semi-inclusiveticass in collisions of longitudi-
nally polarized electrons or positrons with a nucleon tefg#05, Sei07]. The target can
be polarized either longitudinally or transversely. Thegiaallows to study the transverse
spin structure of the proton. The inclusive measurementiges a significant contribu-
tion to the polarized structure functi@i(x). The contribution from the different quark
flavors, including the sea, is determined from semi-inekisgactions, in which a hadron
is identified in coincidence with the scattered lepton. TI@MIPPASS experiment at the
CERN SPS also measures inclusive and semi-inclusive ogsctising a longitudinally
polarized muon beam on a longitudinally polarized targetsiBes the measurement of
the quark contribution to the proton spin COMPASS is espigaiaterested in the gluon
polarization. The photon-gluon fusion (PGF) process, imctvithe virtual photon fuses
with a gluon radiating a quark-antiquark pair, provides aembrect way to the gluon dis-
tribution than the scaling violation @f; (x) at lowx. COMPASS was especially designed
to be able to tag such PGF events by identifying open chareiuyaten [Abb07, Mie05].

Analogous to the extraction of unpolarized PDF’s global QfE£xo the existing pDIS
data have been performed in order to extract sets of pothpiagon distribution functions
which best describe the world data. Figure 8.3 shows p@drdistribution functions
extracted by the Asymmetry Analysis Collaboration (AACY[GO, Hir04] for theu and
d valence quarks and antiquarg$solid line). The shaded area indicates the uncertainty.
As one can see from the figure the valence quark distributoadest constrained by

HHERA ME asurement oSpin
2COmmonMuon andProton Apparatus foStructure andSpectroscopy
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Figure 8.3: Polarized parton distribution functions and their undeties for theu andd valence quarks
determined in a global analysis by the AAC [Hir04].

pDIS data, while the antiquark distribution still has a Emglative uncertainty, which
even allows a positive contribution at large values.of

The gluon polarization, determined via scaling violation ghoton-gluon fusion is
currently the least constrained by pDIS measurementsré&gyd shows the best QCD fit
of Ag extracted by the AAC. Because of the large uncertainty iretteaction ofAg from
pDIS data not only the magnitude of the gluon polarizatioiaigely unknown, even the
sign cannot be fixed by present data.

8.3 Measurement ofAG at RHIC

A major emphasis of the PHENIX spin physics program at RHI@h& investigation
of the gluon polarizatiod\G in collisions of ultra-relativistic polarized 4 p collisions.
RHIC allows the measurement Af(x) over a large range of gluon momentum fraction
and with large momentum transf@’[Bun00]. The latter ensures the applicability of
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Figure 8.4: Polarized gluon distribution function and its uncertaidgtermined in a global analysis by the
AAC [Hir04].

pQCD to describe the scattering process. Several chanreeided to directly access
the polarized gluon distribution in polarizedHp collisions:

e prompt photon production: pp — y+ X
e jet production: ptp — jet+ X
e heavy-flavor production: e.g.pp — cc+ X

As one can see in Figure 8.5 all these channels involve aalisitite gluon in the produc-
tion process at leading order in pQCD. The cleanest chaspebvided by prompt-photon
production, since it does not require the non-perturbdtagmentation process (the frag-
mentation function in Equation 2.5 simply reduces @&fanction). As was described in
Chapter 6 in addition to quark-gluon Compton scattering (Sgure 8.5(a)) also annihi-
lation,q+q — g+, contributes to prompt photon production at leading orHewever,
the annihilation process is suppressed i collisions, due to the smalley density
compared tay. This fact makes the approximate calculation of the coordmg cross
section relatively simple. The calculation mblarizedcross sections at large momentum
transfer is done in a completely similar manner as describeskection 2.2.1 utilizing
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Figure 8.5: Selected Feynman diagrams of the parton processes ingadvgiuon in the initial state at
leading order in p-p collisions: (a) quark-gluon Compton scattering for prasppoton production, (b)
gluon-gluon and gluon-quark scattering for jet productenmd (c) gluon-gluon fusion for the production of
heavy quark pairs.

the factorization theorem in pQCR However, the polarized cross section is usually not
measured in spin experiments. Instead the spin asymmeting girocess given by

dAc
A = —— 1
L= "5 (8.13)

is determined, where/tb is the polarized cross section and © the unpolarized cross
section of the channel which is investigated. The subsofigy | indicates that the col-
liding protons are both longitudinally polarized (and hertlee helicity distributions are
studied). The asymmetry in Equation 8.13 is usually retetoeas double helicity asym-
metry of the corresponding process.

AL of prompt-photon production can be calculated at leadimgio(neglecting the
contribution from annihilation) as a function of photps via [BunQ0]:

> qAd(xr) @ Ag(xT) ® dAc"™¥(q+ g — g-+Y)
> qd(xt) @ g(xT) ® dohad(q+g — q+vy)

Ag(xt) 91(XT) _pard .
g(XT> Fl(XT> a (q+g q+y)7 (814)

where the average probed momentum fractigrin eachpt bin can be approximated
by: xt =~ 2pr//S. Since the partonic spin asymmeaﬂlﬁrd at large momentum transfer
can be calculated in pQCD ar%(% has been measured in DIS experim ) can

T)
be extracted from the measured double helicity asymmetoyeder, since quark-gluon

AKL(F’T)

13The unpolarized PDF’s and the unpolarized partonic crosticseare exchanged by the polarized
counterparts in the calculation of the polarized cross@ect
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Figure 8.6: Relative contribution of partonic processes to the pradacif neutral pions in g- p collisions
at,/s= 200 GeV at mid-rapidity.

Compton scattering is not the only process contributing tonpt-photon production the
extraction of the polarized gluon distribution is not asgieas implied by Equation 8.14.
Also, the measurement of prompt photons i p collisions is a demanding challenge
and requires careful analysis of the data (as demonstratedapters 6 and 7).

An alternative channel which is somewhat easier to accqsiexentally is the pro-
duction of jets (Figure 8.5(b)), especially the productidmeutral pions1°) which has
a comparatively large cross section. The fractional cbation of partonic processes to
the production off®s in p+p collisions at\/s = 200 GeV at mid-rapidity as a func-
tion of pr is illustrated in Figure 8.6 (calculations performed by Wg¥lsang). Below
pr ~ 5 GeV/c approximately 85% of producenf’s come from processes involving a
gluon in the initial state. Therefore the measurement otithéble helicity spin asymme-
try in T© production in this kinematic range is highly sensitive te tiuon. However, the
extraction of the polarized gluon density requires the Kedge of the non-perturbative
fragmentation function describing the fragmentation efsbattered parton to the neutral
pion, which poses an additional uncertainty on the measeménTher® channel is the
first which is being investigated in PHENIX in order to comastrthe gluon polarization in
longitudinally polarized protons. These analyses set thgesfor further measurements
of the double helicity spin asymmetry, ultimately utiligithe prompt-photon channel.
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The production of heavy flavor inpp collisions (see Figure 8.5¢)) as a tool to mea-
sureAg is not discussed here. However, a concise description oftbaecess the po-
larized gluon distribution via the production of heavy flawo p+ p collisions is given
in [Bun0O0] and references therein.






9. Double Helicity Asymmetry in 7"
Production

As discussed in Section 8 the double helicity asymmetryerptioduction of neutral pions
in longitudinally polarized ultra-relativistic p collisions (in the following referred to as
™ALL orA[‘i) can be related to the polarized gluon distributimix) inside the polarized
proton. Therefore, the measurememﬂ@i can give valuable insight to the proton spin
puzzle (see Section 8.2.1). The analysis presented in thik i8 the first attempt to
measure the double helicity asymmetryrdfproduction in a high-energy collider. Both
the integrated luminosity as well as the average poladmadf the proton beams were
sufficient in the third physics Run of PHENIX to expect a sfigaint result forATL‘i.

The analysis is based on the same set of nanoDST'’s as weszeadbr the direct-
photon measurement described in Chapter 7. In the folloWvirgrarious analysis steps
involved in the determination o&__ in T® production in polarized g-p collisions are
described.

9.1 Analysis Method

The double helicity asymmetry in® production is defined as given in Equation 8.13.
In terms of the production cross sections for the differeslicity combinations of the

colliding protonsA[‘i can be written as:

m© _ Olike — Ounlike 9.1
LL — . ] ) ( . )
Olike + Ounlike

whereajie andoyniike denote the cross section of inclusii production when the two
protons have the same helicity (like) and opposite helitutylike), respectively. The
helicity h of a particle can either be or — and is defined by the orientation of its spin
vectors with respect to its momentum vectpr

5-p
h=——".
S/1p]

Section 3.1 describes how protons are polarized at RHIC sTdige polarization di-
rection in the collider is vertical, i.e. transverse to tleaim direction. In order to obtain

(9.2)

For the definition oﬂ[‘ﬁ in Equation 9.1 the helicity is considered in the laborafoayne.

165
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- proton bunches

Yellow Beam Blue Beam

Figure 9.1: lllustration of the polarization direction pattern at thésrraction point of PHENIX. The pattern
is chosen in such a way at RHIC that all four helicity comhimag occur alternating during one fill.

longitudinally polarized proton bunches at the interatoint the polarization direction
of the proton bunches is rotated from transverse to longialdby spin rotators prior to
collision and back to transverse after the collision. Thiappation pattern in each ring
at RHIC is chosen in such a way that all four possible comimnatof polarization direc-
tions, i.e. helicity combinations, in the collisions of thenches occur during the same
fill. This is illustrated in Figure 9.1. For the calculatioh A | using Equation 9.1 it
is not distinguished between the helicity combinatiosst+” and “——" and “+—" and
“—+”, respectively. The first two represent collisions of pregawith equal helicity and
the corresponding reaction cross sections are summanzexi”, while the latter two
represent collisions of protons with opposite helicity #melcorresponding cross sections
are summarized inGypjike”-

As discussed in Section 3.1.1 there are a number of depolgriesonances that
reduce the initial polarization during acceleration. Altigh RHIC utilizes so-called
Siberian Snakes (see Section 3.1.2) to avoid depolarigsgnances and sustain initial
polarization from the proton source, it is unfeasible toi@eh a polarization of 100% in
the proton bunchés Therefore the colliding bunches can not be considered seneiles
of protons with all spins aligned in the same direction. Tocamt for this the actual
polarization of the proton beams must enter the calculaifoy | .

The cross section of particle production can be expresseéerims of experimental
yield (N) and integrated luminosity_{:
N
old—. 9.3
- (93)
Since it can be assumed that detector acceptance and detefficiency are identical for
all bunch crossings, i.e. independent of beam polarizatguation 9.1 can be written
using Equation 9.3 as:

_ 1 Nyt —RN_ o Ly
P[Py Ny + RN, - Ly’

2In fact, the design polarization at RHIC is 70% (see Sectidi). 3

AL (9.4)
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whereN, ;. andN,_ denote the number of neutral pions measured in bunch cgsssin
with both proton bunches having the same helicityH) and opposite helicity-£—),
respectively.R is referred to as relative luminosity and indicates anyedédhce in the
number of collisions with like and unlike helicities measdiin one fill. In Equation 9.4
the average polarization of the blugs] and the yellowRy) beam account for the limited
polarizations of the proton beams. For the analysis it waarasd that the polarization
did not change during one fill. The beam polarizations werasueed for the blue and
yellow beam using polarimeters installed in each ring (s=tiGn 3.1.4).

For the calculation oA[‘i the number of neutral pions needs to be determined for
like and unlike helicity combinations separately. The deutelicity asymmetry was
calculated in four differenpr bins: 1— 2 GeV/c, 2— 3 GeV/c, 3—4 GeV/c and 4—
5GeV/c.2

9.2 Data Selection

The information stored in the nanoDST’s which are requitedte analyses presented in
this work are described in Section 7.2.1. For the doubleiglasymmetry analysis only
events that satisfy the ERT x4ic trigger in coincidence with the minimum bias trigger,
referred to as Gamma3 data sample in the direct-photon sieare analyzed. As was
described in Section 7.2.2 this data set is enriched with-Bigergy photons.

Analyzed Runs

As was discussed in Section 7.2.3 the individual runs resmbrduring Run Ill p+p
were subject to certain quality tests prior to the actualysma In addition to the
requirements necessary for the direct-photon analysisné@surement of the relative
luminosity R, required for each run in thA[‘i analysis, posed another constraint on
the run selection. The determination Bfis based on hits recorded with the BBC
and ZDC (this is described in more detail in Section 9.3). kwsv, for a few runs
the corresponding data was not available. These runs weleded from theA[‘i
analysis. Eventually a total of 158 runs in 47 fills were amaty/for the double helicity
asymmetry. The list of “good” runs in the Gamma3 data sanggvien in Appendix B.2.

Event Selection

In theATL‘i analysis only events are accepted that satisfy the condigiex= +30 cm,
whereAzerex IS the deviation of the measuredertex position from the nominal vertex.

3A finer segmentation in transverse momentum is not reaseregause of the large statistical errors
that arise.
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Unlike in the direct-photon analysis, only the vertex positas measured by the BBC is
utilized. After the vertex cut a total dg3™"™*3= 435 million Gammaa3 filtered events
remained for the analysis. As was described in Section Ti245ammas3 trigger had
a mean rejection factor of%t"*°~ 109 in Run Ill p+p. However, the normalization
required in the determination of the cross section to accfaurthe ERT rejection factor

is not necessary in the calculation@i since it cancels in Equation 9.4.

9.3 Relative Luminosity

For the determination of the double helicity asymmety the relative luminosityR
defined in Equation 9.4 must be known. The integrated luniipnasn p+ p collisions is

defined as: 1
L= og‘pe' /dN , (9.5)

where [ dN is the number of inelastic collisions (events) integratedra certain time

period anobg‘g' is the total inelastic p- p cross section. Hence the integrated luminosity

analyzed forAT is: L = NIZ™"™3 frge?g;"a3>< eyo ~ 0.21 pb*, where the rejection

factor of the Gammas3 trigger and the trigger bias of the mimmbias trigger is taken
into account.

For the asymmetry analysis @fﬁi the ratio of the integrated luminosity in bunch
crossings with like helicitiesl(; ;) to unlike helicities L) must be known. The corre-
sponding analysis for the Run lll-pp data is described in detail in [Tan03}R was de-
termined for each run by counting BBCLL1 livériggers with az-vertex cut of+30 cm,
i.e. minimum bias trigger counts, for each bunch crossiRgs then calculated for each
fill by summing BBCLL1 triggers for all bunch crossings wiikd and unlike helicities
and dividing the sums.

A detector needs to satisfy several requirements in ordeetege as a luminosity
detector: (i) sensitive to the same collisions in which thestigated processes occur,
(i) small background from beam-gas events etc., (iii) hsggatistics and (iv) small spin
asymmetry in the detector. For the detection of neutral padhthis is accomplished by
the BBC of PHENIX or more precisely by the BBCLL1 trigger, bese®’s are measured
in coincidence with this trigger and therefore have the sawvertex acceptance. It was
shown that a possible spin asymmetry of the BBC is close o [z@an03].

In order to have an estimate of the uncertainty of the reddtiminosity measurement,
information provided by a second detector was utilized. ZDE€ also meets the require-
ments stated above except that #eertex resolution is considerably worse than in the

4In PHENIX a trigger count is called lave trigger if the DAQ is not busy on arrival of the trigger and
hence the event could be further processed by the data #dmusystem.
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BBC. Trigger counts from both detectors were compared th e#twer and from this an
uncertainty PR = 2.5 x 10~* was estimated. The uncertaintyA{I’OL introduced by the
uncertainty of the relative luminosity is given by:

1
__~ 4R,
2|Pg||Py|

where the approximations, . = N, andR = 1 were used. With the average beam
polarizations achieved in Run Il (see Section 9.4) thewestie IR translates intoA | ~
1.2x 1073,

0A|_|_ ~ (9.6)

9.4 Polarization Measurement

The absolute beam polarizations at RHIC are measured wotoipicarbon polarimeters
installed in each of the two rings (see Section 3.1.4). FerRun Il p+ p data set the
pC polarimeters were calibrated using a polarized progbmayrget. In the measurement
of AL the accuracy of the polarization measurement plays a geaisie. From Equa-
tion 9.4 it can be derived (for simplicitys = Py = Pyeam:

0A L _ 5. 0Pheam
AL Pheam

Thus the relative uncertainty of the double helicity asyrtrgndue to the polarization is
twice as large as the relative uncertainty of the polamratheasurement. However, since
the measured asymmetry scales with the polarization, thertainty of the polarization
does not change the statistical significance (relativenaicgy) of a non-zerd\ | result.

(9.7)

The average beam polarization was determined for each fRwf Il p+p. Fig-
ure 9.2 shows the distribution of polarizations in the blad gellow ring as a function
of the fill number. The beam polarization averaged over theptete Run Ill, weighted
by the number of triggered events was 30% in the yellow ringd) 2626 in the blue ring.
The product of both beam polarizations poses a scale uirdgrtaf 28% on theA[‘E
result [AdIO6D].

9.5 Energy Scale Correction

The analysis of the® double helicity asymmetry was carried out prior to the direc
photon analysis described in Chapter 7. Although both aeslyare based on the same

5The scale uncertainty includes statistical and systernatertainties of the polarization measurement.
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Figure 9.2: Absolute polarization of the beam in the blue and yellow ringasured in each fill. The
weighted average over all fills is 35% in the blue ring and 36%hé yellow ring.

nanoDST's, i.e. the energy calibration is identical in bodlses, the correction of the en-
ergy scale non-linearity differs slightly for the two ansdég. For the direct-photon analy-
sis the parameters of the correction were determined fdr ebihe eight EMCal sectors
individually. For theA[‘i analysis the non-linearity correction was available segtise
only for the PbGI. For the PbSc the correction was determaseimean of all six sectors.
While for the correction of the PbGl data the chosen funaidorm of the non-linearity
was the same in thA[‘i and direct-photon analysis (see Equation 7.10) the fornmef t
correction applied to the PbSc data slightly differed in/@lﬂ% analysis. It was given by

an exponential [Baz03a]:

E(I::_orr _ 1+ec0-E+cl :

(9.8)

whereE is the measured energy given in the nanoDST's@rahdc; are free parameters
of the correction.

The difference in the corrections applied in the two anays@egligible compared to
the statistical errors obtained in thgi analysis and the systematic uncertainties assigned
to the non-linearity in the direct-photon analysis.
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9.6 Geometric Acceptance

In the analysis of the double helicity asymmetry the coroector the limited geometric
acceptance of the EMCal is not required. However, dead adddveers in the PbGl and
PbSc must be identified and removed from the data analysrss $hey would affect the
reconstruction of neutral pions. The method for the ider#iion of erroneous towers was
described in Section 7.2.6. In fact, the list of bad toweesl(tower map) applied in the
direct-photon analysis was originally determined for A[% analysis presented in this
work and then adopted in the direct-photon measurement.

The bad tower maps for each EMCal sector for the Run {pdata set are shown
in Appendix C. A cluster in the EMCal is removed from the dagai§the tower with
maximum energy within the cluster coincides with a towerkadras bad (including first
order neighbors) in the bad tower map.

9.7 Photon-Like Cluster Sample

The data sample obtained with the EMCal contains not onlytgisbut also hits from
charged and neutral hadrons as well as electrons. This weadsl discussed in Sec-
tion 7.3 for the measurement of the inclusive photon spectrieutral pions are iden-
tified in the EMCal data via an invariant mass analysis of phgiairs. Details of this
method are discussed in Section 9.8. In order to reduce ttigglaund from hadronic
sources particle identification cuts are applied to the dataple prior to thet recon-
struction. Similar to the direct-photon analysis presentethis work and the cross-
section measurement of neutral pion production [BatO5H)%4 the shape of the shower
in the EMCal is primarily utilized to remove hadronic show/éom the cluster sample
analyzed forA[‘i. In the PbGI a cut on the dispersion of the shower is appliddlewn
the PbSc the deviation of the shower shape from parametiensas used to remove non-
electromagnetic clusters (see Section 7.3.1). Also a numroluster energy is required
to reduce electronic noise. In tbk{‘i analysis the energy threshold was set to 0.2 GeV
(0.1 GeV) for the PbGlI (PbSc). The photon sample after théiGgon of the PID cuts
is referred to in the following as photon-like cluster saenpl

In the direct-photon analysis a restriction on the photarthé Gamma3 data sample
that pass the PID criteria is introduced and referred t&-EBb requirement(see Sec-
tion 7.3.2). In theﬁ{‘i analysis this condition is checked for pairs of photon-tkesters.
Here the FEM requirement ensures that only photon pairscaepted in which the more
energetic photon most likely triggered the ERT.
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9.8 Reconstruction of Neutral Pions

Neutral pions are reconstructed in the analysis by the tzlou of the invariant massy,,
of photon pairs (neutral pions decay into two photons withranbhing ratio of 98.8%)
as a function of the paipr and subsequent comparison to the expected mass fr
Minv IS given by the absolute value of the sum of the four-momehtheodecay photons.
Assuming the two measured photon-like clusters originatmfar® decay the invariant
mass of the pair can be calculated from the measured enettpg divo decay photons,
E; andE,, and the opening angof the decay?

My = v/ 2E1E2- (1 —cosh) . (9.9)

The measured sample of photon-like clusters does not omasodecay photons from
1° decays. There are also contributions frqmdecays, direct photons and electrons. Also
neutral and charged hadrons which pass the PID cuts cordsatime photon-like cluster
spectrum. Because of these background sources eventsprepllisions usually contain
more than two photon candidates. Since it is not known whiestgn-like cluster in the
data sample originates fromr& decay all possible photon-pair combinations per event
have to be considered in the invariant mass analysis. Baphoton-like clusters which
are uncorrelated yields a random invariant mass. Uncaoeck|zhoton-pairs constitute the
combinatorial background (already introduced in Secti@Zrfor the charged correction
of the inclusive photon spectrum). The number of possibiequnbinationsNyar (COr-
related and uncorrelated) in a single event is determinktydoy the multiplicityN, i.e.
the number of photon-like clusters in the eveisir = % -(N—=1).

Figure 9.3 shows the invariant mass distributions derivethfthe full data set (sum
of PbGI and PbSc) in each of the fopt bins used in thé\[‘i analysis. As was stated in
Section 7.2.5 the rest mass of thftis approximately 135 Me¥c?. In all four pr bins in
Figure 9.3 a large peak is visible around the nomitffainass. Note that the smaller peak
visible at higher mass values (arourd50 MeV/c?) in Figure 9.3 especially aboye =
2 GeV/cindicates correlated photon pairs originating frgrdecays. The decays into
two photons with a branching ratio of about 40% (see Sectibrl). The combinatorial
background decreases with increasing transverse momesihwa the multiplicity also
decreases towards highps. In the cross section measurementrdfproduction the
combinatorial background must be subtracted fromnfig@eak in order to determine
the corrected number of neutral pions in a giy@nbin. However, in the asymmetry
measurement presented in this thesis the background lmatidn toA[li is calculated
differently. This is described in more detail in Section.9.9

8This is true for all pairs of massless particles.



9.8 Reconstruction of Neutral Pions 173

2 2
x10 2200212
] o 2 E
E 3000F £ 2000F-
> g > 1800E-
s 2500 = S 1600F-
b5 E 3 1400F-
§ 2000f 1.0 < p,[GeV/e] < 2.0 & 1200E. 2.0 < p,[GeV/c] < 3.0
1500F- 1000E-
E 800
1000 600 F-
E 400 F-
500 : 200
0 L. 1 1 1 1 1 1 1 1 1 0 E 1 1 1 1 1 1 1 1 1
0 010203 04 05 06 07 08 09 1 0 010203 04 05 06 07 08 09 1
Miny [GeV/e2] Miny [GeV/e2]
2 45000F- 29000F
£ 40000F- S 8000F
£'35000F- £7000F-
 30000F- £ 6000
2 3 2.0 < p-[GeV/c] < 3.0 g £ 3.0 < p-[GeV/c] < 4.0
< 25000 PoGeVie] ® 5000 PylGeVie]
20000F- 4000
15000F- 3000F
10000F- 2000F-
5000 E- 1000
E 1 I 1 1 1 1 1 1 1 0 E 1 1 1 ¥ 1 I 1 1 1
0 01 02 03 04 05 0.6 07 0.8 09 1 0 01 02 03 04 05 0.6 0.7 0.8 09 1
Miny [GeV/e?] My [GeV/e?]

Figure 9.3: Invariant mass histograms of photon pairs measured witRHENIX EMCal in four different

pr bins used in th@[‘ﬁ analysis. The large peak around 140 Me¥indicates reconstructed neutral pions.
The combinatorial background is largest for smatl and decreases as the multiplicity decreases with
increasingpr. The peak arounth,, = 550 MeV/c? clearly visible forpr > 2 GeV/c originates from the
two-photon eta decay.

The background from uncorrelated pairs can be reduced arthlysis by introducing
a cut on the energy asymmetoy of the photon-like cluster pairs (see Equation 7.9).
This is illustrated schematically in Figure 9.4. The dlsition of the energy asymmetry
of T decays is flat. However, this is not true for uncorrelatediphqairs. Thepr
distribution of inclusive photons is steeply falling. Théare, a highly energetic photon
is more likely paired with other low-energy photons withiretsame event (hadrons in
the photon-like cluster sample also have small energieBjs fEsults in a large energy
asymmetry. By setting a maximum asymmetryogfax = 0.7 as indicated in Figure 9.4
the signal-to-background ratio is improved significanBince it can be assumed that the
energy asymmetry is independent of the helicity combimatiothe p+ p collision the
loss of correlated photon pairs does not need to be corractbd calculation ONL‘([.

The analysis of the® double helicity asymmetry was carried out for the data accu-
mulated separately with the two subsystems of the PHENIX BMEbGI and PbSc) and
using the full statistics of the complete EMCal. The cala@ier consists of eight sec-
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Figure 9.4: Schematic illustration of the energy asymmetry of coreslaaind uncorrelated photon pairs.
The thresholaxmax improves the signal-to-background ratio significantly.

tors, four in each arm of the central spectrometer (see €igu for illustration). The
1° decay photons are not required to hit the same sector fontagiant mass analysis.
Certain sector combinations are chosen to generate imtariass distributions for the
PbGI, PbSc and EMCal. This is illustrated in Figure 9.5. Far PbGI only two sectors
have to be considered (EO, E1). Batfi decay photons must hit one of the two PbGlI
sectors resulting in three possible sector combinatiohs. AbSc consists of six sectors,
two in the east (E2, E3) and four in the west arm (W0, W1, W2, Wi3}he considered
pr range the opening ang@eof a T decay is limited in such a waythat the two decay
photons of a neutral pion decay do not hit the two outermadbse of the same arm. For
the same reason sectors from the east and west do not needdmbaed. Hence in the
analysis of the PbSc data twelve sector combinations argidened. In order to utilize
the full statistics recorded by the EMCal all sector combores of the PbGIl and PbSc
are accepted, adding three sector combinations in the eaghat join PbGl and PbSc
sectors (ignoring the combination of the outermost se¢t0s E3)).

The invariant mass distributions shown in Figure 9.3 werevdd from the full statis-
tics accumulated with the EMCal and are independent of thenholarization, i.e. events
from all bunch crossings were combined. However, forﬁt[{eanalysis the invariant mass
histograms have to be generated for each helicity combinagparately. In fact, invari-

"The opening anglé of at® decay decreases with increasing transverse momentum.
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Figure 9.5: lllustration of the sector combinations applied in the iwat mass analysis of photon pairs to
deriver? yields in the PbGl, PbSc and the combined EMCal.

ant mass histograms were generated for each of the 120 buos$irg8. The yields
derived from the invariant mass distributions were theredddr the two helicity combi-
nations (like and unlike helicity of the two colliding prats) required in the calculation
of A[‘i.

9.8.1 Yield Corrections

Unlike in the cross-section measurement where a numberatmns have to be applied
to the rawr® yield (e.g. reconstruction efficiency, geometric accepeaERT efficiency,
photon conversion, shower merging) for the calculationrbﬁc these yield corrections
are not required. The corresponding corrections cancélktyield ratio of Equation 9.4,
provided that the correction does not depend on the helegtybination of the g-p
collision, which is assumed in the analysis presented gwiork.

A convenient feature of the invariant mass analysis is tketfaat contributions to
the photon-like cluster sample from charged and neutraldmsdas well as electrons do

8Note that not all bunch crossings contain @ p collision (see Section 9.8.2).



176 Chapter 9: Double Helicity Asymmetry m° Production

not have to be corrected explicitly. These background gdadiare paired in the analysis
with other hits of the same event forming uncorrelated paird are thus part of the
combinatorial background. The correction of the combinatdackground in the!\[f
analysis is described in more detail in Section 9.9.1.

9.8.2 Bunch Crossing Numbering

As described in Chapter 3 the beam in each of the two rings®RHIC collider is
divided into 120 bunches. The bunches are numbered from 09@fd each has either
a positive or negative sign in polarization prepared at theee transverse to the beam.
At PHENIX, bunchi of the blue beam collides with bun¢h+ 80)%12C of the yellow
beam. In the analysis the numbewas used to tag the corresponding bunch crossing
(bunch crossing ID). Not all bunches in the two rings are seasly filled with protons.
In the p+ p Run of year IIl the RHIC collider was operated in a 55-bundadm i.e. 55
bunches in each beam were filled with protons. Bunch crossiwith odd numbering
were empty. Because of the abort gaps all bunch crossings3®39 and from 110-119
were empty°. This results in - p collisions occurring in 50 bunch crossings.

For the analysis of the double helicity asymmetry it is vitadt the bunch crossing
ID’s are correctly assigned, in order to be able to deterrtiiee? yields for the different
helicity combinations. It was found [Tan03] that becausamferror in the GL1 trigger
system the bunch crossing ID was shifted by a constant faw aufes. This was corrected
run-by-run during the generation of the invariant masgithstions. Figure 9.6 shows the
number of events per bunch crossing for a single run witheotlr assigned bunch cross-
ing ID’s. The total number of events in all bunch crossingstfiss run isN®Vt = 476105.
Bunch 20 in both beams was used for beam steering feedbackasdnstable because
of this. Hence bunch crossings 20 and 60 were excluded frerarialysis.

9.9 A,  Calculation

For the calculation of the®® double helicity asymmetry® yields have to be extracted
from the invariant mass histograms in the fggrbins and for the different helicity com-
binations. As was noted in Section 9.8 the combinatorigkgamnd under the® peak is
not subtracted prior to the® yield extraction. Instead the” signaINTIo+bg consisting of
1 yield and combinatorial background under tifpeak is determined. With these yields
the double helicity asymmetn&[‘i*bg is calculated according to Equation 9 T.‘(i*bg is
referred to as signa, | .

9Here % is the modulo operator.
10n Run 1l p+ p the abort gap was chosen to comprise ten empty buncheshiiagc
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Figure 9.6: Number of recorded events per bunch crossing for a singleBunch crossings with odd ID’s
are empty. Also the empty bunch crossings due to the abostigdpe blue and the yellow ring are marked.

The nominal mass of the neutral pionnse ~ 135 MeV/c? as noted before. How-
ever, due to the steeply fallingr spectrum and the finite energy resolution of the detector
the measured® mass is shifted to higher valiésand is distributed Gaussian-like around
the measured value. Th# signal was determined by integrating over a certain range in
invariant mass. The position of th@ mass peak (given by the mean of the Gaussian dis-
tribution) is almost constant in the considefgdange at a value off 7%~ 137 MeV/ 2.

The resolution of the EMCal during data taking was such that-width of ther® peak
varied from 12 MeVc? in the lowestpr bin to 95 MeV/c? in the highestpr bin. In
order to cover the relevant region of th mass peak the integration range was chosen
to cover+25 MeV/c? aroundm3*3 Because of the finite bin size chosen in the analysis
the effective integration range was:

My € [110 MeV/c?,165 MeV/c?] . (9.10)

This range is illustrated in Figure 9.7. In order to have a snea of the contribution

of the background t@ﬁ*bg, the double helicity asymmetry was also calculated for the

More decay photons are shifted to higher energies than eicsay
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Figure 9.7: lllustration of the integration ranges applied in the as&yf the double helicity asymmetry to
derive yields in the signal and background region.

combinatorial background. For this reason two regionscagijto ther® mass peak were
defined with a width of 55 MeYc? each:

M € [40 MeV/c?,95 MeV/c?],
mn € [180 MeV/c?, 235 MeV/c?]. (9.11)

The background sign&l® is the sum of signals obtained in both mass ranges and con-
tains only pairs of photon candidates in the combinatoaakiground. The double helic-
ity asymmetry calculated froN®9 is referred to as backgroum, or AEE
The background corrected double helicity asymmetry of thie pC signal is then
calculated by weighting the sign& | with 1—}r and subtracting the backgroumd
weighted with:
™+bg . b%

™ L
= 9.12
ALL 1 r ) ( )

where the contribution of the combinatorial backgroundimgignal region is given by
i.e. r is the ratio of the combinatorial background to the uncde®gield in ther® mass
peak region. Thus the combinatorial background must bemeted in the peak region
in order to deriveﬁ{‘i.

A summary of the statistics obtained in the analysis of theGammag3 data set is
given in Table 9.1N™+P9 andNPY represent the result of the integration in the respective
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invariant mass range for a givgx bin. Since the geometric acceptance of the PbSc is
larger more pairs are counted in the PbSc than in the PbGl.nTihebers given for the
EMCal are larger than the simple sum of the PbGI and PbSc niemfBéis is because
the combined EMCal subsystems provide more sector combirsathan the sum of the
individual subsystems.

9.9.1 Background Estimation

For the calculation of the background corrected doublecitglasymmetry (see Equa-
tion 9.12) the fractiorr of the combinatorial background under tih peak must be
known. The shape of the combinatorial background can berdeted using the tech-
nique of mixing photon candidates from different eventse $ame method was applied
to remove the background from the charged particle corttabuo the inclusive pho-
ton spectrum (see Section 7.3.2). In order to determinedgh#@matorial background in
the invariant mass distributions each photon candidateeturrent event is paired with
photon candidates from older evets.

For the event mixing it is important to use only unbiased &vere. minimum bias
events. However, when analyzing Gammaa3 filtered data alitevie the data sample
have triggered the ERT. Hence in the event mixing a pglphoton would be paired
with other highpt photons from other events. This would bias the result of tineedh
event distributions and therefore would not represent ¢éineect shape of the real combi-
natorial background. This problem is avoided by generasmgalledpseudo minimum
bias events: one photon candidate is excluded from each evedtfas¢he event mix-
ing (except the current event). This photon-like clustestfulfill the conditions also

12Each event is analyzed one after another. Hence “old evenésins events which were analyzed
previously to the current event.

PbGl PbSc EMCal
pr [GeV/c] NTU+bg NP9 N -+bg NP9 NTC+bg NP
1.0-20 803413| 365318| 1184614| 841979| 2132896| 1329199
20-3.0 266467 50260 | 802318 | 181400| 1089209, 238612
3.0-40 45822 | 4218 | 166023 | 17449 | 213458 | 21933
4.0-5.0 8814 601 31823 2552 40727 3180

Table 9.1: Number of counts obtained in the signal and background regfidhe invariant mass distribu-
tions in the fourpr bins for the PbGI, PbSc and the combination of the two calet@msubsystems. The
counts are added from all helicity combinations.
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Figure 9.8: (a) Invariant mass distribution of photon pairs in real arided events (scaled) measured with
the PbGl in the lowespr bin. The combinatorial background determined with the miiggent method
reproduces the measured background very well. (b) Theaéthee invariant mass distributions in real and
mixed events. The scaling factor of the mixed distributi®mifirst order polynomial fitted to the ratio in
regions adjacent to the neutral pion mass peak.

required for the FEM flag and hence is likely the photon thigigered the ERT. Thus
in the event mixing the higlpr photon is very likely not paired with any other trigger
photon from older events and the shape of the mixed event ioataial background is
very similar to the unbiased distribution.

Figure 9.8(a) shows the invariant mass distribution olegim the event mixing and
scaled to the real distribution. The scaling factor is a @rsger polynomial adjusted to the
ratio of the real and mixed distribution on both sides of temass peak (illustrated in
Figure 9.8(b)). The background contribution underifi@eak is given by the ratio of the
integrals of the two distributions in th&® peak region given by the mass range specified

or [GeV/d PbGI | PbSc| EMCal
r [%]
10-20 | 27.7| 400| 354
20-30 | 10.8| 124 | 120
30-40 | 52 | 58 | 57
40-50 | 37 | 43| 43

Table 9.2: Contribution of the combinatorial background under thetredpion mass peak in the PbGl,
PbSc and EMCal obtained in the fopt bins using an event mixing method.
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in 9.10. In Table 9.2 the background contributiodetermined in the foupt bins for the
PbGlI, PbSc and EMCal is listed. Since the PbSc is more subtefd hadrons than the
PbGlI the background under th€ peak is larger in the PbSc.

The uncertainty of was estimated by applying polynomials of different orderde-
scribe the ratio of the real and mixed histograms. Moreawed, different approach the
combinatorial background under th® mass peak was determined by fitting a combina-
tion of polynomial and Gauss function to the invariant masgritbution of real events,
applying different polynomials and fit regions. The comgani of the various results
yielded a relative uncertainty of 2% on the background foaat.

9.9.2 A, Error Calculation

In the double helicity analysis presented in this work oty statistical uncertainty of
the reconstructed neutral pions or more precisely thessitzl uncertainty of the signals
obtained in the signal and background regions,ﬁléo.“"‘lJ andNP9, is considered® As
was stated in Section 9.3 the accuracy of the relative lusiipyoneasurement implies an
uncertainty oPA_ | ~ 0.1% which is negligible compared to the statistical uncat{aof
thet® measurement.

Both A[‘t*bg andAtL’ﬁ are calculated using Equation 9.4. Gaussian error projoegat

yields:
2 2
AALL 1 _2RN N, \/(AN++) - (AN+_) : (9.13)

P[Py | (N + Ny )2 N+ N, _
Because the deviation of the relative luminosity from umtgmall (i.e.R~ 1) and the

asymmetrya = % almost vanishes Equation 9.13 can be simplified to:

1 1
Pa|IPy| VN + N =
whereAN; ; = /Ny andAN;_ = /N, _, assuming that the measured numhb¥rs

andN., _ follow Poisson distributions. If the combinatorial bac&gnd is subtracted prior
to the asymmetry calculatiolr must be considered in the error calculatiorPpf :

1 1 1/ Ar \?
AN | = - - +—< ) , 9.15
" IF’BHF’W\/N+++N+_ 2\1-r (949

whereN, ;. and N, _ represent the uncorrected yields under temass peak for the
respective helicity combination. Especially in the two &stpr bins the erroidr /r =
0.02 cannot be neglected compared to the statistics giveﬂ%‘gpg in Table 9.1.

AAL = (9.14)

13The uncertainty due to the polarization measurement etiten®sult as a normalization error.
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However, since the background is not subtracted prior tatyenmetry calculation

the uncertainty ofA" 9 and A% is calculated according to Equation 9.14. Taking

AAEEJFbg andAAEﬁ into account the statistical uncertainty/qfi is given by:

m0+bg 2 bg 2

LL — 1 7 . (916)
The uncertainty oA[‘i due tor can be calculated as follows:
0 m+bg b Ar

Since the asymmetrieAKierg andAEﬁ) are small the uncertainty wﬂgﬁ introduced by
Ar = 0.02 can be neglected compared to the statistical uncertaimyi.

The calculation oﬂ[‘i requires large statistics in order to yield small uncettam
Because of the relatively small statistics accumulatedun R p + p the obtained statis-
tical error bars are large. This makes the analysis of sysiemncertainties unnecessary
since they are expected to be considerably smaller thartdtistEal uncertainties.

9.9.3 Signal and BackgroundA .

The absolute beam polarizations established during tlzetdking period of Run lll p- p
varied from fill to fill. Therefore the double helicity asymineof the signal and the back-
ground were calculated for each of the 47 fills separatelyguBiquation 9.4. Figure 9.9
shows the signa | obtained with the PbGlI in eaghy bin as a function of the fill num-
ber. The analyzed fills ranged from 3625 to 3840rhe statistical fluctuations increase
with increasingpr (note the different scales for differept bins) since the statistics of
the reconstructed neutral pions decline rather quicklye @herage signa | is deter-
mined as a constant fit to the distribution L“’g per fill (shown by the grey line). The
backgroundd | obtained for each fill angy bin with the PbGl is shown in Figure 9.10.
The average\Eﬁ is also given by a constant fit to the data.

Allvalues ofAﬁerg andAEE obtained for each fill angy bin measured with the PbGl,
PbSc and the combined EMCal subsystems are listed in App&ridi For the calculation
of the double helicity asymmetry it was required that atteme© or background pair

was counted for either helicity combination, i.&,, > 1 andN,_ > 1. For a few

14At RHIC fills are numbered consecutively. If a stable storafjthe two beams in the RHIC collider
cannot be established the two beams are dumped and a newrfitlased. Therefore the specified range
comprises more fills than were actually analyzed.
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Figure 9.9: SignalA_ | as measured with the PbGl in fopf bins determined for each fill separately. The
error bars represent the statistical error of the measugedldi.e. N"O+b9). The averag@{‘i*bg over the
full data set is determined by a constant fit (grey line).

fills the accumulated statistics were too small to meet tbigddion, especially in the
highestpr bin, so that no asymmetry could be calculated (hencénas given for the
corresponding fill angbt bin in Appendix F.1).

The extracted average valuesﬂqg_'%rbg andAEE measured with the PbGlI, PbSc and the
combined EMCal subsystems are summarized in Table 9.3 gnctelé in Figure 9.11.

9.9.4 Final CorrectedA| |

The results oAy, "9 andA? determined in the foupr bins and with the different EMCal

subsystems shown in Figure 9.11 are utilized to derive thed background corrected
double helicity asymmetnp&[‘i according to Equation 9.12. The background contribution
ris listed in Table 9.2. The uncertaind;A[‘i is calculated according to Equation 9.16.
The final result of the® double helicity asymmetry obtained with the PbGl, PbSc
and EMCal is listed in Table 9.4 and shown in Figure 9.12. Timerebars represent
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Figure 9.10:Backgroundd | as measured with the PbGl in fopt bins determined for each fill separately.
The error bars represent the statistical error of the medsignal (i.eNP9). The averag bﬁ over the full
data set is determined by a constant fit (grey line).

statistical I errors, i.e. the true value lies in the inter{/A[‘i —AATL‘i, A[‘i +AA[‘E] with
a probability of 68%. An important cross check of the measenat is the comparison of

A9 [06) A% (%)
pr [GeV/c]
PbGI \ PbSc \ EMCal PbGI \ PbSc \ EMCal
1.0-20 14+10 | —09+09| 01+06 || —13+15| 16+11 | 04+08
2.0-3.0 10417 | —21+10| -1.3+09 | 25+41 | —29+22 | —1.7+1.9
30-40 || —25+41| —05+22| —08+19| 15+138 | 28+68 | 24+6.1
40-50 || —-53+93| —46+49 | —46+43 | 339+361 | 93+177 | 141+158

Table 9.3: AveragedA,T_‘(,i+bg and A’? obtained in differentpr bins with the PbGI, PbSc and combined
EMCal subsystems.
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Figure 9.11: (a) Double helicity asymmetryﬂ{{i*bg) calculated in the® peak region from data obtained
with the PbGI, PbSc and the combined EMCal subsystems. (bpBdelicity asymmetry/(fﬁ) calculated
in the background regions adjacent to tifemass peak. Please note the different scale iryttieection
compared to (a). In (a) as well as in (b) the data points in gadbin are shifted for better illustration.

the results obtained with the PbGl and PbSc. ¥hef the PbGl and PbSc data points in
eachpr bin is calculated using [Yao06]:

APbGI_ A )2 (APbSc_ A )2
X2 = (AL . L) 4 (AL ] L) : (9.18)
o o
PbGI PbSc
whereA, | is the weighted mean of the PbGYP®) and PbScAPS9 data points and

Oppgl and Oppscare the corresponding statistical errors. If the deviab'etweenAfEG'
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Figure 9.12: Corrected double helicity asymmetry i production obtained with the PbGl, PbSc and
combined EMCal subsystems. The data points withinghbins are shifted for better illustration.

and AlPSCis exactly /03,5, + 02,5, thenx? = 1. By looking at thex? distribution for
one degree of freedom one can derive the level of confidematéhtbse two measurements
agree. In 68% of a large number of measuremerxs lass than unity will be obtained.
In this case itis said that the two data points agree witbinld 95% of all measurements
ax? less than 4 is obtained and the data points are said to agigie .

Apart from the lowespr bin the corrected double helicity asymmetries obtained wit
the PbGl and PbSc agree within approximatedy Eor pr = 1— 2 GeV/c the data points
agree within slightly more thana2 This illustrates the good agreement of the data points
obtained with the PbGI and the PbSc.

AL (%)
PbGI | PbSc | EMCal
10-20 | 24+15 | -26+16| 00+11
20-30 || 09+20 | -19+12| -13+10
30-40 | —27+44 | -07+23 | -10+20
40-50 | -68+98| -53+52| -55+46

pr [GeV/c]

Table 9.4: Corrected double helicity asymmetry ¥ production in differentpr bins obtained with the
PbGlI, PbSc and combined EMCal subsystems.
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Figure 9.13: Distributions of photon pairs in the (a) signal region angifackground region as a function
of the transverse momentum of the pair.

For the subsequent discussion and comparison to thednetaels only the result
utilizing the full EMCal statistics is considered.

9.9.5 Average Transverse Momentum

In Figures 9.11 and 9.12 the data points are placed at therogfinéach bin or are shifted
by Apt = £0.15 GeV/c around the bin center. However, this is not correct since the
underlying pr-distributions of correlated or uncorrelated photon pais not uniform.
This is illustrated in Figure 9.13 by they distributions of photon pairs measured with
the PbGl in the signal (a) and background (b) region. Baseti@discussion of particle
spectra in Section 2.2.1 the distributions can be appraediay an exponential at lopr
and a power law at higbr (pr = 2— 3 GeV/c). The dip at lowpry is due to the limited
acceptance of the detector for photon pairs in grisegion. In theA | analysis presented
in this work it was chosen to shift the finA[i data points in ther bins according to the
underlying neutral piompr distribution. Two approaches were followed to determiree th
averaga®pr in eachpr bin:

First, thepr distribution of correlated photon pairs in the invariantsmaange of the
neutral pion, i.e. the background correct@spectrum, was determined. The combinato-
rial background was identified using the mixed event teamdpscribed in Section 9.9.1.
The background was subtracted from the invariant masshiistsn and the number of
remaining photon pairs in the’ mass range was counted as a function of pair This
neutral pionpr distribution is shown in Figure 9.14 for the PbGI. The averpgin each
pr bin is given by the weighted mean in the bin.
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Figure 9.14:Background correctepr distribution of photon pairs in the neutral pion mass range.

In a second approach, the averggevas determined in thpr distributions of photon
pairs in the signal regio(‘pT>"0+b9 and background regiofpr)®9 shown in Figure 9.13(a)
and 9.13(b), respectively. The corrected average trasswvaomentung pT>"° of the
spectrum is then given analogous to Equation 9.12 by:

(pr)"* = <pT>Tp+bf__rr {pr) (9.19)

wherer is the contribution of the combinatorial background to tenass peak listed in
Table 9.2.

The averageT obtained in each bin for the PbGI, PbSc and combined EMCaleagr
perfectly in both methods. Table 9.5 lists the values(;<1>|‘if>"0 which are used in the
representation of the finﬁ[‘i result.

(pr)™ [GeV/c]
PbGI | PbSc| EMCal
1.0-20 || 151 | 1.63| 1.57
20-30 || 2.37| 240| 2.39
3.0-40 || 3.37| 3.37| 3.37
40-50 || 4.38| 438 | 4.38

pr [GeV/(]

Table 9.5: Average transverse momentu(rpﬂ”O in eachpr bin of the underlyingr® pr distributions
measured with the PbGI, PbSc and combined EMCal system.
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9.10 Cross Checks

In addition to the analysis described in this thesis the totblicity asymmetry in
production was determined in an independent analysis,imwikibased on the same Run
[l p+p data set [Baz04]. In this analysis additional PID cuts wegpplied. These
included a cut on the time-of-flight measured by the EMCalatarge veto cut, which
utilized information provided by the PC3. The cuts were mjed to minimize the
background under tha® mass peak. A comparison of the correctl{@ obtained with
the combined EMCal system in these two analyses is showngar&i9.15. All data
points agree within d illustrating the good agreement between the two analyses.

Single Spin Asymmetry A, :
In addition to the double helicity asymmetry the single spsgmmetryd in 1° produc-
tion was calculated. It is defined as follows:

0o, —0_

A = ,
0’++0',

(9.20)
whereo,. ando_ denote the cross section of inclusii production in p+ p collisions
in which one of the colliding protons has positive or negatmelicity, while the helicity
of the other proton is undefined. Since parity conservas@ssumed to hold for the pro-
duction mechanisms of inclusivé production in pt p collisions the difference between
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Figure 9.16: Single spin asymmetry in® production in Run Ill p+p with (a) the polarized blue and (b)
the polarized yellow beam measured with the PbGI, PbSc anddimbined EMCal system.

o0, ando_ is expected to vanish. Therefore, any deviatio®offrom zero would indi-
cate problems with the data or analysis technique. For ttesarement of the single spin
asymmetry only one beam is required to be polarized. Fuis calculated for the blue
and the yellow beam separately. The analysis method is the aa for the double helicity
analysis A is calculated for each fill in the® and background mass range. The average
values in eaclpr bin are determined by a constant fit to #ne-per-fill distribution. The
background corrected single spin asymmetry is then cdkxisimilar to Equation 9.12.
The result obtained with the polarized blue as well as with gblarized yellow beam
for the PbGI, PbSc and combined EMCal system is shown in Ei@ut6 and listed in
Table 9.6. The consistency of the measubgdwith the expectation, i.eA. = 0, can

blue beamﬁ{lO [%0] yellow beamA[lO [%0]
PriGeV/el I™5hGl | pbsc | EMCal | Pbol PbSc | EMCal
10-20 [[04+05] 02405 | 02+04 | 00406 | —~01+0.6| -0.2+04
20-30 | 00+06| -07+04 | —04+03| 0.1+07 | 11404 | 08+04
30-40 | 02414 | —05+07 | —03+07| 04+16 | —0.8+0.8 | —04+07
40-50 | 14431 | —02+17| 01415 | —02+36| —11+19 | —07+17

Table 9.6: Single spin asymmetry im® production in Run Ill p+p with the polarized blue and yellow
beam measured with the PbGI, PbSc and the combined EMCahsyst
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be evaluated by calculating tty. For the comparison of data to thegy is calculated
via [YaoO06]:

N v )2
X2 — Z (% G.ZM) :
i=1 i

wherey; is one of then measured Gaussian distributed data points with standaraltioha
o; and}y is the theory expectation. The data points can be regardedresstent with
zero if x? does not significantly exceed(heren = 4). The maximumny? is obtained for
A_ in the yellow beam measured with the PbRé & 7.5). All other calculateg? are
considerably smaller. Hence, the measured single spinrasymyis consistent with zero
indicating that both data and analysis method are correct.

(9.21)

Parity Violating Double Helicity Asymmetry
The parity violating (PV) double helicity asymmetry is givly:

(0) —0__

ACST = e (9:22)
O,._—0_

A 701 5 i (9.23)

whereo denotes thet production cross section irHpp collisions where either both pro-
tons have positive{+) or negative —) helicity or both protons have opposite helicity
with the two possible combinations— and—+. Assuming parity conservation holds for
the production mechanisms of inclusi€production in pt p collisions the difference in
the corresponding cross sections should be zerogi.e.=0__ ando,_ =0_,. Thus
the corresponding double helicity asymmetdgs ¥S ~— andA/|” ¥® ~* should vanish.
The measurement of the parity violating double helicitymasyetries is completely anal-
ogous to the calculation @€ andA, . The results of\/" ¥ ~~ andAj, ¥ ~* for the
PbGI, PbSc and combined EMCal system are shown in Figurea®id isted in Table 9.7.

PV (++ vs. -)AT [%] PV (+-vs. -+)AT [%]
PriGeV/el I™pbel | Pbsc | EMCal PbGI | PbSc | EMCal
10-20 | -14+22 [ 01423 [ 00+15 | —12+22 [ -08+22| —-1.0+15
20-30 | 00+28 | -06+17|-06+14| 07+28 | 49+17 | 32+14
30-40 || —30+62 | 29+33 | 15429 | 07+62 | 00+33 | 05+29
40-50 | -70+139| 26+74 | 06+65 | —25+137 | —~1.9+7.3 | —~1.3+64

Table 9.7: 4+ vs. —— and-+— vs. —+ parity violating double helicity asymmetry i® production in Run
Il p 4+ p measured with the PbGI, PbSc and combined EMCal system.
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Figure 9.17: Parity violating double helicity asymmetry i production in Run Ill p+ p measured with
the PbGlI, PbSc and combined EMCal system:+a)vs. —— and (b)+— vs. —+.

The calculation of(? with respect to the expectation (.87 ¥ ~~ = Al Ys =7 =0)
according to Equation 9.21 yields only f&f,~ ¥ =" measured with the PbSc a consider-
ably larger value than = 4 (x? ~ 8.5). This value is dominated by the PbSc data point in
the binpt = 2— 3 GeV/c. However, since all other data points are much more comsiste
with zero this deviation is considered to be a statisticaittlation. Therefore, the parity
violating double helicity asymmetry reveals no systemadiciation from zero.

9.11 Comparison to Model Calculations

The analysis of the double helicity asymmetryrih production presented in this thesis
covers a moderatpr range pr = 1—5 GeV/c) at mid-rapidity. As was noted in Sec-
tion 8.3 the momentum fraction of the gluon probed in thetscalg can be estimated
from the transverse momentum of the neutral piers 2pt/+/S. A more exact defini-
tion of the probed momentum fractions of the colliding pag jet production is given
in [Jag04b]. According to this the polarized gluons are poblatx < 0.1 in the kine-
matic range of the measurement presented here. Thus’theoduction is dominated
by gluon-gluon and quark-gluon processes and hence thdelbalicity asymmetry is
highly sensitive to the gluon distribution inside the prato

The statistical uncertainties of the measured double ibelasymmetry in Run [lI
p-+p are large. Therefore the data points are compared to adgttling order (NLO)
pQCD calculations rather than extracting an estimate ofgtbhen polarization.A[‘i at
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Figure 9.18: Comparison of the measured double helicity asymmetryloproduction with three NLO
pQCD calculations assuming different polarized gluonritistions. “GRSV standard” utilizes Ag that
best fits world DIS data, while the other two assunfeaf g(x) and—g(x), respectively, at the input scale
of Q%2 = 0.4 Ge\”. The calculations are taken from [Jag04a].

mid-rapidity in p+ p collisions at,/s= 200 GeV has been calculated utilizing different
assumptions of\g extracted from deep-inelastic scattering experimentgdal).

Figure 9.18 shows in addition to tm{‘i data points three NLO pQCD calculations
of A_, in T production, using different assumptions ftvg, which were extracted in
the global analysis of DIS data presented in [Glu01]. “GR®ndard” utilizes the best
global fit to world DIS data. The other two calculations resamat extreme cases where
the input gluon distribution is assumed to be equal to theolanzed gluon distribution
g(x) and—g(x), respectively, at the input scag? = 0.4 Ge\2. The gluon distributions
are evolved to the scal@? = (pI*)2.

Although the statistical accuracy of the measured doublieityeasymmetry int®
production is limited the comparison already indicates sspne trend ofAg measured
in polarized p+ p collisions. The measurement favors a small gluon polaoza The
calculation ofx? including only statistical uncertainti€syields x? ~ 4.1 for “GRSV
standard” ang? ~ 14.8 for Ag = g. This is related to the probability that another mea-
surement would yield ° at least as large as obtained in this measurement. For “GRSV
standard” this probability is about 35%40% and forAg = g about 05%— 1.0%.

It must be noted that in the lowept bin (pt = 1— 2 GeV/c) the contribution from
soft physics ta® production might be significant. Figure 9.19 shows the speraged,

15The uncertainty due to the polarization measurement isnotided.
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Figure 9.19: (a) Neutral pion cross section measured by the PHENIX coitation in p+ p collisions at
v/200 GeV. The solid line represents a NLO pQCD calculatiopnR@ative deviation between data points
and pQCD calculations for three different scalgs: pr/2, pt and 2ot [AdIO3b].

i.e. unpolarizedr® cross section at mid-rapidity measured by PHENIX inpcollisions
at/s= 200 GeV [AdIO3b]. The data is compared to a NLO pQCD calcatatiAs one
can see from the figure the agreement between data and tse@mnyiimpressive for this
measurement. However, as the bottom panel shows (Figudéhd) the theoretical pre-
diction depends to some extent on the QCD scales chosen dalihidation, especially at
low pr. This theoretical uncertainty must be taken into accoudtadlows for a possible
significant contribution of soft processes at least in theekt pt bin of theATL‘i measure-
ment. Since the soft spectrum decreases exponentiallyotiteloution topt > 2 GeV/c
is likely to be negligible.

The standard GRSV fit at the sc&) = 1 Ge\? results in a contribution to the proton
spin offolAg(x)dx ~ 0.4. A large polarization of the gluon as was suggested folgwi
the EMC result therefore seems to be ruled out by the anabysisented in this the-
sis. Subsequent measurements of the double helicity asymnmigh larger statistical
accuracy extending to higher transverse momenta, eslyawia¢n utilizing the prompt-
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photon channel, will shed further light on the compositidrtte proton spin and will
allow better constraints oAG.






Summary

This work consists of two parts: first the measurement oftbescsection of direct-photon
production in unpolarized $ p collisions at a center-of-mass energy,&§ = 200 GeV
is described. And second the measurement of the doubleathedmin asymmetry in
the production of neutral pions in longitudinally polaizp+ p collisions at the same
center-of-mass energy is presented. The data were callaéte the PHENIX experi-
ment at RHIC/BNL. Unpolarized measurements in polarizedyxollisions at RHIC are
obtained by averaging over the different-fp polarization combinations.

Direct photons produced in ultra-relativistic nucleorci@on collisions provide a
unique tool to study several aspects of QCD, the quantum fieddry describing the
strong interaction. The underlying mechanisms in the pctdo of direct photons (as
well as other particles) with large transverse momepia ére characterized by large mo-
mentum transfers and can be described with perturbative QICD). At leading order
(LO) in pQCD direct-photon production is dominated by qughion Compton scatter-
ing and quark-antiquark annihilation. In these reactidresghoton is directly emitted in
the hard scattering of the partons. In addition, photon®arigted as part of the parton-
jet fragmentation. So-called fragmentation functions'¢fFwhich describe this process
cannot be predicted using techniques of pQCD but have to tvacted from experi-
mental data. While the production of hadrons always dependd='s the dependence on
parton-to-photon FF’s is greatly reduced in direct-phgimoduction. Therefore, the mea-
surement of direct photons tests pQCD calculations moeethyrthan the measurement
of hadrons since the predictions are less affected by fragatien.

The measurement of direct photons i p collisions is crucial for the interpretation
of direct-photon data from ultra-relativistic heavy-ioollisions A+ A). In the absence
of nuclear effects particle production from hard scatgsim A+ A can be extrapolated
from the measurement in4pp by scaling with the number of binary nucleon-nucleon
collisions in theA+ A reaction (binary scaling). It was observed in centrabA#u colli-
sions at,/Syn = 200 GeV at RHIC that the production of hadrons is suppressegbared
to the expectation from scaledtp reactions while the production of direct photons fol-
lows binary scaling. Since photons are not subject to thengtinteraction the hadron
suppression cannot be explained by modifications of thelstate parton distributions

197
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(otherwise the same suppression should be observed in-gheton production) but can
be attributed to the energy loss of scattered partons in aumedf high color-charge
density, an effect usually referred to as jet-quenchingeséhresults provided a strong
indication for the creation of the so-called quark-gluoagpha (QGP) in central Au Au
collisions at RHIC, a phase in which quarks and gluons remtethe relevant thermo-
dynamic degrees of freedom. The conclusion that directgtsoin Au+ Au are not
suppressed, however, was based on the comparison to a boaeg pQCD prediction
and not to a measurecdipp reference.

For the calculation of inelastic cross sections in QCD th&ainnon-perturbative
momentum distributions of the partons are required. Thes®p distribution func-
tions (PDF’s) are measured in deep-inelastic lepton-rncéeattering (DIS) experiments.
However, since the gluon is electrically neutral DIS exemts are not directly sensitive
to the momentum distribution of the gluon inside the protdherefore, the gluon PDF
is only weakly constrained by DIS, especially for gluon monoen fractions ok => 0.1.
However, in p+ p collisions the gluon contributes at LO via quark-gluon @om scat-
tering to the production of direct photons with large trarse momenta. Thus precise
measurements of the direct-photon spectrum in ultratvedtit p+ p collisions provides
direct access to the gluon distribution inside the proton.

Moreover, the gluon distribution inside the proton possitiays a significant role in
the so-called spin puzzle. It was discovered already indke21980’s in polarized DIS
(pDIS) experiments that the spin of the proton is not simpé/dum of spins of the three
valence quarks. In fact, it was found that the contributibgquarks and antiquarks likely
accounts for less than 35% of the proton spin. Thus the rentafraction is expected
to be shared among the spin of the gluons and the orbital angudmenta (OAM) of
the partons inside the proton. While there are only firstsdeaw to access the OAM of
partons experimentally, the polarized gluon distributhgrcan be directly probed in ultra-
relativistic collisions of longitudinally polarized prats at RHIC. The cleanest channel
which involves the gluon in the initial state is the prodantof direct photons, since it
is only partially affected by fragmentation. Another premg channel is the production
of neutral pions, which involves e.g. gluon-gluon and gugltkon scattering at leading
order. However, the theoretical predictions are affectethb parton-jet fragmentation.

The main focus of the analysis work presented in this thasiee measurement of
direct photons in g-p collisions. The measurement is very challenging due tdattee
background of decay photons, which is dominatedibglecays. In PHENIX photons are
detected with the electromagnetic calorimeter (EMCal)e &@halyses presented in this
work were carried out separately for the two EMCal subsysténe lead-glass Cherenkov
calorimeter and the lead-scintillator sandwich calorene€Comparison of the two results
provides an excellent internal cross check. The extraatiothe direct-photon signal
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from the inclusive photon spectrum (direct photons + dedaytgns) requires thorough
analysis of contributions from charged and neutral hadrbteseover, photon conversion
and detector specific effects such as the limited energyutsio need to be taken into
account carefully. The contribution of background photfiom 1, 1, w andn’ decays
was calculated using the measur@dpectrum determined with the same data set. For the
first time in PHENIX the inclusive photon spectrum has beeasnesd up to transverse
momenta at which decay photons from the samfi@ecay overlap in such a way that
they cannot be resolved any more. This so-called showeringergsults in a significant
distortion of the uncorrected direct-photon spectrumghlipr. A method is presented in
this work that corrects this effect and allows the extratbbthe unbiased direct-photon
signal over the entirgr range covered in the analysis.

A careful analysis of systematic uncertainties alloweddkgaction of a significant
direct-photon signal in the rangesBGeV/c < pr < 16.0 GeV/c, the largespr range ever
covered by a direct-photon measurement inpcollisions at,/s= 200 GeV. The data
are well described by NLO pQCD predictions and complemerdtieg direct-photon
data in nucleon-nucleon collisions at significantly larged smaller/s. This result puts
the conclusions derived from the earlier Allu measurement on a firm experimental
ground and represents the first step towards the extractithe @luon distribution from
direct-photon data.

In the second part of this work the double helicity asymméty ) in T produc-
tion in polarized pt p collisions was measured. This spin asymmetry is definedhéy t
difference in the production cross sectionsr8E in collisions of protons with like he-
licity and unlike helicity.A_ | is directly related ta\g in the proton and therefore allows
to study the contribution of the gluon polarization to thetpn spin. The analysis was
carried out using the® channel rather than direct-photon production since a fgmit
AL result requires large statistics. For transverse momegltanb5 GeV/c where the
statistical accuracy of particle production is large thect-photon measurement suffers
from the large background of decay photons (dominatet®myecays) which is reflected
in the large systematic uncertainties. By contrast theagighneutral pions is not diluted
significantly by any background at lopr and therefore can be measured with large sta-
tistical and systematic accuracy. For this analysis blgitae same data set as for the
direct-photon analysis was evaluated. Neutral pions a@nstructed via their two decay
photons. Tha® yield was carefully measured for the two proton helicity dnnations.
The yields, the measured polarizations of the proton beardsttee measured relative
luminosities, which account for differences in the numbkepa-p collisions with like
and unlike helicities, were used to calculate the doubliinyebsymmetry inr® produc-
tion for 1 GeV/c < pr < 5 GeV/c. The statistical accuracy of thg | result is limited.
However, comparisons to model calculations which utiliféetent assumptions of the



200 Summary

polarized gluon distribution indicate that a large conttibn of the gluon polarization to
the proton spin is not likely.

The AL measurement presented in this work demonstrates the fiesturement of
this kind in collisions of polarized protons at ultra-r@l&tic energies. It allows the first,
even though limited, direct access to the polarized glustridution in the proton.



Zusammenfassung

Diese Arbeit umfasst zwei Teile: Im ersten wird die Messueg Wirkunsquerschnitts
der Produktion direkter Photonen in unpolarisiertengKollisionen bei einer Schwer-
punktsenergie vor/s= 200 GeV beschrieben. Im zweiten wird die Messung der doppelt
longitudinalen Spin-Asymmetrie in der Produktion newgrdionen in longitudinal pola-
risierten p+ p-Kollisionen bei der gleichen Schwerpunktsenergie veigjé. Die Daten
wurden am PHENIX-Experiment des RHIC/BNL aufgenommen. &apsierte Messun-
gen in polarisierten g p-Kollisionen erhalt man am RHIC durch Mittelung Uber die-ve
schiedenen Polarisationskombinationen denqpStolie.

Direkte Photonen, die in ultrarelativistischen Nukleonkid¢on-Kollisionen erzeugt
werden, stellen eine einzigartige Sonde dar, um verschedspekte der QCD, der
Quantenfeldtheorie der starken Wechselwirkung, zu untéen. Die zugrunde liegenden
Mechanismen in der Produktion direkter Photonen (wie ancdeger Teilchen) mit hohen
Transversalimpulserpf) sind durch grof3e Impulstibertrage gekennzeichnet undggnn
mit Hilfe der stérungstheoretischen QCD (pQCD) beschneberden. In fihrender Ord-
nung wird die Produktion direkter Photonen durch QuarkeBRCompton-Streuung und
Quark-Antiquark-Vernichtung dominiert. In diesen Reaken wird das Photon direkt in
der harten Streuung der Partonen emittiert. Zusatzlicin&dPhotonen in der Parton-Jet-
Fragmentation erzeugt werden. Die so genannten Fragrnergdtunktionen, die diesen
Prozess beschreiben, kdnnen nicht mit Hilfe der pQCD vgdsagt werden, sondern
mussen aus experimentellen Daten bestimmt werden. Waldierféroduktion von Ha-
dronen immer von der Fragmentation abhangt, ist diese Ahgkeit in der Produktion
direkter Photonen stark unterdriickt. Die Vorhersagen @£ werden somit durch die
Messung direkter Photonen eindeutiger Gberprift als ddieiMessung von Hadronen,
da die Vorhersagen weniger durch Fragmentation beeinfiessten.

Die Messung direkter Photonen inHp-Kollisionen ist von entscheidender Bedeu-
tung fur die Interpretation der Daten direkter Photonendtrarelativistischen Schwe-
rionenkollisionen A+ A). Vorausgesetzt es gibt keine Kern-Effekte, so kann dikefien-
produktion aus harter StreuungAn- A aus der Messung inpp durch Skalierung mit
der Anzahl der binaren Nukleon-Nukleon-KollisionenAn+ A extrapoliert werden (bi-
nare Skalierung). In zentralen AuAu-Kollisionen bei,/syv = 200 GeV am RHIC ist
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beobachtet worden, dass die Produktion von Hadronen uitiidist im Vergleich zur
Erwartung aus skalierten-pp-Reaktionen, wahrend die Produktion direkter Photonen
der binaren Skalierung folgt. Da Photonen nicht der stavMeohselwirkung unterliegen,
kann die Unterdrtickung der Hadronen nicht durch Modifikegiodes Anfangszustandes
erklart werden (andernfalls mif3te die gleiche Unterdriagkin der Produktion direkter
Photonen beobachtet werden), sondern kann auf den Enengistvder gestreuten Par-
tonen in einem Medium mit hoher Farbladungsdichte zurtithgéwerden; ein Effekt,
der haufig alslet-Quenchindgezeichnet wird. Diese Ergebnisse lieferten einen starken
Hinweis fir die Erzeugung des so genannten Quark-Gluoskida (QGP) in zentralen
Au + Au-Kollisionen am RHIC, einem Materiezustand, in dem diea€ks und Gluo-
nen die relevanten, thermodynamischen Freiheitsgradgeatlan. Allerdings basierte die
Schlussfolgerung, dass direkte Photonen intAAu nicht unterdriickt sind, auf dem Ver-
gleich mit einer skalierten pQCD-Vorhersage und nicht arhd/ergleich mit einer ge-
messenen § p-Referenz.

Fur die Berechnung inelastischer WirkungsquerschnittieirQCD werden die nicht-
storungstheoretischen Impulsverteilungen der Partanéimifangszustand bendtigt. Die-
se Partonverteilungsfunktionen werden in tiefinelasgésdbepton-Nukleon Streuexperi-
menten gemessen. Da das Gluon jedoch elektrisch neutrikbist die Gluonverteilung
im Proton nicht direkt in diesen Messungen bestimmt wer@eher ist die Gluonver-
teilung durch tiefinelastische Streuexperimente nur schvistimmt, insbesondere fir
Impulsbruchteile vorx 2 0.1. In p+ p-Kollisionen tragt das Gluon allerdings in fihren-
der Ordnung durch Quark-Gluon-Compton-Streuung zur Reoolu direkter Photonen
mit hohen Transversalimpulsen bei. Somit ermdglichen gerndessungen des Spek-
trums direkter Photonen in ultrarelativistisches p-Kollisionen einen direkten Zugang
zur Gluonverteilung im Proton.

Dartber hinaus spielt die Verteilung der Gluonen im Protaiglcherweise eine
wichtige Rolle im so genannten Spin-Ratsel. In den spaten 8&hren des letzten Jahr-
hunderts ist in polarisierten tiefinelastischen Streusrpenten entdeckt worden, dass
sich der Spin des Protons nicht einfach aus der Summe des 8pirdrei Valenzquarks
ergibt. Vielmehr ist herausgefunden worden, dass der&giton Quarks und Antiquarks
zum Spin des Protons wahrscheinlich weniger als 35% audntéskvird somit erwartet,
dass sich der tbrige Anteil auf den Spin der Gluonen und die&ahimpulse der Par-
tonen im Proton verteilt. Wahrend bisher nur erste Vorghkkistieren, wie man experi-
mentell Zugriff auf die Bahndrehimpulse erhélt, so kanngbé&risierte Gluonverteilung
Ag direkt in ultrarelativistischen Kollisionen von longitunél polarisierten Protonen am
RHIC untersucht werden. Der sauberste Kanal mit einem GimoAnfangszustand ist
die Produktion direkter Photonen, da diese nur zum Teilld&ragmentation beeinflusst
wird. Ein weiterer, vielversprechender Kanal ist die Piddan neutraler Pionen, der z.B.
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Gluon-Gluon- und Quark-Gluon-Streuung in fihrender Ordpaugrunde liegen. Aller-
dings werden die theoretischen Vorhersagen durch die irRdgbFragmentation beein-
trachtigt.

Der Schwerpunkt dieser Arbeit liegt in der Analyse direkBrotonen in p-p-
Kollisionen. Die Messung ist sehr anspruchsvoll aufgruesigrol3en Untergrundes durch
Zerfallsphotonen, die hauptséachlich aifsZerfallen stammen. Im PHENIX Experiment
werden Photonen mit dem elektromagnetischen KalorimEfdiQal) nachgewiesen. Die
in dieser Arbeit vorgestellten Analysen wurden separatdi@r beiden verschiedenen
Detektoren des EMCal durchgefuhrt, einem Bleiglas-CHererKalorimeter und einem
Bleiszintillator-Sandwich-Kalorimeter. Ein Vergleichkedbeiden Ergebnisse ermdglicht
eine hervorragende interne Uberpriifung der MessungenERti@ktion des Signals di-
rekter Photonen aus dem Spektrum inklusiver Photonendlfsgshotonen + direkte Pho-
tonen) erfordert eine grindliche Analyse der Beitrage veladenen und neutralen Ha-
dronen. AuRerdem mussen die Konversion von Photonen urzifispke Eigenschaften
des Detektors wie die begrenzte Energieauflosung somtédtilicksichtigt werden. Der
Beitrag der Zerfallsphotonen au$-, n-, - undn’-Zerféallen wurde berechnet unter Ver-
wendung des gemessefSpektrums, das aus dem gleichen Datensatz bestimmt wurde.
Zum ersten Mal in PHENIX ist das inklusive Photonenspekthisizu einem Transver-
salimpuls gemessen worden, bei dem Zerfallsphotonen ausgtiichent®-Zerfall so
Uberlappen, dass sie nicht mehr aufgelost werden konneseBiso genanntghower-
Merging fuhrt zu einer signifikanten Verzerrung des unkorrigier8pektrums direkter
Photonen bei hoherpr. Es wird eine Methode in dieser Arbeit vorgestellt, die dies
Effekt korrigiert und so eine Extraktion des unverfalsch&gnals direkter Photonen fur
den ganzempr-Bereich, der in der Analyse abgedeckt wird, ermdglicht.

Eine sorgfaltige Analyse der systematischen Fehler etdadie Extraktion eines si-
gnifikanten Signals direkter Photonen in dem Bereich GeV/c < pt < 16.0 GeV/c,
dem groRtenpr-Bereich, der jemals durch eine Messung direkter PhotonepHi p-
Kollisionen bei,/s= 200 GeV abgedeckt wurde. Die Daten werden sehr gut durch NLO
pQCD Vorhersagen beschrieben und erganzen die bereitseexiglen Daten direkter
Photonen in Nukleon-Nukleon-Kollisionen bei deutlich bédn und niedrigeren Schwer-
punktsenergien. Dieses Ergebnis stellt die aus der frahsuer Au-Messung abgeleite-
ten Schlussfolgerungen auf ein sicheres experimentalleddment und stellt den ersten
Schritt in Richtung der Extraktion der Gluonverteilung &eten direkter Photonen dar.

Im zweiten Teil dieser Arbeit wurde die doppelt-longituale Spin-Asymmetrie
(ALL) in der O-Produktion in polarisierten $ p-Kollisionen gemessen. Diese Spin-
Asymmetrie wird definiert durch die Differenz der Wirkungsuschnitte derm®-
Produktion in Kollisionen von Protonen mit gleicher undgagengesetzter Helizitak, |
hat einen direkten Bezug AAg im Proton und erlaubt somit den Beitrag der Gluonpolari-
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sation zum Spin des Protons zu untersuchen. In der Analysgevderr®-Kanal verwen-
det und nicht die Produktion direkter Photonen, da ein SigmtesA, | -Ergebnis eine
grof3e Statistik erfordert. Fur transversale Impulse tnadérvon 5 GeVc, wo die statisti-
sche Genauigkeit der Teilchenproduktion sehr grol3 istetadie Messung direkter Photo-
nen unter dem groRen Untergrund an Zerfallsphotonen (derhiron®-Zerfallen), was
sich in den grol3en systematischen Fehlern widerspiegelGégensatz dazu wird das
Signal neutraler Pionen nicht signifikant durch Untergrbedniedrigempr geschwacht
und kann daher mit grof3er statistischer und systematisebpauigkeit gemessen wer-
den. Fur diese Analyse wurde im Wesentlichen der gleicheri3attz wie fur die direkten
Photonen ausgewertet. Neutrale Pionen werden aus ihrarZenfallsphotonen rekon-
struiert. Dier®-Ausbeute wurde sorgféltig fiir die beiden Helizitatskonationen gemes-
sen. Die Ausbeuten, die gemessenen Polarisationen denBrstrahlen und die gemes-
sene relative Luminositat, die Unterschiede in der Anzainlpd- p-Kollisionen mit glei-
cher und entgegengesetzter Helizitat berticksichtigtdemwverwendet, um die doppelt-
longitudinale Spin-Asymmetrie in daP-Produktion fiir 1 GeYc < pr < 5 GeV/c zu be-
rechnen. Die statistische Genauigkeit dgs-Ergebnisses ist begrenzt. Dennoch weisen
Vergleiche mit Modellrechnungen, die verschiedene Anraharer polarisierten Gluon-
verteilung verwenden, darauf hin, dass ein grol3er Beiteagstionpolarisation zum Pro-
tonspin nicht sehr wahrscheinlich ist.

Die in dieser Arbeit prasentier#y | -Messung stellt die erste Messung dieser Art in
Kollisionen von polarisierten Protonen bei ultrarelagtischen Energien dar. Sie erlaubt
zum ersten Mal, wenn auch begrenzt, den direkten Zugangatarigerten Gluonvertei-
lung im Proton.



A. Variables of Ultra-Relativistic
Kinematics

Particle production in ultra-relativistic collisions otidleons or nuclei are usually de-
scribed using kinematic variables which have simple tramsétion characteristics when
changing the reference frame. In high-energy physicsgdestiare usually described by
their four-moment&

P= (p07 P1, p27p3) - (Evp)v (Al)
where pp = E is the energy andpi, p2,p3) = P = (Px, Py, Pz) is the usual three-
momentum vector of the particle. The square of the four-nmmdara is defined by:

P?=p§—pi—p5—p5=E*- " (A.2)

P2 is a Lorentz invariant quantity, which is identified with tequare of theénvariant
mass m,, of the particle. For a free partici®,, is identical to its rest massy. Then
Equation A.2 becomes the known relativistic energy-momnentelation:

E2 =+ p2. (A3)

In accelerator experiments the beam axis is usually chaska thez-axis of the coordi-
nate system. Then the components of the three-momentusvéaae and longitudinal to
the beam axis can be written as:

pr = |p-sind = \/p2+p2. (A4)

p. = |P|-cosd = pg, (A.5)

whered is the angle betweep and thez-axis.
Instead of the transverse momentym sometimes the so-called transverse nragss

used:
mr =/ p% +mg. (A.6)

Unlike pt the longitudinal momentum is not invariant under Lorenemsformations.
Therefore the so-calle@pidity yis introduced, which is defined as:

_} E-+pL
y—zm(E_m). (A.7)

For convenience all kinematic variables described hergiges in natural unitsi{= c = 1).
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Although this dimensionless quantity is also not invariamdler Lorentz transformations,
it is only changed by an additive constant when going to aeefee frame that moves at
the velocityf3 with respect to the original reference frame alongzfais:

y =y+atanip). (A.8)

Equation A.8 implies that the shape of a distribution is petedent of the reference frame
when it is expressed in terms of the rapidity.

For the calculation of the rapidity the energy and the lamdjital momentum of the par-
ticle have to be measured. This is not always possible. tfhdase the so-callgegseudo-
rapidity n is used instead:

_1 \ﬁ|+pL)__ { (Qﬂ
n_ZIn(\ﬁl—pL = —In|tan Ik (A.9)

The pseudo-rapidity depends only on the argietroduced earlier and is therefore easier
to measure. In the limiE ~ |p| > mg the rapidity can be approximated by the pseudo-
rapidity.

For calculations in ultra-relativistic reactions such as2— 3+ 4 (also referred to as

2 — 2 processes) usually the Lorentz invarisddandelstam variables ¢ andu are used.
They are defined as follows in terms of the four-momdhta:

s = (PL+Py)?=(Ps+Py)?, (A.10)
= (PL—Py)?= (P~ P2, (A.11)
u = (PL—Py)?=(P—Ps)*. (A.12)

s, t andu are connected via the relation:
S+t-+u=mé+mj+m§+mg = const, (A.13)

wheremy - are the invariant masses of particles4. While /s represents the available
energy in the reaction in the center-of-mass frammepresents the momentum transfer in
the reaction, i.et = Q2.



B. List of Analyzed Runs

B.1 Direct-Photon Analysis

B.1.1

List of Analyzed Minimum Bias Runs

88115
88460
88825
88943
89003
89128
89323
89618
89685
90209
90306
91449
91476
91726
91855
92047
92432

88125
88462
88827
88944
89080
89130
89325
89624
89693
90211
90402
91451
91478
91729
91977
92192
92434

88127
88466
88829
88946
89092
89135
89345
89626
89695
90213
91085
91452
91596
91731
91979
92194
92436

88131
88471
88845
88962
89096
89211
89451
89629
89697
90215
91314
91455
91599
91840
91983
92228
92438

88243
88475
88846
88964
89098
89297
89453
89634
89707
90217
91316
91457
91601
91842
91985
92230
92440

88258
88578
88869
88993
89100
89299
89463
89642
89709
90219
91318
91460
91679
91844
91987
92232
92444

88260
88580
88873
88995
89103
89303
89520
89644
89711
90226
91321
91462
91681
91846
92002
92234
92446

88350
88582
88875
88997
89117
89316
89527
89646
89713
90228
91375
91464
91716
91848
92018
92238

88351
88584
88877
88999
89119
89318
89529
89648
89715
90302
91443
91472
91718
91851
92030
92242

88396
88586
88879
89001
89121
89321
89541
89683
90202
90303
91447
91474
91720
91853
92034
92244

Table B.1: List of runs containing minimum bias events analyzed fordinect-photon analysis.
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B.1.2 List of Analyzed Gamma3 Filtered Runs

88115| 88125| 88127| 88131 | 88243| 88258 | 88260| 88350| 88351 | 88396
88460| 88462 | 88466| 88471| 88475| 88578 | 88580| 88582 | 88584 | 88586
88825| 88827 | 88829| 88845| 88846| 88869 | 88873| 88875| 88877 | 88879
88943 | 88944 | 88946| 88962 | 88964 | 88993 | 88995| 88997 | 88999 | 89001
89003 | 89080| 89092| 89096| 89098| 89100| 89103| 89117| 89119| 89121
89128| 89130| 89135| 89211| 89297 | 89299 | 89303| 89316| 89318| 89321
89323 | 89325| 89345| 89451 | 89453 | 89463 | 89520| 89527 | 89529 | 89541
89618 | 89624 | 89626| 89629 | 89634 | 89642 | 89644 | 89646| 89648 | 89683
89685| 89693| 89695| 89697 | 89707 | 89709| 89711| 89713 | 89715| 90202
90209| 90211 | 90213| 90215| 90217 | 90219| 90226| 90228 | 90302 | 90303
90306| 90402 | 90701| 90703| 90707 | 90709| 91085| 91314 | 91316| 91318
91321| 91375| 91443| 91447| 91449| 91451| 91452| 91455| 91457| 91460
91462| 91464 | 91472| 91474 | 91476| 91478| 91596| 91601 | 91679| 91681
91716| 91718| 91720| 91726| 91729| 91731 | 91840| 91842| 91844 | 91846
91848| 91851 | 91853| 91855| 91977 | 91979| 91983| 91985| 91987 | 92002
92018| 92030| 92034 | 92047 | 92192 | 92194 | 92228| 92230| 92232 | 92234
92238| 92242 | 92244 | 92432 | 92434 | 92436 | 92438 | 92440| 92444 | 92446

Table B.2: List of runs containing Gammaa3 filtered events analyzedHerdirect-photon analysis.
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B.2 Double Helicity Asymmetry Analysis

88115| 88125| 88127| 88131| 88243| 88258 | 88260| 88351| 88396| 88460
88462 | 88466| 88471| 88475| 88578| 88580 88582 | 88584 | 88586 | 88825
88829 | 88846| 88869| 88873 | 88877| 88879 | 88944 | 88946| 88962 | 88964
88993 | 88995| 88999| 89001 | 89003| 89005| 89080| 89092| 89096| 89098
89100| 89103| 89117| 89119| 89121| 89128| 89130| 89135| 89211 | 89297
89299 | 89303 | 89316| 89318| 89321 | 89323 | 89325| 89345| 89451 | 89453
89463 | 89520| 89527| 89529 | 89541| 89618 | 89624 | 89626| 89629 | 89634
89642 | 89644 | 89646| 89648| 89683| 89685| 89693 | 89695| 89697 | 89707
89709| 89711 | 89713 | 89715| 90202| 90209| 90211| 90213| 90215| 90217
90219| 90226| 90302| 90303| 90306| 91314| 91316| 91318| 91321| 91375
91443| 91447| 91449| 91452 | 91455| 91457 | 91460| 91462| 91464 | 91472
91474| 91476| 91478| 91596| 91599| 91601 | 91679| 91681| 91716| 91718
91720| 91726| 91731| 91840| 91842| 91844 | 91846| 91848| 91851 | 91853
91855| 91977| 91979| 91983| 91985| 91987 | 92002| 92018| 92030| 92034
92036| 92038| 92047| 92192 | 92194 | 92228 | 92230| 92232| 92238 | 92242
92244\ 92432 | 92434| 92436| 92438| 92440\ 92444 | 92446

Table B.3: List of runs containing Gammaa3 filtered events analyzedHeranalysis of the double helicity
asymmetry ir® production.






C. Bad Tower Maps
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Figure C.1: Maps of bad towers for all eight sectors of the EMCal. Whiteaarare bad or edge towers.
Dark grey towers are first order neighbors. Hits on the reingitowers are accepted in the analysis.
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D. Photon-Like Cluster Spectra

| PbGI PbSc

pr MinBias ERT pr MinBias ERT
[Gevic] [ PIDO PID3 PIDO PID3 ‘ [GeVic?] PIDO PID3 PIDO PID3

0.25 21043280 | 2319195 | 1152901 | 861071 0.25 58932184 | 12093245 | 2953609 | 640810
0.75 474571 398245 | 3138330 | 2900381 0.75 2107671 | 1622251 | 2871290 | 1544700
1.25 48112 39924 3114490 | 2843969 1.25 248488 168497 | 8851427 | 5248052
175 8821 7589 1274150 | 1138486 1.75 39292 29184 5232899 | 3870977
2.25 2113 1881 378558 | 339204 2.25 7721 6603 1430645 | 1225265
275 548 483 115216 | 104634 2.75 2065 1865 406155 | 367404
3.25 214 197 39589 36388 3.25 674 610 132946 | 122565
3.75 76 70 15183 14023 3.75 256 237 50059 46432
4.25 36 34 6662 6163 4.25 123 113 20779 19344
4.75 18 16 2992 2748 475 41 39 9533 8848
5.25 13 10 1484 1357 5.25 24 21 4779 4440
5.75 8 5 807 738 5.75 18 16 2527 2322
6.25 1 1 449 423 6.25 7 5 1409 1278
6.75 2 1 281 250 6.75 3 3 886 808
7.25 1 1 180 158 7.25 4 2 479 436
7.75 2 1 112 102 7.75 3 3 381 346
8.25 0 0 67 60 8.25 2 2 248 217
8.75 0 0 49 42 8.75 2 1 151 123
9.25 0 0 40 32 9.25 0 0 102 91
9.75 0 0 26 21 9.75 0 0 77 62
10.25 0 0 22 17 10.25 0 0 53 45
10.75 1 0 18 13 10.75 0 0 39 33
11.25 0 0 12 10 11.25 1 1 40 30
11.75 0 0 12 11 11.75 0 0 33 20
12.25 0 0 4 2 12.25 0 0 16 12
12.75 0 0 14 11 12.75 0 0 18 8
13.25 0 0 3 1 13.25 0 0 9 6
13.75 0 0 5 3 13.75 0 0 10 5
14.25 0 0 6 5 14.25 1 1 16 11
14.75 0 0 2 2 14.75 0 0 9 6
15.25 0 0 2 0 15.25 0 0 5 4
15.75 0 0 1 0 15.75 0 0 3 0

Table D.1: The number of raw photon-like clusters in PbGl and PbSc fertéto different data samples
with (PID3) and w/o (PIDO) PID cuts.
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E. Data Tables - Direct Photons

E.1 Cross Section of Inclusive Photon Production in

p+ p Collisions
| Inclusive Photon Cross Section in PbGl |
pr E%g stat. error Sys. error A Sys. error B total error
[GeVic] | [mb-c®/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]
1.25 1.873E-01 1.198E-03 1.821E-02 1.817E-02 2.575E-02
1.75 2.684E-02 3.262E-04 2.792E-03 2.604E-03 3.832E-03
2.25 5.328E-03 1.247E-04 5.871E-04 5.168E-04 7.921E-04
2.75 1.124E-03 5.133E-05 1.292E-04 1.090E-04 1.767E-04
3.25 3.624E-04 2.391E-06 4.288E-05 3.515E-05 5.550E-05
3.75 1.231E-04 1.150E-06 1.482E-05 1.194E-05 1.906E-05
4.25 4.715E-05 6.293E-07 5.729E-06 4.573E-06 7.357E-06
4.75 1.916E-05 3.736E-07 2.336E-06 1.859E-06 3.009E-06
5.25 8.716E-06 2.392E-07 1.062E-06 8.454E-07 1.378E-06
5.75 4.353E-06 1.612E-07 5.290E-07 4.222E-07 6.958E-07
6.25 2.334E-06 1.138E-07 2.826E-07 2.264E-07 3.796E-07
6.75 1.278E-06 8.097E-08 1.542E-07 1.239E-07 2.138E-07
7.25 7.576E-07 6.035E-08 9.120E-08 7.349E-08 1.318E-07
7.75 4.646E-07 4.604E-08 5.583E-08 4.506E-08 8.525E-08
8.25 2.567E-07 3.316E-08 3.084E-08 2.490E-08 5.168E-08
8.75 1.706E-07 2.633E-08 2.051E-08 1.655E-08 3.725E-08
9.25 1.238E-07 2.188E-08 1.490E-08 1.200E-08 2.907E-08
9.75 7.618E-08 1.663E-08 9.193E-09 7.389E-09 2.038E-08
11.00 3.851E-08 5.393E-09 4.673E-09 3.736E-09 8.054E-09
13.00 1.118E-08 2.711E-09 1.355E-09 1.084E-09 3.219E-09
15.00 4.055E-09 1.533E-09 4.895E-10 3.933E-10 1.656E-09

Table E.1: Cross section of inclusive photon production in the PbGl.
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| Inclusive Photon Cross Section in PbSc |

pr E%; stat. error Sys. error A sys. error B total error
[GeVi | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]
1.25 1.832E-01 5.979E-04 1.777E-02 1.777E-02 2.513E-02
1.75 2.451E-02 1.531E-04 2.526E-03 2.377E-03 3.472E-03
2.25 4.633E-03 5.791E-05 5.047E-04 4.494E-04 6.783E-04
2.75 1.126E-03 2.619E-05 1.282E-04 1.092E-04 1.705E-04
3.25 3.195E-04 1.150E-06 3.756E-05 3.099E-05 4.871E-05
3.75 1.059E-04 5.437E-07 1.272E-05 1.027E-05 1.636E-05
4.25 3.930E-05 2.954E-07 4.781E-06 3.812E-06 6.122E-06
4.75 1.614E-05 1.753E-07 1.976E-06 1.566E-06 2.528E-06
5.25 7.377E-06 1.119E-07 9.040E-07 7.156E-07 1.158E-06
5.75 3.577E-06 7.466E-08 4.374E-07 3.470E-07 5.633E-07
6.25 1.828E-06 5.129E-08 2.226E-07 1.773E-07 2.892E-07
6.75 1.083E-06 3.818E-08 1.312E-07 1.051E-07 1.724E-07
7.25 5.493E-07 2.634E-08 6.618E-08 5.329E-08 8.895E-08
7.75 4.097E-07 2.204E-08 4.911E-08 3.974E-08 6.691E-08
8.25 2.433E-07 1.653E-08 2.905E-08 2.360E-08 4.092E-08
8.75 1.296E-07 1.169E-08 1.544E-08 1.258E-08 2.309E-08
9.25 9.102E-08 9.543E-09 1.082E-08 8.829E-09 1.691E-08
9.75 5.900E-08 7.494E-09 7.013E-09 5.723E-09 1.175E-08
11.00 2.530E-08 2.236E-09 3.022E-09 2.454E-09 4.489E-09
13.00 5.329E-09 9.572E-10 6.457E-10 5.170E-10 1.265E-09
15.00 3.190E-09 6.960E-10 3.896E-10 3.094E-10 8.555E-10

Table E.2: Cross section of inclusive photon production in the PbSc.
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| Combined Result of Inclusive Photon Cross Section |

pr Eg%‘g stat. error sys. error A Sys. error B total error
[GeVv/c] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]

1.25 1.852E-01 6.644E-04 1.798E-02 1.796E-02 2.543E-02
1.75 2.555E-02 1.741E-04 2.645E-03 2.479E-03 3.629E-03
2.25 4.922E-03 6.490E-05 5.390E-04 4.774E-04 7.230E-04
2.75 1.125E-03 2.815E-05 1.287E-04 1.091E-04 1.711E-04
3.25 3.381E-04 1.271E-06 3.988E-05 3.280E-05 5.165E-05
3.75 1.132E-04 6.046E-07 1.361E-05 1.098E-05 1.750E-05
4.25 4.251E-05 3.268E-07 5.169E-06 4.123E-06 6.620E-06
4.75 1.739E-05 1.945E-07 2.125E-06 1.687E-06 2.720E-06
5.25 7.927E-06 1.242E-07 9.688E-07 7.689E-07 1.243E-06
5.75 3.878E-06 8.214E-08 4.729E-07 3.762E-07 6.099E-07
6.25 2.007E-06 5.603E-08 2.438E-07 1.946E-07 3.169E-07
6.75 1.155E-06 4.087E-08 1.397E-07 1.120E-07 1.837E-07
7.25 6.088E-07 2.770E-08 7.331E-08 5.905E-08 9.812E-08
7.75 4.281E-07 2.275E-08 5.137E-08 4.153E-08 6.986E-08
8.25 2.477E-07 1.650E-08 2.964E-08 2.403E-08 4.157E-08
8.75 1.393E-07 1.157E-08 1.663E-08 1.351E-08 2.435E-08
9.25 9.804E-08 9.333E-09 1.169E-08 9.509E-09 1.773E-08
9.75 6.265E-08 7.175E-09 7.476E-09 6.077E-09 1.201E-08
11.00 2.800E-08 2.228E-09 3.359E-09 2.716E-09 4.861E-09
13.00 6.047E-09 9.234E-10 7.327E-10 5.865E-10 1.317E-09
15.00 3.354E-09 6.473E-10 4.085E-10 3.253E-10 8.316E-10

Table E.3: Combined result of inclusive photon production ir-p collisions.
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E.2 Invariant Yield of Neutral Pion Productioninp +p

Collisions
| Invariant Neutral Pion Yield in PbGI |
pr e ‘éiﬂ;py stat. error | sys. error A | sys. error B| total error
Gevid | [3/GeV?] | [¢/GeV?] | [3/Gevy | [3/Gev?] | [3/GeV?]
1.25 7.770E-03 1.681E-04 | 6.580E-04 7.537E-04 | 1.015E-03
1.75 1.330E-03 3.531E-05| 1.008E-04 1.290E-04 | 1.675E-04
2.25 2.809E-04 1.163E-05| 2.155E-05 | 2.725E-05 | 3.663E-05
2.75 7.883E-05 4.463E-06 | 6.218E-06 | 7.647E-06 | 1.082E-05
3.25 2.079E-05 1.909E-06 | 1.694E-06 | 2.016E-06 | 3.253E-06
3.75 7.737E-06 1.245E-07 | 8.123E-07 7.505E-07 | 1.113E-06
4.25 2.884E-06 5.690E-08 | 2.739E-07 | 2.797E-07 | 3.956E-07
4.75 1.211E-06 3.056E-08 | 1.102E-07 1.175E-07 | 1.639E-07
5.25 5.395E-07 1.853E-08 | 5.015E-08 | 5.233E-08 | 7.481E-08
5.75 2.617E-07 1.063E-08 | 2.503E-08 | 2.539E-08 | 3.720E-08
6.25 1.384E-07 7.302E-09 | 1.360E-08 1.343E-08 | 2.046E-08
6.75 7.591E-08 5.114E-09 | 7.647E-09 7.364E-09 | 1.178E-08
7.25 4.112E-08 3.437E-09 | 4.239E-09 | 3.988E-09 | 6.760E-09
7.75 1.909E-08 3.058E-09 | 2.011E-09 1.852E-09 | 4.101E-09
8.25 1.307E-08 1.859E-09 | 1.406E-09 1.268E-09 | 2.653E-09
8.75 9.009E-09 1.446E-09 | 9.874E-10 | 8.739E-10 | 1.957E-09
9.25 5.594E-09 1.099E-09 | 6.243E-10 | 5.426E-10 | 1.376E-09
9.75 4.074E-09 9.123E-10 | 4.626E-10 3.952E-10 | 1.097E-09
11.00 1.492E-09 2.491E-10| 1.763E-10 1.447E-10 | 3.378E-10
13.00 3.263E-10 1.088E-10 | 4.101E-11 3.165E-11 | 1.205E-10
15.00 9.759E-11 5.635E-11| 1.318E-11 9.466E-12 | 5.864E-11

Table E.4: Invariant yield of neutral pions in the PbGl.



E.2 Invariant Yield of Neutral Pion Production intp Collisions

219

Invariant Neutral Pion Yield in PbSc

pr e ‘ézpﬂg.; stat. error | sys. error A | sys. error B| total error
[GeVid] [c3/GeV?] [c3/GeV?] | [c3/GeV?] | [c3/GeV?] | [c®/GeV?]

1.25 7.490E-03 1.034E-04 | 6.209E-04 7.266E-04 | 9.613E-04
1.75 1.210E-03 1.975E-05 | 8.933E-05 1.174E-04 | 1.488E-04
2.25 2.640E-04 5.532E-06 | 1.973E-05 | 2.561E-05 | 3.280E-05
2.75 6.621E-05 2.132E-06 | 5.095E-06 | 6.423E-06 | 8.471E-06
3.25 2.119E-05 1.005E-06 | 1.688E-06 | 2.056E-06 | 2.844E-06
3.75 7.225E-06 8.512E-08 | 7.481E-07 | 7.009E-07 | 1.029E-06
4.25 2.628E-06 3.459E-08 | 2.454E-07 2.549E-07 | 3.555E-07
4.75 1.053E-06 1.649E-08 | 9.410E-08 1.022E-07 | 1.399E-07
5.25 4.739E-07 9.204E-09 | 4.327E-08 | 4.596E-08 | 6.379E-08
5.75 2.329E-07 5.523E-09 | 2.191E-08 | 2.260E-08 | 3.196E-08
6.25 1.125E-07 3.677E-09 | 1.088E-08 | 1.091E-08 | 1.584E-08
6.75 6.022E-08 2.434E-09 | 5.975E-09 | 5.841E-09 | 8.703E-09
7.25 3.650E-08 1.695E-09 | 3.709E-09 | 3.540E-09 | 5.400E-09
7.75 2.014E-08 1.183E-09 | 2.093E-09 | 1.954E-09 | 3.098E-09
8.25 1.147E-08 1.055E-09 | 1.217E-09 1.112E-09 | 1.957E-09
8.75 6.538E-09 8.751E-10 | 7.075E-10 | 6.342E-10 | 1.292E-09
9.25 5.476E-09 5.300E-10 | 6.037E-10 | 5.312E-10 | 9.631E-10
9.75 3.006E-09 3.800E-10 | 3.373E-10 | 2.916E-10 | 5.858E-10
11.00 1.187E-09 1.104E-10 | 1.487E-10 1.152E-10 | 2.181E-10
13.00 3.547E-10 5.922E-11| 5.182E-11 3.440E-11 | 8.588E-11
15.00 1.103E-10 3.490E-11| 1.903E-11 1.070E-11 | 4.117E-11

Table E.5: Invariant yield of neutral pions in the PbSc.
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| Combined Result of Neutral Pion Yield |

pr e ‘ézpﬂg.; stat. error | sys. error A | sys. error B| total error
[GeVi] [c3/GeV?] [c3/GeV?] | [c3/GeV?] | [c3/GeV?] | [c®/GeV?]
1.25 7.617E-03 9.662E-05| 5.195E-04 | 7.389E-04 | 9.084E-04
1.75 1.258E-03 1.919E-05 | 7.995E-05 1.221E-04 | 1.472E-04
2.25 2.704E-04 5.925E-06 | 1.751E-05 | 2.623E-05 | 3.209E-05
2.75 7.011E-05 2.156E-06 | 4.689E-06 | 6.801E-06 | 8.537E-06
3.25 2.106E-05 9.680E-07 | 1.453E-06 | 2.043E-06 | 2.687E-06
3.75 7.457E-06 7.409E-08 | 6.272E-07 | 7.233E-07 | 9.602E-07
4.25 2.738E-06 3.224E-08 | 2.150E-07 2.656E-07 | 3.432E-07
4.75 1.116E-06 1.637E-08 | 8.558E-08 | 1.083E-07 | 1.390E-07
5.25 4.995E-07 9.631E-09 | 3.910E-08 | 4.845E-08 | 6.300E-08
5.75 2.442E-07 5.600E-09 | 1.961E-08 | 2.369E-08 | 3.125E-08
6.25 1.212E-07 3.671E-09 | 9.980E-09 | 1.176E-08 | 1.585E-08
6.75 6.506E-08 2.466E-09 | 5.475E-09 | 6.310E-09 | 8.711E-09
7.25 3.803E-08 1.708E-09 | 3.257E-09 | 3.689E-09 | 5.209E-09
7.75 1.987E-08 1.317E-09 | 1.730E-09 1.927E-09 | 2.905E-09
8.25 1.196E-08 9.553E-10 | 1.061E-09 | 1.160E-09 | 1.839E-09
8.75 7.244E-09 7.565E-10 | 6.565E-10 7.026E-10 | 1.224E-09
9.25 5.507E-09 5.123E-10 | 5.030E-10 | 5.342E-10 | 8.949E-10
9.75 3.203E-09 3.685E-10 | 2.980E-10 | 3.107E-10 | 5.667E-10
11.00 1.262E-09 1.103E-10 | 1.232E-10 | 1.224E-10 | 2.057E-10
13.00 3.466E-10 5.421E-11| 3.616E-11 3.362E-11 | 7.332E-11
15.00 1.065E-10 3.000E-11| 1.155E-11 1.033E-11 | 3.376E-11

Table E.6: Combined result of the invariant neutral pion yield.
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E.3 Direct-Photon Production Cross Section in p+p

Collisions
| Direct-Photon Cross Section in PbGI |
pr Eg?g stat. error sys. error A Sys. error B total error 90% CL up. lim.
[Gevic] | [mb-c®/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]

2.978E-05

3.25 1.119E-05 2.391E-06 (3.283E-05) 1.085E-06 — 3.825E-05
1.001E-05

3.75 8.624E-06 1.150E-06 (1.100E-05) 8.365E-07 — 1.290E-05
3.815E-06 3.898E-06

4.25 5.100E-06 6.293E-07 (4.177E-06) 4.947E-07 (4.253E-06) —
1.526E-06

4.75 1.020E-06 3.736E-07 (1.680E-06) 9.899E-08 — 2.011E-06
6.781E-07

5.25 6.584E-07 2.392E-07 (7.458E-07) 6.386E-08 — 9.204E-07
3.277E-07 3.692E-07

5.75 5.623E-07 1.612E-07 (3.585E-07) 5.454E-08 (3.969E-07) —
1.742E-07 2.113E-07

6.25 3.811E-07 1.138E-07 (1.897E-07) 3.696E-08 (2.243E-07) —
9.669E-08 1.277E-07

6.75 2.085E-07 8.097E-08 (1.053E-07) 2.023E-08 (1.344E-07) —
5.727E-08 8.464E-08

7.25 1.604E-07 6.035E-08 (6.203E-08) 1.555E-08 (8.793E-08) —
3.547E-08 5.921E-08

7.75 1.169E-07 4.604E-08 (3.822E-08) 1.134E-08 (6.090E-08) —

8.25 4.766E-08 3.316E-08 2.059E-08 4.623E-09 3.930E-08 —
(2.243E-08) (4.030E-08)
1.372E-08 2.995E-08

8.75 4.043E-08 2.633E-08 (1.489E-08) 3.922E-09 (3.050E-08) —
9.945E-09 2.435E-08

9.25 4.015E-08 2.188E-08 (1.067E-08) 3.894E-09 (2.466E-08) —
6.303E-09 1.791E-08

9.75 2.246E-08 1.663E-08 (6.829E-09) 2.178E-09 (1.811E-08) —
3.291E-09 6.566E-09

11.00 1.842E-08 5.393E-09 (3.472E-09) 1.787E-09 (6.658E-09) —
1.012E-09 2.953E-09

13.00 6.065E-09 2.711E-09 (1.069E-09) 5.883E-10 (2.973E-09) —
3.853E-10 1.598E-09

15.00 2.469E-09 1.533E-09 (4.058E-10) 2.395E-10 (1.603E-09) —

Table E.7: Cross Section of direct-photon production as measuredtivgiPbGl. When errors are asym-
metric the lower error is given in parentheses.
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Direct-Photon Cross Section in PbSc

pr E%; stat. error sys. error A Sys. error B total error 90% CL up. lim.
[GeVi | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]

2.561E-05

3.25 2.795E-06 1.150E-06 (2.842E-05) 2.711E-07 — 3.282E-05
8.634E-06

3.75 1.527E-06 5.437E-07 (9.564E-06) 1.482E-07 — 1.107E-05
3.237E-06

4.25 1.089E-06 2.954E-07 (3.581E-06) 1.056E-07 — 4.161E-06
1.243E-06

4.75 7.235E-07 1.753E-07 (1.378E-06) 7.018E-08 — 1.607E-06
5.553E-07

5.25 5.393E-07 1.119E-07 (6.145E-07) 5.231E-08 — 7.251E-07
2.687E-07

5.75 2.624E-07 7.466E-08 (2.974E-07) 2.545E-08 — 3.569E-07
1.368E-07

6.25 1.500E-07 5.129E-08 (1.514E-07) 1.455E-08 — 1.871E-07

6.75 1.907E-07 3.818E-08 /.768E-08 1.849E-08 8.851E-08 —
(8.495E-08) (9.495E-08)
4.175E-08

7.25 4.526E-08 2.634E-08 (4.611E-08) 4.390E-09 — 6.318E-08
2.908E-08 3.820E-08

7.75 1.165E-07 2.204E-08 (3.124E-08) 1.130E-08 (3.987E-08) —
1.746E-08 2.492E-08

8.25 6.777E-08 1.653E-08 (1.877E-08) 6.573E-09 (2.586E-08) —
9.803E-09 1.540E-08

8.75 2.115E-08 1.169E-08 (1.071E-08) 2.052E-09 (1.599E-08) —
6.773E-09 1.190E-08

9.25 2.237E-08 9.543E-09 (7.315E-09) 2.170E-09 (1.222E-08) —

9.75 1.438E-08 7.494E-09 4.475E-09 1.395E-09 8.839E-09 —
(4.834E-09) (9.026E-09)
2.035E-09 3.147E-09

11.00 8.984E-09 2.236E-09 (2.162E-09) 8.715E-10 (3.230E-09) —
5.080E-10 1.092E-09

13.00 1.364E-09 9.572E-10 (5.550E-10) 1.323E-10 (1.114E-09) —
3.050E-10 7.849E-10

15.00 2.026E-09 6.960E-10 (3.158E-10) 1.966E-10 (7.892E-10) —

Table E.8: Cross Section of direct-photon production as measuredtivgiPbSc. When errors are asym-

metric the lower error is given in parentheses.
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Combined Result of Direct-Photon Cross Section

pr E%; stat. error sys. error A Sys. error B total error 90% CL up. lim.
[GeVid | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?] | [mb-c3/GeV?]

2.735E-05

3.25 7.349E-06 1.270E-06 (3.025E.05) 7.128E-07 — 3.505E-05
9.212E-06

3.75 4.465E-06 6.028E-07 (LO17E-05) 4.332E-07 — 1.182E-05
3.471E-06

4.25 2.634E-06 3.251E-07 (3.825E.-06) 2.555E-07 — 4.463E-06
1.350E-06

4.75 1.008E-06 1.929E-07 (L491E.06) 9.781E-08 — 1.746E-06
6.019E-07

5.25 6.607E-07 1.228E-07 (6.636E.-07) 6.409E-08 — 7.863E-07

5.75 3.904E-07 8.088E-08 2.905E-07 3.787E-08 3.039E-07 —
(3.199E-07) (3.322E-07)
1.491E-07 1.606E-07

6.25 2.422E-07 5.494E-08 (L638E-07) 2.350E-08 (L744E.07) —

6.75 2.078E-07 4.002E-08 8.423E-08 2.016E-08 9-540E-08 —
(9.183E-08) (1.022E-07)

7.25 8.140E-08 2.703E-08 4.572E-08 7.896E-09 5.370E-08 —
(5.014E-08) (5.751E-08)
3.109E-08 3.995E-08

7.75 1.192E-07 2.225E-08 (3.3365.08) 1.156E-08 (4.175E.08) —
1.829E-08 2.514E-08

8.25 6.290E-08 1.614E-08 (LOT2E.08) 6.101E-09 (2.620E.08) —
1.066E-08 1.577E-08

8.75 2.634E-08 1.134E-08 (L160E-08) 2.555E-09 (L642E.08) —
7.424E-09 1.209E-08

9.25 2.665E-08 9.184E-09 (7.684E.09) 2.585E-09 (L.244E.08) —
4.843E-09 8.723E-09

9.75 1.638E-08 7.079E-09 (5.220E.-09) 1.589E-09 (5.938E.09) —
2.268E-09 3.333E-09

11.00 1.102E-08 2.196E-09 (2.396E.09) 1.069E-09 (3.421E.09) —
5.489E-10 1.082E-09

13.00 1.962E-09 9.124E-10 (5.926E-10) 1.903E-10 (L.104E.09) —
3.190E-10 7.481E-10

15.00 2.116E-09 6.448E-10 (3.289E-10) 2.052E-10 (7.524E-10) —

Table E.9: Combined results of the direct-photon production crostiaec When errors are asymmetric
the lower error is given in parentheses.






F. Data Tables-A,,

F.1 Signal and BackgroundA, .

| AT %9 per Fillin the PbG|

FillNo. | 1.0<pr[GeV/c<20 [ 20<pr[GeV/c]<30 | 30<pr[GeV/c<40 | 40<pr[GeV/c<50

3625 0.31+1.04 0.74+1.82 — -0.62+6.71
3627 0.13+0.33 -0.37+0.53 0.54+1.32 1.23+ 3.66
3634 -0.08+0.23 -0.16+0.37 -0.31+0.89 -1.48+3.13
3637 0.30+0.22 0.24+0.36 -0.24+0.77 1.75+1.82
3644 0.88+0.79 0.30+1.33 -1.20+3.32 -11.47+ 6.53
3646 0.04+0.37 0.69-+ 0.60 -0.52+ 1.44 -3.03+3.24
3654 0.12+0.10 0.23+0.16 -0.38+0.37 0.26+ 0.85
3659 0.18+0.12 -0.10£0.20 0.05+0.48 1.68+ 1.09
3671 -0.11+0.11 -0.29+0.18 0.29+ 0.46 0.59+ 0.87
3672 0.16+0.15 0.01+0.25 0.46+ 0.59 -2.76+ 1.37
3674 0.14+0.05 -0.03+0.08 -0.13+0.18 0.09+ 0.44
3675 -0.37+0.22 0.13+0.38 -1.07+0.92 3.27+2.18
3676 0.01+0.12 -0.21+0.20 -0.30+ 0.47 2.30+ 1.09
3677 -0.03+ 0.06 0.10+0.11 0.03+0.25 0.42+0.59
3678 -0.12+ 0.06 0.01+0.11 -0.36+0.26 -0.57+0.60
3679 -0.01+ 0.06 0.05+0.10 -0.01+0.24 0.25+ 0.52
3680 -0.03+0.11 0.50+0.18 0.42+0.43 1.274+0.92
3681 0.03+0.07 0.14+0.12 -0.20+0.28 0.78+ 0.64
3682 -0.15+0.17 0.06-+ 0.30 -0.93+0.71 0.04+ 1.56
3691 0.04+0.06 0.05+0.11 0.02+0.25 -0.15+0.58
3693 -0.02+ 0.04 -0.10+ 0.07 -0.08+ 0.16 -0.41+0.36
3696 0.05+0.33 1.42+0.58 1.13+1.21 -0.08+5.13
3698 0.13+0.12 -0.25+0.20 -0.49+0.47 -0.79+ 1.07
3699 -0.05+0.11 -0.31+0.17 0.27+0.41 0.96+ 0.96
3702 -0.39+0.29 0.35+0.47 1.10+ 1.00 -1.35+2.80
3703 0.05+0.29 0.27+ 0.46 0.47+1.10 0.16+ 2.61
3705 0.04+0.09 0.09+0.15 -0.06+ 0.36 0.32+ 0.80
3708 -0.07+ 0.06 -0.24+0.10 -0.03+0.24 0.49+ 0.54
3713 0.08+ 0.04 0.15+ 0.06 -0.31+0.14 0.18+ 0.32
3714 0.03+0.04 0.05+0.07 0.09+0.16 -0.02+0.36
3732 251+1.21 2.794+ 1.63 1.77+ 4.56 —
3733 0.01+0.09 -0.16+0.15 -0.29+0.35 -1.09+0.78
3735 -0.04+0.20 0.59+0.33 0.21+0.73 -3.94+ 1.86
3765 0.04+0.06 -0.06+0.10 -0.34+0.25 0.09+ 0.54
3767 0.09+0.12 0.06+0.19 0.73+ 0.46 0.69+ 1.00
3769 -0.02+ 0.03 0.00-£ 0.05 -0.06+ 0.12 -0.16+0.27
3770 -0.02+ 0.06 0.04+0.10 0.07+0.24 -0.89+ 0.54
3774 -0.01+ 0.06 -0.07+0.11 -0.11+0.26 -0.89+ 0.60
3778 -0.50+0.27 -0.32+0.43 1.594+ 1.02 -4.13+2.33
3780 -0.01+0.04 -0.03+0.07 -0.15+0.16 -0.09+0.37
3793 0.01+0.03 0.02+ 0.06 0.38+0.14 -0.29+0.30
3796 0.01+0.06 0.14+0.10 0.54+0.23 0.15+ 0.53
3797 -0.01+0.17 -0.08+0.29 0.11+0.67 -1.33+1.57
3799 0.11+0.09 0.00+ 0.15 0.14+0.37 -0.13+0.78
3801 0.22+0.12 -0.25+0.20 0.24+0.49 -1.65+1.18
3803 -0.04+ 0.06 -0.04+0.10 -0.20+0.24 0.03+ 0.53
3810 0.09+0.11 -0.03+0.19 -0.25+ 0.46 0.90+ 1.04

Table F.1: SignalA, of T° production measured with the PbGl for each fill.
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ADY per Fill in the PbGl |
FillNo. | 1.0<pr[GeV/d<20 | 20<pr[GeV/J<30 [ 30<pr[GeV/d<40 [ 40<pr[GeV/d<50

3625 -1.95+1.92 5.94+ 4.04 — —
3627 0.30+ 0.50 2.03+1.28 1.23+3.77 —
3634 0.65+ 0.35 -0.08+0.89 -0.08+ 2.95 —
3637 -0.15+0.33 -0.59+0.79 1.50+ 2.69 —
3644 0.29+ 1.17 -0.45+3.41 -10.51+ 16.94 —
3646 -0.93+ 0.55 0.73+ 1.50 -0.52+ 8.52 —
3654 0.33+0.15 -0.18+0.37 0.42+1.22 0.10+ 6.41
3659 0.07+0.18 -0.02+0.48 0.92:+ 1.49 -5.21+3.85
3671 0.17+0.17 -0.32+0.44 1.194+1.25 3.00+ 3.10
3672 0.38+0.23 0.44+0.57 -0.54+1.70 -0.05+2.80
3674 0.03+ 0.07 0.35+0.18 -1.17+0.62 2.02+1.61
3675 0.50+ 0.34 1.134+0.89 0.36+2.51 -0.17+£5.70
3676 -0.01+0.18 -0.30+ 0.47 -1.41+1.91 -6.01+4.72
3677 -0.23+0.10 0.18+0.25 -1.32+0.85 3.04+2.67
3678 -0.18+0.10 0.08+ 0.25 1.40+0.84 0.30+ 1.85
3679 -0.08+ 0.09 0.05+0.23 0.19+0.76 -1.33+2.22
3680 -0.01+0.16 0.37+0.41 -1.21+1.31 —
3681 0.03+0.10 0.02+0.27 1.104+ 0.99 4.99+ 2.50
3682 -0.18+0.26 -0.25+ 0.67 3.63+2.22 —
3691 0.03+0.10 0.08+ 0.25 0.55+0.81 1.88+1.94
3693 0.06+ 0.06 -0.08+ 0.16 0.05-+ 0.55 -1.20+1.16
3696 0.38+0.51 0.95+1.17 -2.49+4.32 —
3698 0.21+0.18 -0.72+ 0.47 -1.33+1.36 -0.09-+ 5.00
3699 0.21+0.16 0.85+0.40 2.44+1.28 -1.75+ 4.10
3702 -0.36+ 0.46 -0.99+1.11 3.31+3.04 —
3703 0.82+0.42 1.764+ 1.09 -0.63+4.77 -0.63+ 12.53
3705 -0.14+0.14 0.19+0.35 -0.45+1.27 2.11+3.21
3708 -0.17+0.09 -0.53+0.24 0.36+0.78 0.43+1.95
3713 -0.01+ 0.05 0.18+0.14 0.51+0.44 2.93+1.31
3714 0.04+ 0.06 0.15+0.17 -0.12+0.57 0.50+ 1.41
3732 2.69+ 1.96 5.90+4.74 — —
3733 0.07+0.13 0.30+0.35 -1.40+ 1.05 -1.69+ 2.80
3735 -0.57+0.31 -1.00+ 0.86 -1.10+ 2.65 —
3765 -0.07+0.09 -0.07+0.24 -0.21+0.85 -1.12+1.93
3767 -0.21+0.18 0.44+0.45 231+1.76 5.24+3.74
3769 -0.03+ 0.04 -0.14+0.11 -0.01+0.41 0.67+ 1.04
3770 -0.01+ 0.09 -0.06+ 0.24 -1.91+0.85 0.13+2.39
3774 0.05-+ 0.09 -0.17+£0.25 0.90-+ 0.86 -242+1.91
3778 -0.69+ 0.40 -1.75+1.02 5.37+3.61 -2.40+ 8.64
3780 0.03+ 0.06 -0.13+0.16 -0.48+0.53 -0.86+ 1.62
3793 -0.04+0.05 0.13+0.14 0.87+0.46 -0.86+ 1.25
3796 -0.07+0.09 0.29+0.22 -0.51+0.83 -1.48+2.08
3797 -0.44+0.26 -0.39+0.71 -2.70+ 2.39 -1.76+5.31
3799 -0.01+0.13 -0.10+£0.35 -1.39+1.27 1.72+4.20
3801 -0.01+0.18 -0.02+0.48 2.59+1.72 3.04+4.62
3803 -0.09+ 0.09 -0.01+0.23 -1.82+0.81 1.70+ 2.07
3810 0.17+0.17 -0.45+ 0.46 0.54+1.58 2.91+4.06

Table F.2: Backgroundd_ . of 1 production measured with the PbGl for each fill.
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A’L‘f“’g per Fill in the PbSc

Fill No.

1.0< pr[GeV/c] <20 [ 20<pr[GeV/c]<30 | 3.0<pr[GeV/c <40 | 40<pr[GeV/d<50

3625
3627
3634
3637
3644
3646
3654
3659
3671
3672
3674
3675
3676
3677
3678
3679
3680
3681
3682
3691
3693
3696
3698
3699
3702
3703
3705
3708
3713
3714
3732
3733
3735
3765
3767
3769
3770
3774
3778
3780
3793
3796
3797
3799
3801
3803
3810

1.07+0.81
-0.15+0.31
0.44+0.21
0.56+0.20
1.06+0.74
-0.13+0.32
-0.12+0.09
-0.12+0.10
0.03+0.09
0.15+0.13
-0.02+ 0.04
-0.09+ 0.20
-0.11+0.10
0.09+ 0.06
-0.02+ 0.05
-0.05+ 0.05
-0.11+0.09
0.02+ 0.06
0.22+0.15
-0.14+ 0.05
0.00+ 0.03
0.1940.30
0.15+0.10
0.07+0.09
-0.02+0.24
0.57+0.24
-0.11+0.08
-0.01+ 0.05
-0.02+ 0.03
0.01+0.04
-1.57+0.98
-0.05+ 0.07
0.24+0.18
0.05+ 0.05
-0.16+0.10
-0.04+ 0.02
0.03+0.05
0.00+ 0.05
-0.18+0.21
-0.03+0.03
-0.03+0.03
0.05+ 0.05
-0.03+0.15
0.08+ 0.07
-0.07+0.10
0.07+0.05
0.04+0.09

0.24+0.97
-0.10+ 0.36
0.28+0.23
0.06+ 0.22
0.39+0.83
0.25+0.37
-0.04+0.10
0.06+0.12
-0.05+0.11
0.20+0.15
-0.11+0.05
0.03+0.22
-0.05+0.12
-0.00+ 0.06
0.01+0.06
-0.06+ 0.06
-0.07+0.10
-0.01+0.07
-0.01+0.18
-0.01+0.06
-0.04+0.04
-0.06+0.31
0.07+0.12
0.04+0.10
-0.35+0.27
0.20+0.27
0.09-+ 0.09
-0.03+ 0.06
-0.02+0.03
0.00+ 0.04
-0.15+ 1.10
0.01+0.09
0.06+0.20
-0.09+ 0.06
0.04+0.11
-0.02+0.03
-0.04+0.06
-0.15+ 0.06
0.27+0.24
0.01+0.04
-0.05+0.03
0.03+ 0.06
0.19+0.17
-0.05+0.08
-0.08+0.11
0.03+ 0.06
0.03+0.11

3.00+ 2.38
1.104+0.74
0.05+0.49
0.03+ 0.47
-1.30+ 1.75
-1.21+0.79
-0.09+0.21
0.19+0.25
0.01+0.23
-0.79+0.33
0.20+ 0.10
0.44+0.46
0.12+0.26
-0.27+0.14
0.02+0.14
-0.10+0.13
0.05+0.22
-0.28+0.15
0.41+0.38
0.03+0.13
-0.02+ 0.09
0.19+0.81
0.15+0.25
-0.17+£0.22
-0.26+ 0.60
0.61+0.59
-0.18+0.19
0.13+0.12
0.01+0.07
-0.12+0.09
0.27+2.34
0.30+0.19
-0.21+0.42
-0.12+0.13
0.05+0.23
-0.07+ 0.06
0.32+0.12
-0.01+0.13
0.04+0.54
0.09+ 0.08
0.05+0.07
-0.03+0.12
-0.15+0.36
0.10+£0.19
-0.09+0.24
-0.22+0.12
0.17+0.23

3.53+ 3.59
0.29+ 1.68
-1.98+1.22
0.40+ 1.06
-6.81+3.84
3.24+1.91
-0.16+ 0.49
0.02+ 0.56
0.24+0.52
0.69+ 0.67
0.24+0.23
0.51+ 1.04
0.15+ 0.58
-0.19+0.31
-0.02+0.31
-0.01+0.30
-1.09+ 0.50
-0.09+0.34
-0.88+0.84
0.09+ 0.31
-0.01+0.20
1.73+1.82
0.18+ 0.54
0.31+ 0.50
1.344+ 1.44
-1.83+1.32
-0.41+0.45
0.43+0.28
-0.23+0.17
0.15+0.20
-0.27+7.19
0.88+0.43
0.96+ 0.93
-0.04+0.29
-0.37+£0.55
-0.13+0.13
-0.06+ 0.29
-0.15+0.30
0.09+ 1.23
0.03+0.19
-0.16+0.16
0.25+0.28
-0.88+0.78
-0.75+ 0.41
-0.22+0.52
-0.25+0.28
-0.36+ 0.54

Table F.3: SignalA_ . of T© production measured with the PbSc for each fill.
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Aﬁf per Fill in the PbSc |
FillNo. | 1.0<pr[GeV/d<20 | 20<pr[GeV/J<30 [ 30<pr[GeV/d<40 [ 40<pr[GeV/d<50

3625 1.054+ 0.99 0.74+ 2.67 — —

3627 0.07+0.39 0.59+0.75 -1.44+2.30 -3.42+6.27
3634 0.25+ 0.26 0.17+0.53 250+ 1.66 —

3637 -0.03+0.24 0.27+0.46 2.65+1.49 -5.88+4.11
3644 1.24+0.91 -0.89+ 1.80 -14.47+ 6.13 —

3646 -0.29+ 0.39 1.08+0.81 0.17+ 2.46 6.63+ 6.39
3654 0.09+0.11 0.07+0.21 0.76+ 0.69 2.37+1.53
3659 0.15+0.13 -0.10+£0.26 0.75+ 0.80 -0.23+2.03
3671 0.10+0.11 0.26+0.22 -0.66+0.72 3.61+ 1.96
3672 0.06+0.17 -0.20+0.34 0.52+ 1.05 1.78+3.24
3674 0.02+ 0.05 0.02+0.10 -0.04+0.31 -0.09+ 0.86
3675 -0.42+0.24 0.03+0.47 -0.82+ 1.40 -0.17+4.03
3676 -0.16+0.13 0.18+0.25 -0.39+ 0.80 1.71+2.82
3677 -0.08+ 0.07 -0.18+0.14 -0.14+0.43 -0.11+1.17
3678 0.05+ 0.07 0.08+0.14 0.61+ 0.42 1.02+1.04
3679 0.02+ 0.06 -0.19+0.13 -0.35+0.40 -1.03+ 1.02
3680 -0.14+0.11 -0.17+0.23 -0.08+0.70 0.89+ 1.57
3681 0.02+ 0.07 0.02+0.15 0.42+0.47 -0.10+ 1.16
3682 0.26+0.19 -0.36+0.38 0.73+1.09 2.54+2.87
3691 -0.05+ 0.06 -0.21+0.13 -0.25+ 0.42 157+1.19
3693 0.05+ 0.04 -0.17+0.09 -0.49+0.28 -0.02+ 0.68
3696 -0.72+0.35 0.27+0.69 1.59+2.08 —

3698 -0.15+0.12 -0.10+£0.25 -0.21+0.80 1.18+2.09
3699 0.07+0.11 0.36+0.22 0.77+£0.71 -1.04+1.84
3702 -0.21+0.29 -0.09+ 0.60 -1.22+1.76 0.42+ 4.53
3703 -0.04+0.29 0.66+ 0.59 -1.80+1.91 3.39+4.92
3705 -0.00+ 0.09 -0.09+0.19 0.45+0.58 -0.76+ 1.42
3708 0.09-+ 0.06 0.10+£0.12 -0.78+0.38 0.19+ 1.06
3713 0.03+0.04 -0.01+0.07 0.20+ 0.22 -0.05+ 0.56
3714 -0.00+ 0.04 0.01+ 0.09 -0.02+0.28 -0.08+0.72
3732 1.26+1.32 0.66+ 2.28 — —

3733 0.14+ 0.09 0.09+0.19 0.73+0.57 0.04+ 1.62
3735 0.18+0.22 0.75+0.44 1.60+1.21 0.38+ 2.63
3765 0.06+ 0.06 0.01+0.13 -0.29+0.40 2.48+1.13
3767 0.02+0.12 -0.48+0.24 0.68+ 0.69 -3.01+1.83
3769 -0.00+ 0.03 0.17+0.06 0.17+0.19 -0.34+0.52
3770 -0.07+ 0.06 -0.16+0.13 -0.02+0.39 -0.58+ 0.96
3774 0.05+ 0.07 0.12+0.13 0.11+0.43 -0.01+1.16
3778 0.01+0.26 0.21+0.54 0.56+ 1.77 -2.29+4.23
3780 0.01+0.04 -0.09+ 0.08 -0.24+0.26 1.434+0.70
3793 -0.00+ 0.03 -0.19+ 0.07 0.27+0.23 -0.27+0.59
3796 0.10+ 0.06 -0.12+0.12 -0.05+0.40 0.05+ 1.09
3797 -0.27+0.18 -0.38+0.37 -2.05+1.14 -1.58+2.29
3799 0.12+ 0.09 0.06+ 0.19 0.21+0.59 0.50+ 1.49
3801 -0.08+0.12 0.10+0.24 -0.10+ 0.80 -1.46+ 2.00
3803 -0.01+ 0.06 -0.16+0.12 -0.18+0.38 -0.38+ 0.97
3810 -0.00+0.12 -0.19+0.24 0.69+0.76 -2.03+2.01

Table F.4: Backgroundd_ . of T production measured with the PbSc for each fill.
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A’L‘f*bg per Fillin the EMCal

Fill No.

1.0< pr[GeV/c] <20 [ 20<pr[GeV/c]<30 | 3.0<pr[GeV/c <40 | 40<pr[GeV/d<50

3625
3627
3634
3637
3644
3646
3654
3659
3671
3672
3674
3675
3676
3677
3678
3679
3680
3681
3682
3691
3693
3696
3698
3699
3702
3703
3705
3708
3713
3714
3732
3733
3735
3765
3767
3769
3770
3774
3778
3780
3793
3796
3797
3799
3801
3803
3810

0.74+0.62
-0.10+0.22
0.27+0.15
0.39+0.14
0.86+ 0.53
0.04+0.23
-0.03+ 0.06
-0.04+0.08
-0.02+0.07
0.17+£0.10
0.05+0.03
-0.14+0.14
-0.02+ 0.08
0.05+0.04
-0.07+0.04
-0.03+ 0.04
-0.09+ 0.07
0.01+0.04
0.09+0.11
-0.07+ 0.04
-0.01+ 0.02
0.15+0.21
0.09+ 0.07
0.05+0.07
-0.15+0.18
0.33+0.18
-0.08+ 0.06
-0.03+ 0.04
0.02+ 0.02
0.02+0.03
0.08+0.75
-0.04+ 0.05
0.12+0.13
0.03+0.04
-0.07+ 0.07
-0.03+ 0.02
0.01+0.04
0.01+0.04
-0.26+0.16
-0.02+0.02
-0.01+0.02
0.04+0.04
0.00+0.11
0.10+ 0.05
0.06+ 0.07
0.03+0.04
0.06+0.07

0.55+0.85
-0.19+0.29
0.21+0.20
0.08+0.19
0.33+£0.70
0.34+0.31
0.04-+0.08
0.03+0.10
-0.09+ 0.09
0.19+0.13
-0.10+ 0.04
0.07+0.19
-0.11+0.10
0.03+0.05
0.01+0.05
-0.03+ 0.05
0.07+0.09
0.02+ 0.06
0.02+0.15
0.00- 0.05
-0.06+0.03
0.34+0.27
-0.01+0.10
-0.03+0.09
-0.16+0.23
0.16+0.23
0.08+ 0.08
-0.08+ 0.05
0.02+0.03
0.02+0.03
0.74+0.90
-0.04+0.07
0.23+0.17
-0.08+ 0.05
0.04+0.09
-0.02+ 0.02
-0.03+ 0.05
-0.12+0.05
0.14+0.21
0.00+0.03
-0.03+0.03
0.05+ 0.05
0.12+0.14
-0.02+ 0.07
-0.12+0.10
0.01+0.05
0.01+0.09

3.69+2.25
0.92+0.64
-0.03+0.43
-0.06+ 0.40
-1.36+ 1.54
-1.05+ 0.69
-0.13+0.18
0.16+0.22
0.05+0.20
-0.46+0.29
0.12+0.09
0.12+0.41
0.05+0.23
-0.20+0.12
-0.08+0.12
-0.07+0.11
0.13+0.20
-0.25+0.13
0.13+0.33
0.02+0.12
-0.03+0.08
0.53+0.67
0.02+0.22
-0.10+0.19
0.07+0.51
0.57+0.52
-0.15+0.17
0.09+0.11
-0.06+ 0.06
-0.08+ 0.08
0.58+2.08
0.15+0.16
-0.08+ 0.36
-0.17+0.11
0.18+0.21
-0.07+ 0.05
0.26+0.11
-0.03+0.12
0.45+0.48
0.03+0.07
0.13+0.06
0.09+0.11
-0.11+0.31
0.10+0.17
-0.04+0.22
-0.19+0.11
0.10+0.21

259+ 3.17
0.61+ 1.51
-1.92+1.14
0.74+0.92
-7.56+ 3.29
1.61+1.65
-0.08+ 0.42
0.39+ 0.50
0.34+ 0.45
0.08+ 0.60
0.22+0.20
1.02+0.94
0.66+ 0.51
-0.06+ 0.28
-0.12+0.27
0.05+ 0.26
-0.54+0.44
0.11+0.30
-0.71+0.74
0.04+0.27
-0.11+0.17
153+1.71
0.00+ 0.48
0.45+ 0.44
0.79+ 1.28
-1.42+1.18
-0.20+0.39
0.44+0.25
-0.14+0.15
0.11+0.18
3.14+ 5.87
0.46+ 0.38
-0.00+0.83
-0.02+0.25
-0.15+0.48
-0.14+0.12
-0.26+ 0.25
-0.30+0.26
-0.78+ 1.09
0.00+0.17
-0.18+0.14
0.24+0.25
-0.96+ 0.70
-0.64+0.36
-0.45+0.48
-0.19+0.25
-0.07+0.48

Table F.5: SignalA_. of 0 production measured with the combined EMCal subsystemesfon fill.
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A9 per Fillin the EMCal |
FillNo. | 1.0<pr[GeV/c<20 [ 20<pr[GeV/c]<30 [ 3.0<pr[GeV/c <40 | 40<pr[GeV/d<50

3625 0.12+0.84 2.30+2.08 — —

3627 0.14+0.30 1.01+0.63 -0.73+ 1.96 2.72+ 4.96
3634 0.32+0.20 0.12+0.45 1.88+1.45 —

3637 -0.07+0.19 0.09+ 0.39 2.38+1.30 -7.38+3.51
3644 0.89-+ 0.69 -0.96+ 1.58 -14.02+ 5.76 —

3646 -0.35+0.31 0.92+0.71 0.12+2.37 3.63+5.98
3654 0.16+ 0.08 -0.01+0.18 0.71+0.60 2.59+ 1.45
3659 0.14+0.10 -0.08+0.22 0.70+0.70 -1.30+ 1.79
3671 0.11+0.09 0.16+0.20 -0.26+ 0.62 3.44+ 1.66
3672 0.18+0.13 -0.09+ 0.29 0.09+ 0.88 0.73+2.12
3674 0.03+0.04 0.07+0.09 -0.24+0.28 0.38+0.76
3675 -0.11+0.19 0.24+0.41 -0.53+1.21 -0.17+3.29
3676 -0.09+ 0.10 0.05+ 0.22 -0.62+0.73 -0.29+ 2.42
3677 -0.14+ 0.05 -0.11+0.12 -0.38+0.38 0.62+ 1.06
3678 -0.05+ 0.05 0.08+0.12 0.76+0.37 0.85+0.91
3679 -0.02+ 0.05 -0.15+0.11 -0.23+0.35 -1.08+0.92
3680 -0.07+ 0.09 -0.05+0.20 -0.36+0.61 -0.39+ 1.48
3681 0.01+ 0.06 0.04+0.13 0.59:+ 0.43 0.70+ 1.05
3682 0.05+0.15 -0.31+0.33 1.36+0.98 1.21+2.73
3691 -0.02+ 0.05 -0.14+0.12 -0.08+ 0.37 1.65+1.01
3693 0.06+ 0.03 -0.15+0.08 -0.38+0.25 -0.32+0.58
3696 -0.38+0.28 0.40+ 0.59 0.82+1.87 -0.08+5.26
3698 -0.09+0.10 -0.20+0.22 -0.50+ 0.69 0.99+ 1.93
3699 0.09+ 0.09 0.46+0.19 1.184+0.61 -1.16+ 1.68
3702 -0.27+0.23 -0.30+£ 0.52 -0.29+ 1.50 -1.35+4.05
3703 0.27+0.23 0.99:+ 0.51 -1.46+ 1.76 244+ 430
3705 -0.07+ 0.07 -0.03+0.17 0.32+0.52 -0.47+1.29
3708 -0.00+ 0.05 -0.03+0.11 -0.54+0.34 0.24+0.93
3713 0.02+ 0.03 0.04+0.06 0.28+0.20 0.41+0.51
3714 0.02+ 0.03 0.03+0.08 -0.04+0.25 0.09+ 0.63
3732 1.62+ 1.06 1.184+2.02 — —

3733 0.11+0.07 0.12+0.16 0.25+0.50 -0.39+ 1.40
3735 0.02+0.17 0.40+0.39 1.14+1.10 1.64+2.44
3765 0.01+ 0.05 0.01+0.11 -0.29+0.37 1.56+0.98
3767 -0.05+ 0.09 -0.28+0.21 0.89+ 0.63 -1.33+1.64
3769 -0.01+ 0.02 0.10-+£ 0.05 0.13+0.17 -0.13+ 0.46
3770 -0.06+ 0.05 -0.12+0.11 -0.34+0.35 -0.37+0.89
3774 0.06+ 0.05 0.04+0.12 0.29+0.38 -0.66+ 0.99
3778 -0.14+0.21 -0.24+0.47 1.234+1.58 -2.22+3.73
3780 0.02+ 0.03 -0.10+ 0.07 -0.31+0.23 1.03+0.64
3793 -0.02+ 0.03 -0.11+ 0.06 0.40-+0.20 -0.35+0.53
3796 0.07+ 0.05 -0.01+0.10 -0.18+0.36 -0.25+ 0.95
3797 -0.36+ 0.14 -0.44+0.32 -2.20+ 1.02 -1.61+2.10
3799 0.06+ 0.07 0.03+0.16 0.01+0.53 0.63+ 1.40
3801 -0.06+0.10 0.03+0.21 0.45+0.72 -0.27+1.79
3803 -0.04+0.05 -0.16+0.11 -0.52+0.34 0.06+ 0.87
3810 0.06+ 0.09 -0.19+0.21 0.58+0.68 -1.15+1.79

Table F.6: Backgroundd, of € production measured with the combined EMCal subsystenesfci fill.
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