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FIG. 2: Nuclear modification factor RdA for π0 in the PbGl
and PbSc calorimeters in minimum bias d+Au. The bands
around the data points show systematic errors which can vary
with pT , while the shaded band around unity indicates the
normalization uncertainty. The nuclear modification factor
RAA in 10% most central Au+Au collisions is also shown.

The data clearly indicate that there is no suppression
of high pT particles in d+Au collisions. We do, how-
ever, observe an enhancement in inclusive charged parti-
cle production at pT > 2 GeV/c. A similar enhancement
was observed in p+A fixed-target experiments [24] and
is generally referred to as the “Cronin effect”. To facili-
tate comparison of the Cronin effect in inclusive charged
particles and π0, the lower part of Fig. 3 shows all sys-
tematic uncertainties common to both analyses in the
bar on the left. It should be noted that this uncertainty
must be added in quadrature with the bands shown for
each curve to obtain the 1σ allowed range of RdA from
the data. The π0 data suggest a smaller enhancement
for pions than for inclusive charged particles at pT = 2-
4 GeV/c. We note that the charged spectrum includes
baryons and antibaryons, which may have a different nu-
clear enhancement than the mesons [24].

The various models of the suppression observed in
Au+Au predict a different dependence on Ncoll in
d+Au [14, 25, 26]. Therefore, a second data sample
was selected by requiring observation of a neutron in the
Zero-Degree Calorimeter on the deuteron-going side of
PHENIX. This, together with the requirement of parti-
cles entering both Beam-Beam Counters, selects a class
of events in which only the proton from the deuteron in-
teracts with the Au nucleus. The mean number of binary
collisions for this sample is calculated with the Glauber
model to be 3.6 ± 0.3. Particle yields in this sample
have a < 5% uncertainty beyond that of the minimum
bias sample, arising from trigger bias.

Fig. 4 shows the ratios of RdA in minimum bias d+Au
to RpA in the neutron tagged sample, for both (h+ +
h−)/2 and π0. Systematic uncertainties on the spectra
cancel in the ratio; the band around unity shows the
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FIG. 3: Top: Nuclear modification factor RdA for (h++h−)/2
in minimum bias d+Au compared to RAA in the 10% most
central Au+Au collisions. Inner bands show systematic errors
which can vary with pT , and outer bands include also the
normalization uncertainty. Bottom: Comparison of RdA for
(h++h−)/2 and the average of the π0 measurements in d+Au.
The bar at the left indicates the systematic uncertainty in
common for the charged and π0 measurements.

uncertainty on the ratio of the number of binary collisions
in the two samples. Average values of Ncoll are 3.6 per
participating proton in the neutron tagged sample and
8.5 for 1.7 participating nucleons from the deuteron in
minimum bias d+Au. Given the systematic uncertainties
on Ncoll, we cannot exclude a small centrality dependence
for pT > 1 GeV/c. It should be noted that the figure also
indicates that d+Au collisions provide a good measure of
the physics of p+Au.

The observation of an enhancement of high-pT hadron
production in both the minimum bias d+Au and the neu-
tron tagged sample of p+Au collisions indicates that the
suppression in central Au+Au collisions is not an initial
state effect. Nor does it arise from modification of par-
ton structure functions in nuclei. The data suggest, in-
stead, that the suppression of high pT hadrons in Au+Au
is more likely a final state effect of the produced dense
medium.

4 The ALICE Collaboration

0.0035 mb−1. The uncertainty is obtained by varying the parameters in the Glauber model calculation,
see [11].

The pT spectra of charged particles measured in NSD p–Pb collisions at
√sNN = 5.02 TeV are shown

in Fig. 1 together with the interpolated pp reference spectrum. At high pT, the pT distributions in p–Pb
collisions are similar to that in pp collisions, as expected in the absence of nuclear effects. There is an
indication of a softening of the pT spectrum when going from central to forward pseudorapidity. This
is a small effect, as seen in the ratios of the spectra for forward pseudorapidities to that at |ηcms| < 0.3,
shown in Fig. 1 (lower panel). Calculations with the DPMJET event generator [12], which predict well
the measured dNch/dηlab [11], overpredict the spectra by up to 33% for pT < 0.7 GeV/c and underpredict
them by up to 50% for pT > 0.7 GeV/c.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPbch /dηdpT

⟨TpPb⟩d2σ ppch /dηdpT
, (1)

where NpPbch is the charged particle yield in p–Pb collisions. The nuclear modification factor is unity for
hard processes which are expected to exhibit binary collision scaling. For the region of several tens of
GeV, binary collision scaling was experimentally confirmed in Pb–Pb collisions at the LHC by the recent
measurements of observables which are not affected by hot QCD matter, direct photon [18], Z0 [19], and
W± [20] production. The present measurement in p–Pb collisions extends this important experimental
verification down to the GeV scale and to hadronic observables.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum in NSD p–Pb
collisions at √sNN = 5.02 TeV. The data for |ηcms| < 0.3 are compared to measurements [8] in central (0–5%
centrality) and peripheral (70–80%) Pb–Pb collisions at √sNN = 2.76 TeV. The statistical errors are represented
by vertical bars, the systematic errors by (filled) boxes around data points. The relative systematic uncertainties on
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The measurement of the nuclear modification factor RpPb for charged particles at |ηcms|< 0.3, is shown in
Fig. 2. The uncertainties of the p–Pb and pp spectra are added in quadrature, separately for the statistical

hard probe rates nearly unmodified from Ncoll scaling 
both in d+Au and p+Pb at midrapidity
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Figure 3: RpPb for R = 0.4 jets in 0–90%
p

sNN = 5.02 TeV p+Pb collisions. Each panel shows the jet
RpPb at a di↵erent rapidity range. Vertical error bars and boxes around the data points represent statistical
and systematic uncertainties, respectively. The green band represents a calculation using the EPS09
nuclear parton distribution function set. The shaded gray box on left edge of the RpPb = 1 horizontal line
indicates the systematic uncertainty on TpA and the pp luminosity in quadrature.
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Figure 3: RpPb for R = 0.4 jets in 0–90%
p

sNN = 5.02 TeV p+Pb collisions. Each panel shows the jet
RpPb at a di↵erent rapidity range. Vertical error bars and boxes around the data points represent statistical
and systematic uncertainties, respectively. The green band represents a calculation using the EPS09
nuclear parton distribution function set. The shaded gray box on left edge of the RpPb = 1 horizontal line
indicates the systematic uncertainty on TpA and the pp luminosity in quadrature.
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Comparison of RpPb and RPbPb Results 

CMS: EPJC 72 (2012) 1945 , HIN-12-004, HIN-12-017, HIN-14-001  
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TeV using similar techniques 

•  Crucial test of Cold Nuclear Matter (CNM) effects 
•  Compared with different MC pp references 
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Transverse momentum dependence of inclusive primary charged-particle production . . . 5

pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and

Transverse momentum dependence of inclusive primary charged-particle production . . . 5

pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.

0 5 10 15 20 25 30 35 40 45 50

pP
b

R

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3 =5.02 TeV, NSDNNsALICE  p-Pb 

charged particles

| < 0.3
cms

η|

)c (GeV/
T
p

0 5 10 15 20 25 30 35 40 45 50

pP
b

R
0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3

 < 0.3
cms

η-1.3 < 

Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and

1405.2737

 [GeV/c]
T

p
1 10 210

|<
1

)
C

M
η

 (
|

p
P

b
R

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 = 5.02 TeV, charged particlesNNspPb 

=6.9collN

CMS Preliminary

Appelt, Aiola, Balek



charged particles…more interesting

5

RpPb – comparison with CMS and ALICE
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pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:
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, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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• different impressions between CMS/ATLAS & ALICE data
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RpPb – comparison with CMS and ALICE
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pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
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In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
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significance and extended in pT down to 0.15 GeV/c.
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EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
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, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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Figure 6: RpPb for R = 0.4 jets in
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sNN = 5.02 TeV p+Pb collisions in central (black), mid-central
(red) and peripheral (black) events. Each panel shows the jet RpPb at a di↵erent rapidity range. Vertical
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties. The
shaded boxes on the right edge of the RpPb = 1 horizontal line indicate the systematic uncertainty on TpA
and the pp luminosity in quadrature.

going bins studied is shown plotted against this variable in Fig. 8. The RpPb in central and peripheral
events are shown separately. Although the systematic uncertainties are larger on the RpPb than the RCP,
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sNN = 5.02 TeV p+Pb collisions in central (black), mid-central
(red) and peripheral (black) events. Each panel shows the jet RpPb at a di↵erent rapidity range. Vertical
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties. The
shaded boxes on the right edge of the RpPb = 1 horizontal line indicate the systematic uncertainty on TpA
and the pp luminosity in quadrature.

going bins studied is shown plotted against this variable in Fig. 8. The RpPb in central and peripheral
events are shown separately. Although the systematic uncertainties are larger on the RpPb than the RCP,
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error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties. The
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and the pp luminosity in quadrature.
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events are shown separately. Although the systematic uncertainties are larger on the RpPb than the RCP,
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sNN = 5.02 TeV p+Pb collisions in central (black), mid-central
(red) and peripheral (black) events. Each panel shows the jet RpPb at a di↵erent rapidity range. Vertical
error bars represent the statistical uncertainty while the boxes represent the systematic uncertainties. The
shaded boxes on the right edge of the RpPb = 1 horizontal line indicate the systematic uncertainty on TpA
and the pp luminosity in quadrature.

going bins studied is shown plotted against this variable in Fig. 8. The RpPb in central and peripheral
events are shown separately. Although the systematic uncertainties are larger on the RpPb than the RCP,
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and the pp luminosity in quadrature.
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pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
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, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
data points. The relative systematic uncertainties on the normalization are shown as boxes around unity near
pT = 0.

In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
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In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
d2NpPb/dηdpT

⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.

0 5 10 15 20 25 30 35 40 45 50

pP
b

R

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3 =5.02 TeV, NSDNNsALICE  p-Pb 

charged particles

| < 0.3
cms

η|

)c (GeV/
T
p

0 5 10 15 20 25 30 35 40 45 50

pP
b

R

0.5
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3

 < 0.3
cms

η-1.3 < 

Fig. 2: The nuclear modification factor of charged particles as a function of transverse momentum, measured
in minimum-bias (NSD) p–Pb collisions at √sNN = 5.02 TeV in two pseudorapidity ranges, |ηcms|< 0.3 and
−1.3< ηcms < 0.3. The statistical errors are represented by vertical bars, the systematic errors by boxes around
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pT = 0.
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, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
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pQCD at
√
s= 5.02 and 7 TeV [10].

In the lower panel of Fig. 1 the ratios of the spectra for backward (−0.8 < ηcms < −0.3 and −1.3 <
ηcms<−0.8) pseudorapidity ranges to that at |ηcms|< 0.3 are shown. The indication of a slight softening
of the pT spectrum when going from central to backward (Pb-side) pseudorapidity, observed already
in the pilot-run data of 2012 [4] (note opposite ηcms sign convention in [4]) is confirmed with better
significance and extended in pT down to 0.15 GeV/c.

A good description of our earlier measurement of spectra in p–Pb collisions [4] was achieved in the
EPOS3 model [14] including a hydrodynamical description of the collision, while the PHSD model [15]
significantly underestimated the spectra for pT values of several GeV/c.
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In order to quantify nuclear effects in p–Pb collisions, the pT-differential yield relative to the pp reference,
the nuclear modification factor, is calculated as:

RpPb(pT) =
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⟨TpPb⟩d2σ pp/dηdpT
, (1)

where NpPb is the charged particle yield in p–Pb collisions.

The measurement of the nuclear modification factor RpPb for charged particle production in |ηcms|< 0.3
and −1.3< ηcms < 0.3 is shown in Fig. 2. The uncertainties of the p–Pb and pp spectra are added
in quadrature, separately for the statistical and systematic uncertainties. The systematic uncertainties
are largely correlated between adjacent pT bins. The total systematic uncertainty on the normaliza-
tion, the quadratic sum of the uncertainty on ⟨TpPb⟩, the normalization of the pp reference spectrum and
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eral bin the enhancement is much smaller, at a factor of
about 1.1–1.2, and is close to unmodified, similar to the
other particle species. This strong centrality dependence
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of the proton RdA is in fact very similar to the significant
centrality dependence of the p/π ratio, and these two ob-
servables are likely driven by the same mechanism. Also
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Fig. 6: (color online) Results of blast-wave fits, compared to Pb–Pb data and MC simulations from PYTHIA8 with
and without color reconnection. Charged-particle multiplicity increases from left to right. Uncertainties from the
global fit are shown as correlation ellipses.

the number of clusters in the first ITS layers reveal very similar trends. In the cases where the largest
deviation is observed, the p/p ratio is essentially the same in 0-5% events and it is ⇠ 15% higher at
pT ⇠ 3 GeV/c in the 60-80% class. Part of this difference is due to the mild correlation of events at for-
ward and central rapidity: the lowest multiplicity class selected with ZNA leads to a larger multiplicity
at midrapidity than the corresponding class selected with the VZERO-A.

4 Discussion

In heavy-ion collisions, the flattening of transverse momentum distribution and its mass ordering find
their natural explanation in the collective radial expansion of the system [56]. This picture can be tested
in a blast-wave framework with a simultaneous fit to all particles for each multiplicity bin. This param-
eterization assumes a locally thermalized medium, expanding collectively with a common velocity field
and undergoing an instantaneous common freeze-out. The blast-wave functional form is given by [11]
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transverse expansion velocity, b
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is the transverse expansion velocity at the surface, n is the exponent of
the velocity profile and Tkin is the kinetic freeze-out temperature. The free parameters in the fit are Tkin,
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, n and a normalization parameter.

In contrast with the individual fits discussed above, the simultaneous fit to all particle species under
consideration can provide insight on the (common) kinetic freeze-out properties of the system. It has
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pT ⇠ 3 GeV/c in the 60-80% class. Part of this difference is due to the mild correlation of events at for-
ward and central rapidity: the lowest multiplicity class selected with ZNA leads to a larger multiplicity
at midrapidity than the corresponding class selected with the VZERO-A.
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In heavy-ion collisions, the flattening of transverse momentum distribution and its mass ordering find
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pT ⇠ 3 GeV/c in the 60-80% class. Part of this difference is due to the mild correlation of events at for-
ward and central rapidity: the lowest multiplicity class selected with ZNA leads to a larger multiplicity
at midrapidity than the corresponding class selected with the VZERO-A.
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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FIG. 2: (color online) The nuclear modification factor, RdA,
for electrons from open heavy flavor decays, for the (a) most
central and (b) most peripheral centrality bins.

for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe
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(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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D-meson production in p–Pb collisions at √sNN = 5.02 TeV 5
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Figure 3: Average RpPb of prompt D0, D+ and D∗+ mesons as a function of pT compared to model calculations.
Statistical (bars), systematic (empty boxes) and normalization (full box) uncertainties are shown.
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Figure 4: Average RpPb of prompt D0, D+ and D∗+ mesons as a function of pT compared to D-meson RAA in the
20% most central and in the 40-80% Pb–Pb collisions at √sNN = 2.76 TeV from [6]. Statistical (bars), systematic
(empty boxes) and normalization (full boxes) uncertainties are shown.

The present uncertainties of the measurement do not allow any sensitivity on this effect. In Fig. 4 the
average RAA of prompt D mesons in central (0-20%) and in semi-peripheral (40-80%) Pb–Pb collisions
at √sNN = 2.76 TeV [6] is reported along with the average RpPb of prompt D mesons in p–Pb collisions
at √sNN = 5.02 TeV, showing that cold nuclear matter effects are smaller than the uncertainties for
pT ! 3 GeV/c. In addition, as reported in [6], the same EPS09 nuclear PDF parametrization that
describes the D-meson RpPb results predicts small initial state effects (less than 10% for pT > 5 GeV/c)
for Pb–Pb collisions. As a consequence, the suppression observed in central Pb–Pb collisions for
pT ! 2 GeV/c is predominantly induced by final-state effects, e.g. the charm energy loss in the
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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FIG. 2: (color online) The nuclear modification factor, RdA,
for electrons from open heavy flavor decays, for the (a) most
central and (b) most peripheral centrality bins.

for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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for electrons from open heavy flavor decays, for the (a) most
central and (b) most peripheral centrality bins.

for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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D-meson production in p–Pb collisions at √sNN = 5.02 TeV 5
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Figure 3: Average RpPb of prompt D0, D+ and D∗+ mesons as a function of pT compared to model calculations.
Statistical (bars), systematic (empty boxes) and normalization (full box) uncertainties are shown.
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Figure 4: Average RpPb of prompt D0, D+ and D∗+ mesons as a function of pT compared to D-meson RAA in the
20% most central and in the 40-80% Pb–Pb collisions at √sNN = 2.76 TeV from [6]. Statistical (bars), systematic
(empty boxes) and normalization (full boxes) uncertainties are shown.

The present uncertainties of the measurement do not allow any sensitivity on this effect. In Fig. 4 the
average RAA of prompt D mesons in central (0-20%) and in semi-peripheral (40-80%) Pb–Pb collisions
at √sNN = 2.76 TeV [6] is reported along with the average RpPb of prompt D mesons in p–Pb collisions
at √sNN = 5.02 TeV, showing that cold nuclear matter effects are smaller than the uncertainties for
pT ! 3 GeV/c. In addition, as reported in [6], the same EPS09 nuclear PDF parametrization that
describes the D-meson RpPb results predicts small initial state effects (less than 10% for pT > 5 GeV/c)
for Pb–Pb collisions. As a consequence, the suppression observed in central Pb–Pb collisions for
pT ! 2 GeV/c is predominantly induced by final-state effects, e.g. the charm energy loss in the

a smaller effect at the LHC could be due to the 
harder initial spectrum
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FIG. 1: (color online) Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.

of the cocktail are scaled to match the converter data
in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
same RHIC Run period with identical techniques. The
heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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FIG. 2: (color online) The nuclear modification factor, RdA,
for electrons from open heavy flavor decays, for the (a) most
central and (b) most peripheral centrality bins.

for each centrality. The p+p data presented here are in
good agreement with our previous p+p results, however,
the statistical uncertainties on the new data are ∼ 2×
larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
previous p+p data provides an important cross-check on
the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing

RdA =
dNe

dA/dpT
⟨Ncoll⟩ × dNe

pp/dpT
(3)

for each centrality. Figure 2 shows RdA as a function
of pT for the most-peripheral and most-central central-
ity bins. As in Fig. 1, the statistical (systematic) un-
certainties are represented by bars (boxes). For points at
pT < 1.6 GeV/c, RdA is found by dividing point-by-point
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separated by centrality. The lines represent a fit to the previ-
ous p+p result [23], scaled by Ncoll. The inset shows the ratio
of photonic background electrons determined by the converter
and cocktail methods for Minimum Bias d+Au collisions, with
error bars (boxes) that represent the statistical uncertainty on
the converter data (systematic uncertainty on the photonic-
electron cocktail). See text for details on uncertainties.
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in each centrality by factors ranging from 0.92 to 1.01.
Detailed descriptions of these methods can be found in
[23].

Figure 1 shows the pT spectrum of electrons from
open heavy flavor decays for each d+Au centrality bin,
and for p+p collisions that were measured during the
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heavy flavor electron yield is determined by the cocktail
method, with photonic components scaled to match the
converter data. The statistical (systematic) uncertain-
ties are shown as bars (boxes) around the central values.
The boxes contain the uncertainties in the solid angle
correction, electron-identification efficiency, and trigger-
bias correction. Added in quadrature with those is the
uncertainty from the cocktail subtraction. The lines are
a FONLL spectral shape [24] fitted to a previous p+p
heavy-flavor electron measurement [23], scaled by Ncoll
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larger. Fitting a constant to the ratio of the new data
to the old yields a value of 0.97 ± 0.02, with χ2/n.d.f =
20.3/26. The fact that the 2008 p+p data agree with the
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the methods used to extract the 2008 d+Au e±HF spectra.
Due to changes in the detector configuration that re-

sulted in increased photon conversion background at low
pT , the signal to background at low pT is not as good as
it was in previous measurements. Coupled with the fact
that ∼ 90 % of the electrons from charmed hadron de-
cays fall below pT = 0.8 GeV/c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The d+Au electron spectra are directly compared to

the p+p reference data by computing
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for each centrality. Figure 2 shows RdA as a function
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certainties are represented by bars (boxes). For points at
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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Heavy-flavour decay muons: 
pT-differential RpPb 

17 

z RpPb at forward rapidity: consistent with unity within uncertainties over the whole measured pT range 
z RpPb at backward rapidity: slightly larger than unity in 2<pT<4 GeV/c and close to unity at higher pT 
z Within uncertainties, data can be described by perturbative QCD calculations with EPS09 

parameterization of shadowing 

pQCD NLO (MNR): Nucl. Phys. B 373 (1992) 295; EPS09: K. J. Eskola et al., JHEP 04 (2009) 065 
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New 

similar results from ALICE, perhaps slightly smaller 
A-going enhancement!
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S. Li



• many features of identified particles at moderate 
and low pT spectra are suggestive of what has 
been observed in A+A collisions at both RHIC and 
the LHC!

• how are these particles correlated with each 
other?

16
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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ATLAS PRL 110 182302
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-

9

QM2014: wealth of new measurements!
vigorous discussion about methods & interpretation!

focus on methods, pT reach, particle ID

angular correlations



cumulants

18

offline
trkN

0 100 200 300

2v

0.05

0.10

|>2}η∆{2, |2v
{4}2v
{6}2v
{8}2v
{LYZ}2v

| < 2.4η < 3.0 GeV/c; |
T

0.3 < p
 = 2.76 TeVNNsPbPb 

offline
trkN

0 100 200 300

2v

0.05

0.10 | < 2.4η < 3.0 GeV/c; |
T

0.3 < p
 = 5.02 TeVNNspPb 

CMS Preliminary

v2 from cumulants smaller than 2-particle correlations!
no change in v2 for 4,6,8 part. cumulants

pPbPbPb

Wang



v2 @ RHIC

19

6

2v

0.1

0.2

0.3
(EP) 0-5%2v
(2p) 0-5%2v

Polynominal Fit

ATLAS 0-2%
CMS 0-2%
ALICE 0-20%

d+Au@200 GeV p+Pb@5.02 TeV (a)

(GeV/c)
T

p
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

 / 
Fi

t
2v 1.0

1.5
(b)

FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.

 (GeV/c)
T

p
0.5 1.0 1.5 2.0 2.5 3.0 3.5

2v

0.05

0.10

0.15

0.20

0.25

pion
proton

0-5% d+Au @ 200 GeV (a)

pion
proton

viscous hydro.
)π/s = 1.0/(4η

 (GeV/c)
T

p
0.5 1.0 1.5 2.0 2.5 3.0 3.5

pion
proton

0-20% p+Pb @ 5.02 TeV (b)

FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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FIG. 3: Measured v2(EP ) for midrapidity charged tracks in
0%–5% central d+Au at

p
sNN = 200 GeV using the event

plane method in Panel (a). Also shown are v2 measured in
central p+Pb collisions at

p
sNN = 5.02 TeV [2, 3, 5], and our

prior measurements with two particle correlations (v2(2p)) for
d+Au collisions [6]. A polynomial fit to the current measure-
ment and the ratios of experimental values to the fit are shown
in the panel (b).

resolution Res( Obs
2 ) is calculated through the standard

three subevents method [23, 24], with the other two event
planes being (i) the second order event plane determined
from central-arm tracks, restricted to low pT (0.2 GeV/c
< pT < 2.0 GeV/c) to minimize contribution from jet
fragments; and (ii) the first order event plane measured
with spectator neutrons in the shower-maximum detector
on the Au-going side (⌘ < -6.5) [24, 25]. The systematic
uncertainties on the v2 of charged hadrons are mainly
from the tracking background and pile-up e↵ects, as de-
scribed above, and also from the di↵erence in v2 from
di↵erent event plane determinations. To estimate the
systematic uncertainty of the latter we compare the v2
extracted with the MPC-S event plane with that using
the south (Au-going) beam-beam counter, and the two
measurements of v2 are consistent to within 5%.

The v2 of charged hadrons for 0%–5% central d+Au
events with event plane methods are shown in Fig. 3(a)
as v2(EP ) for pT up to 4.5 GeV/c, along with a polyno-
mial fit through the points. Also shown are our earlier
measurement with two particle correlations (v2(2p)) and
the v2 measured in the central p+Pb collisions at LHC.
Figure 3(b) shows the ratios of all of these measurements
divided by the fitting results. The v2 from our prior mea-
surements exceed the current measurement; di↵erences
range from about 15% at pT = 1.0 GeV/c and increases
to about 50% at pT = 2.2 GeV/c. However, the dif-
ferences are within the stated uncertainties from prior
measurements.

The present v2 measurement is closer to that of p+Pb

collisions [2, 3, 5], with much improved uncertainties and
extended pT range. It is about 20% higher than that of
p+Pb at pT = 1 GeV/c, and the di↵erence decreases to
few percent at pT > 2.0 GeV/c.
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FIG. 4: Measured v2(pT ) for identified pions and
(anti)protons, each charged combined, in 0%–5% central
d+Au collisions at RHIC. In panel (a) the data are compared
with the calculation from a viscous hydrodynamic model [26–
28], and in panel (b) the v2 data for pions and protons in
0%–20% central p+Pb collisions at LHC are shown for com-
parison [15].

Figure 4 shows the midrapidity v2(pT ) for identified
charged pions and (anti)protons, with charge signs com-
bined for each species, up to pT = 3 GeV/c using the
event plane method; the systematic uncertainties are the
same as for inclusive charged hadrons. A distinctive
mass-splitting can be seen. The meson v2 is higher than
the baryon for pT < 1.5 GeV/c, as has been seen univer-
sally in heavy-ion collisions at RHIC [29–34]. Figure 4(a)
also shows calculations with Glauber initial conditions
for viscous hydrodynamics starting at ⌧ = 0.5 fm/c with
⌘/s = 1.0/(4⇡), followed by a hadronic cascade [26–28].
The splitting at lower pT is also seen in the calculation.
Because there are no known CGC calculations available
that would indicate a mass-splitting, it may be challeng-
ing – even in principle – to establish the observed mass
dependence in the initial stages of the collision. The iden-
tified particle v2 in 0%–20% p+Pb collisions are shown
in Fig. 4(b) for comparison [15]. The magnitude of the
mass-splitting in RHIC d+Au is smaller than that seen
in LHC p+Pb, which could be an indicator of stronger
radial flow in the higher energy collisions.
We have presented measurements of long-range az-

imuthal correlations between particles at midrapidity and
at backward rapidity (Au-going direction) in 0%–5% cen-
tral d+Au collisions at

p
sNN = 200 GeV. We find a near-

side azimuthal angular correlation in these collisions for
pairs across |�⌘| > 2.75 which is not apparent in min-
imum bias p+p collisions at the same collision energy.
The anisotropy strength v2 is measured for midrapidity
particles with respect to a global event plane determined
from a region separated by the same pseudorapidity in-
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Figure 3: The 2-D correlation function in the peripheral event class selected by either E

Pb
T < 10 GeV (a)

or N

rec
ch < 20 (b) and the central event class selected by either E

Pb
T � 100 GeV (c) or N

rec
ch � 220 (d).

where the Y

corr in a low-activity or peripheral event class, denoted as Y

corr
peri , is used to estimate and sub-

tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p

a
T and p

b
T combination, ↵ = Y

N�Peak/YN�Peak
peri .

This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E

Pb
T < E

0
T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N

rec
ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
independent of �⌘. Figure 4(c) shows the corresponding 1-D correlation functions before and after recoil
subtraction in the long-range region of |�⌘| > 2. The distribution at the near-side is not a↵ected since the
near-side short-range peak is narrow in ⌘ (Fig. 4(a)), while the away-side distribution is reduced due to
the removal of the recoil component.
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ch < 20 (b) and the central event class selected by either E

Pb
T � 100 GeV (c) or N

rec
ch � 220 (d).

where the Y

corr in a low-activity or peripheral event class, denoted as Y

corr
peri , is used to estimate and sub-

tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p

a
T and p

b
T combination, ↵ = Y

N�Peak/YN�Peak
peri .

This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E

Pb
T < E

0
T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N

rec
ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
independent of �⌘. Figure 4(c) shows the corresponding 1-D correlation functions before and after recoil
subtraction in the long-range region of |�⌘| > 2. The distribution at the near-side is not a↵ected since the
near-side short-range peak is narrow in ⌘ (Fig. 4(a)), while the away-side distribution is reduced due to
the removal of the recoil component.
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where the Y

corr in a low-activity or peripheral event class, denoted as Y
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tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p
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This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E
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T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N
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ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
independent of �⌘. Figure 4(c) shows the corresponding 1-D correlation functions before and after recoil
subtraction in the long-range region of |�⌘| > 2. The distribution at the near-side is not a↵ected since the
near-side short-range peak is narrow in ⌘ (Fig. 4(a)), while the away-side distribution is reduced due to
the removal of the recoil component.
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where the Y

corr in a low-activity or peripheral event class, denoted as Y

corr
peri , is used to estimate and sub-

tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p
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T and p
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This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E

Pb
T < E

0
T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N

rec
ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
independent of �⌘. Figure 4(c) shows the corresponding 1-D correlation functions before and after recoil
subtraction in the long-range region of |�⌘| > 2. The distribution at the near-side is not a↵ected since the
near-side short-range peak is narrow in ⌘ (Fig. 4(a)), while the away-side distribution is reduced due to
the removal of the recoil component.
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where the Y
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peri , is used to estimate and sub-

tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p
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T and p
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This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E
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T < E

0
T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N
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ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
independent of �⌘. Figure 4(c) shows the corresponding 1-D correlation functions before and after recoil
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the removal of the recoil component.

8

φ∆ 0
2

4

η∆

)η
∆, φ

∆
Y(

0.12

0.14

   -4
    -

2     
0     

 2     
4

 < 10 GeVPb
TE

(a)

φ∆ 0
2

4

η∆

)η
∆, φ

∆
Y( 0.1

0.12

0.14

   -4
    -

2     
0     

 2     
4

 < 20rec
chN

(b)

φ∆ 0
2

4

η∆

)η
∆, φ

∆
Y(

0.95

1

   -4
    -

2     
0     

 2     
4

 100 GeV≥ Pb
TE

(c)

φ∆ 0
2

4

η∆

)η
∆, φ

∆
Y( 1.65

1.7

1.75

   -4
    -

2     
0     

 2     
4

 220≥ rec
chN

(d)

ATLAS Preliminary
-1 28 nb≈ 

int
=5.02 TeV, LNNs

p+Pb

 < 3 GeVa,b

T
1 < p

Figure 3: The 2-D correlation function in the peripheral event class selected by either E

Pb
T < 10 GeV (a)

or N

rec
ch < 20 (b) and the central event class selected by either E

Pb
T � 100 GeV (c) or N

rec
ch � 220 (d).

where the Y

corr in a low-activity or peripheral event class, denoted as Y

corr
peri , is used to estimate and sub-

tract (hence the superscript “sub” in Eq. 6) the short-range correlation at the near-side and the recoil at the
away-side. The parameter ↵ is chosen to adjust the near-side short-range correlation yield in the periph-
eral events to match that in the given event class for each p

a
T and p
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T combination, ↵ = Y

N�Peak/YN�Peak
peri .

This scaling procedure is necessary to account for enhanced short-range correlations and away-side re-
coil in higher-activity events, under the assumption that the relative contribution of the near-side short-
range correlation and away-side recoil is independent of the event activity. A similar rescaling procedure
has also been used by the CMS Collaboration [28]. The default peripheral event class is chosen to be
E

Pb
T < E

0
T = 10 GeV. However, the results have also been checked with other E

0
T values, as well as with

a peripheral event class defined by N

rec
ch < 20. In the events with the highest multiplicity, the value of ↵

determined with the default peripheral event class varies from ⇠ 2 at pT ⇡ 0.5 GeV to ⇠ 1 for pT > 3
GeV, with a pT-dependent uncertainty of 3%–5%.

The uncertainty of the bZYAM only a↵ects the recoil-subtracted correlation functions through the Y

corr
peri

term in Eq. 6. This uncertainty is usually very small in high-activity p+Pb collisions, due to their much
larger pedestal level than for the peripheral event class.

Figures 4(a) and (b) show, respectively, the 2-D correlation functions before and after the subtraction
procedure given by Eq. 6. Most of the short-range peak and away-side recoil structures are removed
by the subtraction, and the remaining distributions exhibit a ��-symmetric double-ridge that is almost
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subtraction in the long-range region of |�⌘| > 2. The distribution at the near-side is not a↵ected since the
near-side short-range peak is narrow in ⌘ (Fig. 4(a)), while the away-side distribution is reduced due to
the removal of the recoil component.

8

α

x

Radhadrishnan, Y. Li

  𝑣௡ vs 𝑝் for different  n 

12 

 
 

� 𝑣௡ decrease with 
increasing n.  

� Rise with 𝑝் at low 
𝑝் and then decraese. 

� Non-zero 𝑣ହ in high 
multiplicity event 
classes. 

 

α accounts for differences in 
the jets between peripheral 

and central,	


sizable effect at high pT



recoil subtraction—STAR
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mass dependent flow
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Angular correlations of p , K and p in p–Pb collisions ALICE Collaboration
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Fig. 4: The Fourier coefficient v2{2PC,sub} for hadrons (black squares), pions (red triangles), kaons
(green stars) and protons (blue circles) as a function of pT from the correlation in the 0–20% multiplicity
class after subtraction of the correlation from the 60–100% multiplicity class. The data is plotted at the
average-pT for each considered pT interval and particle species under study. Error bars show statistical
uncertainties while shaded areas denote systematic uncertainties.

class and subtracting the 60–100% event class, results in qualitatively similar observations. On
average the v2 values are 15–25% lower and the statistical uncertainties are about a factor 2
larger than in the 0–20% case. For the 40–60% event class, the statistical uncertainties are too
large to draw a conclusion.

The analysis was repeated using the energy deposited in the ZNA instead of the VZERO-A to
define the event classes. The extracted v2 values are consistently lower by about 12% due to the
different event sample selected in this way. However, the presented conclusions, in particular
the observed difference of vp

2 and vp
2 compared between jet-dominated correlations (60–100%

event class) and double-ridge dominated correlations (0–20% event class after subtraction), are
unchanged.

6 Summary
Two-particle angular correlations of charged particles with pions, kaons and protons have been
measured in p–Pb collisions at

p
sNN = 5.02 TeV and expressed as associated yields per trigger

particle. The Fourier coefficient v2 was extracted from these correlations and studied as a func-
tion of pT and event multiplicity. In low-multiplicity collisions the pT and species dependence
of v2 resembles that observed in pp collisions at similar energy where correlations from jets
dominate the measurement. In high-multiplicity p–Pb collisions a different picture emerges,
where vp

2 < vp
2 is found up to about 2 GeV/c. At 3–4 GeV/c, vp

2 is slightly larger than vp
2 , albeit

with low significance.

12

PLB 726 164

Cold (or maybe not so cold) nuclear matter results Recent accomplishments

Figure 1.1: Measured v2(pT) for identified pions and (anti)protons, each charged combined,
in 0-5% central d+Au collisions at RHIC. In the left panel the data are compared with the
calculation from a viscous hydrodynamic model, and in the right panel the v2 data for pions
and protons in 0-20% central p+Pb collisions at LHC from ALICE are shown for comparison.

We have also explored the space-time extent of the emission source in d+Au collisions and54

find a remarkable scaling of the final HBT extracted 3-dimensional radii with the initial55

expected size from Monte Carlo Glauber calculations [6]. The results shown in Figure 1.256

indicate that after accounting for the expected initial size, there is no significant sudden57

change in trends between d+Au and Au+Au, with similar conclusions utilizing LHC58

p+Pb data.59

Figure 1.2: Rside versus R for < kT >⇡ 0.4 GeV/c for d+Au, Au+Au, p+Pb, and Pb+Pb
collisions as indicated.

Many of these results raise good scientific questions and can be substantially advanced60

through p+A running and with the new PHENIX detector capabilities available for Run-15.61

2

mass differences seen:!
lower v2 for heavier particles 
at low pT, crossing at higher 
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mass dependent flow

23
calculations: P. Romatschke

Cold (or maybe not so cold) nuclear matter results Recent accomplishments

Figure 1.1: Measured v2(pT) for identified pions and (anti)protons, each charged combined,
in 0-5% central d+Au collisions at RHIC. In the left panel the data are compared with the
calculation from a viscous hydrodynamic model, and in the right panel the v2 data for pions
and protons in 0-20% central p+Pb collisions at LHC from ALICE are shown for comparison.

We have also explored the space-time extent of the emission source in d+Au collisions and54

find a remarkable scaling of the final HBT extracted 3-dimensional radii with the initial55

expected size from Monte Carlo Glauber calculations [6]. The results shown in Figure 1.256

indicate that after accounting for the expected initial size, there is no significant sudden57

change in trends between d+Au and Au+Au, with similar conclusions utilizing LHC58

p+Pb data.59

Figure 1.2: Rside versus R for < kT >⇡ 0.4 GeV/c for d+Au, Au+Au, p+Pb, and Pb+Pb
collisions as indicated.

Many of these results raise good scientific questions and can be substantially advanced60

through p+A running and with the new PHENIX detector capabilities available for Run-15.61

2

PHENIX: 1404.7461 PLB 726 164!
2PC, subtracted

MC Glauber IC!
η/s = 1/4π!
τ0 = 0.5 fm/c!
Tf = 170MeV!

cascade

what can we learn by the 
successes and failures of 

hydro calculations in these 
very small systems?

Huang, Milano



3He+Au: 

24calculations: P. Romatschke (CD parallel), Nagle et al: 1312.4565

3HeA: variation of the !
       system geometry
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3He+Au: 

24

5% most central 1% most central

calculations: P. Romatschke (CD parallel), Nagle et al: 1312.4565

3HeA: variation of the !
       system geometry
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linking geometry to correlations?

25

pA dA

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10

3HeA

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10



linking geometry to correlations?

25

pA dA

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10

3HeA

-10 -8 -6 -4 -2 0 2 4 6 8 10-10

-8

-6

-4

-2

0

2

4

6

8

10

looking forward to p+Au and 3He+Au 
measurements at RHIC in the next year
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looking forward to p+Au and 3He+Au 
measurements at RHIC in the next year

!

in addition to new collision systems, detector 
upgrades to both STAR & PHENIX will provide big 

improvements on existing d+Au measurements 
(silicon, MTD, MPC-EX)



flow in pA systems?

• the soft sector of pA shares a lot of features with AA!
• that doesn’t necessarily mean we have created 

mini-QGPs in pA systems!
• and if we have that doesn’t necessarily mean that 

hydrodynamics is the only relevant physics!
• however, if flow-like signals are so generic, how 

does that feed back into our understanding of AA 
collisions?

26

For myself, it’s a great time to be an experimentalist!



pA @ QM2014
• huge surprises since Quark Matter 2012!

• both for hard and soft physics!
• a large fraction of the new results here are from pA!
• absolutely impossible to cover them all in 25 minutes!!

• p+Pb at the LHC has produced a wealth of very interesting 
measurements!

• RHIC is looking forward to new data in pA very soon!
• interactions between all the experimental collaborations and 

the theory community moving our understanding forward

27
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QM2014, 19/05/2014 Alberica Toia

11

QpA

● Q
pPb

 spread between centrality 

Reduces with increasing rapidity 
gap: CL1→V0M→V0A 

● Negative slope in 80-100% 
→  “jet veto bias”
Reduces in V0M and absent in V0A
● Good agreement with G-PYTHIA
(Pythia + p-Pb Glauber MC)
Worse in V0M and V0A
● Deviations at intermediate p

T
 

● ZNA: spectra more similar 
high-p

T
 values → bias in N

coll

 

QpA( pT ;cent )=
d N

pA /d pT
N coll

Glauber
d N

pp /d pT
=

d N
pA /d pT

T pA
Glauber

dσpp /d pT
≠1

NEW!

CL1 V0M

V0A ZNA

CL1: SPD cluster |η|<1.4
V0M:V0A+C Mult. 

(-3.7<η<−1.7, 2.8<η<5.1)

V0A:V0A Mult (2.8<η<5.1)
ZNA: 0oNeutron Energy

A. Toia
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Associated Particle: Positive vs Negative

● ∆η ≈ 1.5: No difference.
● ∆η ≈ -3 near-side: positive associated particles only

→ Transport protons?

∆η ≈ -3∆η ≈ 1.5
● Positive assoc
● Negative
FTPC 0-20%

ZDC 0-20%

∆φ ∆φ

Pos - Neg Pos - Neg

STAR PreliminarySTAR Preliminary

STAR Preliminary

STAR Preliminary

p
T
: [1,3]x[1,3] GeV/cd+Au@200 GeV

what is the correlation between FTPC & ZDC centrality?
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).

PHOBOS PRC72 031901
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, ⟨Npart⟩, the number of participants
in the incident gold, ⟨NAu

part⟩, and the deuteron, ⟨Nd
part⟩,

nuclei, as well as the number of binary collisions, ⟨Ncoll⟩,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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