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The anisotropy parameter (v2), the second harmonic of the azimuthal particles distribution, has
been measured with the PHENIX detector in Au+Au collisions at

√
s

NN
= 200 GeV for identified

and inclusive charged particle production at central rapidities (|η| < 0.35) with respect to the
reaction plane defined at high rapidities (|η| = 3–4). We observe that the v2 of mesons falls below
that of (anti)baryons for pT > 2 GeV/c, in marked contrast to the predictions of a hydrodynamical
model. A quark coalescence model is also investigated.

PACS numbers: 25.75.Dw

Event anisotropy is expected to be sensitive to the
early stage of ultra-relativistic nuclear collisions at the
Relativistic Heavy Ion Collider (RHIC). The possible for-
mation of a quark-gluon plasma (QGP) could affect how
the initial anisotropy in coordinate space is transferred

into momentum space in the final state. The anisotropy
parameter v2 for a selection of produced particles is de-
rived from the azimuthal distribution of those particles.

dN

dφ
∝ 1 + 2 v2 cos 2(φ − ΦRP) (1)
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that 〈x〉 =
〈y〉 = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

〈r2 cos(2φpart)〉2 + 〈r2 sin(2φpart)〉2

〈r2〉
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(〈r2 sin(2φpart)〉, 〈r2 cos(2φpart)〉) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = 〈cos(2(φ − ψ2))〉. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

〈r2 cos(3φpart)〉2 + 〈r2 sin(3φpart)〉2

〈r2〉
(7)

v3 ≡ 〈cos(3(φ − ψ3))〉, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(〈r2 sin(3φpart)〉, 〈r2 cos(3φpart)〉) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.
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FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.
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are superimposed in color. Their sum is shown as the dashed curve. The ratio of data to the n  5 sum is
shown in the lower panel. Center: Amplitude of VnD harmonics vs. n for the same pt

T , pa
T , and centrality

class. Right: VnD spectra for a variety of centrality classes. Systematic uncertainties are represented with
boxes (see section 4), and statistical uncertainties are shown as error bars.

 [rad]φΔ
0 2 4

)φ
Δ

C
(

0.5

1

1.5

2

2.5

Pb-Pb 2.76 TeV, 0-20% central
 < 15 GeV/ct

T
8 < p

 < 8 GeV/ca
T

6 < p
| < 1.8ηΔ0.8 < |

/ndf = 61.5 / 352χ

 [rad]φΔ
0 2 4

ra
tio 1

1.5

n
2 4 6 8 10 12

]
-2

 [1
0

Δn
V

-30

-20

-10

0

10

20

30

40 Centrality
40-50%
0-20%

 < 15 GeV/ct
T

8 < p

 < 8 GeV/ca
T

6 < p
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An example of C (Df) from central Pb–Pb collisions in the bulk-dominated regime is shown
in Fig. 2 (left). The prominent near-side peak is an azimuthal projection of the ridge seen in
Fig. 1. In this very central collision class (0–2%), a distinct doubly-peaked structure is visible
on the away side, which becomes a progressively narrower single peak in less central colli-
sions. We emphasize that no subtraction was performed on C (Df), unlike other jet correlation
analyses [7–14].

A comparison between the left panels of Fig. 2 and Fig. 3 demonstrates the change in shape
as the transverse momentum is increased. A single recoil jet peak at Df ' p appears whose
amplitude is no longer a few percent, but now a factor of 2 above unity. No significant near-side
ridge is distinguishable at this scale. The recoil jet peak persists even with the introduction of a
gap in |Dh | due to the distribution of longitudinal parton momenta in the colliding nuclei.

The features of these correlations can be parametrized at various momenta and centralities by
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FIG. 1. Charged-di-hadron distribution [Eq. (1)] for 2 GeV/c < passoc
t < passoc

t . Upper left: central Au + Au, 3 < p
trig
t < 4 GeV/c; upper

right: central Au + Au, 4 < p
trig
t < 6 GeV/c; lower left: minimum bias d + Au, 3 < p

trig
t < 4 GeV/c; lower right: minimum bias d + Au,

4 < p
trig
t < 6 GeV/c. Note the different vertical scales, as well as the suppressed zero in the upper panels.

by event mixing. Associated particles have 2 < passoc
t <

p
trig
t GeV/c for consistency with previous results [5], except

for a new analysis, which directly compares correlations for
different p

trig
t (Section VI A), where 2 < passoc

t < 4 GeV/c
was used.

Figure 1 shows distributions of the associated particle yield
defined in Eq. (1) for central Au + Au events with triggers
3 < p

trig
t < 4 and 4 < p

trig
t < 6 GeV/c (upper panels) and for

d + Au events with the same p
trig
t selections (lower panels). A

near-side peak centered on (!η,!φ) = (0, 0) is evident in all
panels and is consistent with jet fragmentation. In addition, a
significant enhancement of near-side correlated yield is seen
at large !η for central Au + Au events but not for d + Au
events: the ridge.

In this analysis we examine the shape of the near-side
associated yield distribution in detail via projections on the
!η and !φ axes. We characterize the shapes of both the
ridge and the jet-like peak and study the pt dependence of
the ridge and jet-like yields.

IV. RIDGE SHAPE IN !η

To study the ridge quantitatively, the di-hadron distribution
is projected onto the !η axis in intervals of !φ:

dN

d!η

∣∣∣∣
a,b

≡
∫ b

a

d!φ
d2N

d!φd!η
; (2)

similarly for projection onto !φ:

dN

d!φ

∣∣∣∣
a,b

≡
∫

|!η|∈[a,b]
d!η

d2N

d!φd!η
. (3)

The contribution to the di-hadron distribution of elliptic
flow (v2) in nuclear collisions [3] is estimated via

B!φ[a, b] ≡ b!φ

∫ b

a

d!φ
(
1 + 2

〈
v

trig
2 vassoc

2

〉
cos 2!φ

)
, (4)

where the mean uncorrelated level b!φ is fixed by the
assumption of zero correlated yield at the minimum of the
projected distribution, in this case 1.0 < !φ < 1.2 (zero
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that 〈x〉 =
〈y〉 = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

〈r2 cos(2φpart)〉2 + 〈r2 sin(2φpart)〉2

〈r2〉
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(〈r2 sin(2φpart)〉, 〈r2 cos(2φpart)〉) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = 〈cos(2(φ − ψ2))〉. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

〈r2 cos(3φpart)〉2 + 〈r2 sin(3φpart)〉2

〈r2〉
(7)

v3 ≡ 〈cos(3(φ − ψ3))〉, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(〈r2 sin(3φpart)〉, 〈r2 cos(3φpart)〉) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.
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FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.
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T , pa
T , and centrality

class. Right: VnD spectra for a variety of centrality classes. Systematic uncertainties are represented with
boxes (see section 4), and statistical uncertainties are shown as error bars.
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An example of C (Df) from central Pb–Pb collisions in the bulk-dominated regime is shown
in Fig. 2 (left). The prominent near-side peak is an azimuthal projection of the ridge seen in
Fig. 1. In this very central collision class (0–2%), a distinct doubly-peaked structure is visible
on the away side, which becomes a progressively narrower single peak in less central colli-
sions. We emphasize that no subtraction was performed on C (Df), unlike other jet correlation
analyses [7–14].

A comparison between the left panels of Fig. 2 and Fig. 3 demonstrates the change in shape
as the transverse momentum is increased. A single recoil jet peak at Df ' p appears whose
amplitude is no longer a few percent, but now a factor of 2 above unity. No significant near-side
ridge is distinguishable at this scale. The recoil jet peak persists even with the introduction of a
gap in |Dh | due to the distribution of longitudinal parton momenta in the colliding nuclei.

The features of these correlations can be parametrized at various momenta and centralities by
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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in approximately the same direction and thus having full pair ac-
ceptance (with a bin width of 0.3 in !η and π/16 in !φ). There-
fore, the ratio B(0,0)/B(!η,!φ) is the pair-acceptance correction
factor used to derive the corrected per-trigger-particle associated
yield distribution. The signal and background distributions are first
calculated for each event, and then averaged over all the events
within the track multiplicity class.

Each reconstructed track is weighted by the inverse of an effi-
ciency factor, which accounts for the detector acceptance, the re-
construction efficiency, and the fraction of misreconstructed tracks.
Detailed studies of tracking efficiencies using MC simulations and
data-based methods can be found in [23]. The combined geometri-
cal acceptance and efficiency for track reconstruction exceeds 50%
for pT ≈ 0.1 GeV/c and |η| < 2.4. The efficiency is greater than 90%
in the |η| < 1 region for pT > 0.6 GeV/c. For the multiplicity range
studied here, little or no dependence of the tracking efficiency on
multiplicity is found and the rate of misreconstructed tracks re-
mains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the
pythia, hijing and hydjet event generators, respectively, yield ef-
ficiency correction factors that vary due to the different kinematic
and mass distributions for the particles produced in these gen-
erators. Applying the resulting correction factors from one of the
generators to simulated data from one of the others gives asso-
ciated yield distributions that agree within 5%. Systematic uncer-
tainties due to track quality cuts and potential contributions from
secondary particles (including those from weak decays) are exam-
ined by loosening or tightening the track selections on dz/σ (dz)
and dT /σ (dT ) from 2 to 5. The associated yields are found to be
insensitive to these track selections within 2%.

5. Results

Fig. 1 compares 2-D two-particle correlation functions for
events with low (a) and high (b) multiplicity, for pairs of charged
particles with 1 < pT < 3 GeV/c. For the low-multiplicity selec-
tion (Noffline

trk < 35), the dominant features are the correlation peak
near (!η,!φ) = (0,0) for pairs of particles originating from the
same jet and the elongated structure at !φ ≈ π for pairs of parti-
cles from back-to-back jets. To better illustrate the full correlation
structure, the jet peak has been truncated. High-multiplicity events
(Noffline

trk ! 110) also show the same-side jet peak and back-to-
back correlation structures. However, in addition, a pronounced
“ridge”-like structure emerges at !φ ≈ 0 extending to |!η| of at
least 4 units. This observed structure is similar to that seen in
high-multiplicity pp collision data at

√
s = 7 TeV [17] and in AA

collisions over a wide range of energies [3–10].
As a cross-check, correlation functions were also generated for

tracks paired with ECAL photons, which originate primarily from
decays of π0s, and for pairs of ECAL photons. These distributions
showed similar features as those seen in Fig. 1, in particular the
ridge-like correlation for high multiplicity events.

To investigate the long-range, near-side correlations in finer
detail, and to provide a quantitative comparison to pp results,
one-dimensional (1-D) distributions in !φ are found by averag-
ing the signal and background two-dimensional (2-D) distributions
over 2 < |!η| < 4 [7,8,17]. In the presence of multiple sources of
correlations, the yield for the correlation of interest is commonly
estimated using an implementation of the zero-yield-at-minimum
(ZYAM) method [26]. A second-order polynomial is first fitted to
the 1-D !φ correlation function in the region 0.1 < |!φ| < 2. The
minimum value of the polynomial, CZYAM, is then subtracted from
the 1-D !φ correlation function as a constant background (con-
taining no information about correlations) to shift its minimum
to be at zero associated yield. The statistical uncertainty on the

Fig. 1. 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of
charged particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity
events (Noffline

trk < 35) and (b) for a high-multiplicity selection (Noffline
trk ! 110). The

sharp near-side peaks from jet correlations have been truncated to better illustrate
the structure outside that region.

minimum level of 1
Ntrig

dNpair

d!φ obtained by the ZYAM procedure as
well as the deviations found by varying the fit range in !φ give
an absolute uncertainty of ±0.0015 on the associated yield, inde-
pendent of multiplicity and pT.

Fig. 2 shows the results for pPb data (solid circles) for various
selections in pT and multiplicity Noffline

trk , with pT increasing from
left to right and multiplicity increasing from top to bottom. The
results for pp data at

√
s = 7 TeV, obtained using the same proce-

dure [17], are also plotted (open circles).
A clear evolution of the !φ correlation function as a function

of both pT and Noffline
trk is observed. For the lowest multiplicity se-

lection in pp and pPb the correlation functions have a minimum
at !φ = 0 and a maximum at !φ = π , reflecting the correla-
tions from momentum conservation and the increasing contribu-
tion from back-to-back jet-like correlations at higher pT. Results
from the hijing [24] model (version 1.383), shown as dashed lines,
qualitatively reproduce the shape of the correlation function for
low Noffline

trk .
For multiplicities Noffline

trk ! 35, a second local maximum near
|!φ| ≈ 0 emerges in the pPb data, corresponding to the near-side,
long-range ridge-like structure. In pp data, this second maximum
is clearly visible only for Noffline

trk > 90. For both pp and pPb col-
lisions, this near-side correlated yield is largest in the 1 < pT <
2 GeV/c range and increases with increasing multiplicity. While
the evolution of the correlation function is qualitatively similar in
pp and pPb data, the absolute near-side correlated yield is signifi-
cantly larger in the pPb case.

In contrast to the data, the hijing calculations show a correlated
yield of zero at !φ = 0 for all multiplicity and pT selections. The
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

(the away-side) is also broadened relative to peripheral
events, consistent with the presence of a long-range com-
ponent in addition to that seen in peripheral events.

The strength of the long-range component is quantified
by the ‘‘per-trigger yield,’’ Yð!!Þ, which measures the
average number of particles correlated with each trigger
particle, folded into the 0-" range [2,17–19],

Yð!!Þ ¼
!R

Bð!!Þd!!
"Na

"
Cð!!Þ $ bZYAM; (2)

where Na denotes the number of efficiency-weighted trig-
ger particles, and bZYAM represents the pedestal arising
from uncorrelated pairs. The parameter bZYAM is deter-
mined via a zero-yield-at-minimum (ZYAM) method
[17,21] in which a second-order polynomial fit to Cð!!Þ
is used to find the location of the minimum point,!!ZYAM,
and from this to determine bZYAM. The stability of the fit is
studied by varying the !! fit range. The uncertainty in
bZYAM depends on the local curvature around !!ZYAM,
and is estimated to be 0.03%–0.1% of the minimum value
of Cð!!Þ. At high pT where the number of measured
counts is low, this uncertainty is of the same order as the
statistical uncertainty.

The systematic uncertainties due to the tracking effi-
ciency are found to be negligible for Cð!!Þ, since detector
effects largely cancel in the correlation function ratio.

However Yð!!Þ is sensitive to the uncertainty on the track-
ing efficiency correction for the associated particles. This
uncertainty is estimated by varying the track quality cuts
and the detector material in the simulation, reanalyzing the
data using corresponding Monte Carlo efficiencies and
evaluating the change in the extracted Yð!!Þ. The resulting
uncertainty on Yð!!Þ is estimated to be 2.5% due to the
track selection and 2%–3% related to the limited knowledge
of detector material. The analysis procedure is validated by
measuring correlation functions in fully simulated HIJING

events [15,16] and comparing it to the correlations mea-
sured using the generated particles. The agreement is better
than 2% for Cð!!Þ and better than 3% for Yð!!Þ.
Figure 2(c) shows the Yð!!Þ distributions for 2<

j!#j< 5 in peripheral and central events separately. The
yield for the peripheral events has an approximate 1$
cos!! shape with an away-side maximum, characteristic
of a recoil contribution. In contrast, the yield in the central
events has near-side and away-side peaks with the away-
side peak having a larger magnitude. These features are
consistent with the onset of a significant cos2!! compo-
nent in the distribution. To quantify further the properties
of these long-range components, the distributions are inte-
grated over j!!j< "=3 and j!!j> 2"=3, and plotted as
a function of"EPb

T in Fig. 2(d). The near-side yield is close
to 0 for "EPb

T < 20 GeV and increases with "EPb
T , consis-

tent with the CMS result [8]. The away-side yield shows a
similar variation as a function of "EPb

T , except that it starts
at a value significantly above zero, even for events with low
"EPb

T . The yield difference between these two regions is
found to be approximately independent of"EPb

T , indicating
that the growth in the yield with increasing "EPb

T is the
same on the near-side and away-side.
To further investigate the connection between the near-

side and away-side, the Yð!!Þ distributions for peripheral
and central events are shown in Fig. 3 in various pa

T ranges
with 0:5< pb

T < 4 GeV. Distributions of the difference
between central and peripheral yields, !Yð!!Þ, are also
shown in this Figure. This difference is observed to be
nearly symmetric around !! ¼ "=2. To illustrate this
symmetry, the !Yð!!Þ distributions in Fig. 3 are overlaid
with functions a0 þ 2a2 cos2!! and a0 þ 2a2 cos2!!þ
2a3 cos3!!, with the coefficients calculated as an ¼
h!Yð!!Þ cosn!!i. Using only the a0 and a2 terms
describes the !Y distributions reasonably well, indicating
that the long-range component of the two-particle correla-
tions can be approximately described by a recoil contribu-
tion plus a!!-symmetric component. The inclusion of the
a3 term improves slightly the agreement with the data.
The near-side and away-side yields integrated over

j!!j< "=3 and j!!j> 2"=3, respectively (Yint), and
the differences between those integrated yields in central
and peripheral events (!Yint) are shown in Fig. 4 as a
function of pa

T. The yields are shown separately for the
two "EPb

T ranges in panels (a) and (b) and the differences
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FIG. 2 (color online). Two-dimensional correlation functions
for (a) peripheral events and (b) central events, both with a
truncated maximum to suppress the large correlation at
ð!#;!!Þ ¼ ð0; 0Þ; (c) the per-trigger yield !! distribution
together with pedestal levels for peripheral (bPZYAM) and central
(bCZYAM) events, and (d) integrated per-trigger yield as function
of "EPb

T for pairs in 2< j!#j< 5. The shaded boxes represent
the systematic uncertainties, and the statistical uncertainties are
smaller than the symbols.
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agreement with the presented results.

Fig. 4: Left: v2 (black closed symbols) and v3 (red open symbols) for different multiplicity classes
and overlapping pT,assoc and pT,trig intervals. Right: Near-side (black closed symbols) and away-side
(red open symbols) ridge yields per unit of Dh for different pT,trig and pT,assoc bins as a function of the
multiplicity class. The error bars show statistical and systematic uncertainties added in quadrature. In
both panels the points are slightly displaced horizontally for visibility.

To extract information on the yields and widths of the excess distributions in Fig. 3 (bottom
right), a constant baseline assuming zero yield at the minimum of the fit function (Eq. 2) is sub-
tracted. The remaining yield is integrated on the near side and on the away side. Alternatively,
a baseline evaluated from the minimum of a parabolic function fitted within |Dj �p/2|< 1 is
used; the difference on the extracted yields is added to the systematic uncertainties. The uncer-
tainty imposed by the residual near-side jet peak on the yield is evaluated in the same way as
for the vn coefficients. The near-side and away-side ridge yields are shown in the right panel of
Fig. 4 for different event classes and for different combinations of pT,trig and pT,assoc intervals.
The near-side and away-side yields range from 0 to 0.08 per unit of Dh depending on multiplic-
ity class and pT interval. It is remarkable that the near-side and away-side yields always agree
within uncertainties for a given sample despite the fact that the absolute values change substan-
tially with event class and pT interval. Such a tight correlation between the yields is non-trivial
and suggests a common underlying physical origin for the near-side and the away-side ridges.

From the baseline-subtracted per-trigger yields the square root of the variance, s , within |Dj|<
p/2 and p/2 < Dj < 3p/2 for the near-side and away-side region, respectively, is calculated.
The extracted widths on the near side and the away side agree with each other within 20%
and vary between 0.5 and 0.7. There is no significant pT dependence, which suggests that the
observed ridge is not of jet origin.

The analysis has been repeated using the forward ZNA detector instead of the VZERO for the
definition of the event classes. Unlike in nucleus–nucleus collisions, the correlation between
forward energy measured in the ZNA and particle density at central rapidities is very weak
in proton–nucleus collisions. Therefore, event classes defined as fixed fractions of the sig-
nal distribution in the ZNA select different events, with different mean particle multiplicity at
midrapidity, than the samples selected with the same fractions in the VZERO detector. While
the event classes selected with the ZNA span a much smaller range in central multiplicity den-
sity, they also minimize any autocorrelation between multiplicity selections and, for example,
jet activity. With the ZNA selection, we find qualitatively consistent results compared to the
VZERO selection. In particular, an excess in the difference between low-multiplicity and high-
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ridge in small systems

5

FIG. 1. Anatomy of di-hadron correlations. The glasma graph on the left illustrates its its schematic
contribution to the double inclusive cross-section (dashed orange curve). On the right is the back-

to-back graph and the shape of its yield (dashed blue curve). The grey blobs denote emissions all
the way from beam rapidities to those of the triggered gluons. The solid black curve represents
the sum of contributions from glasma and back-to-back graphs. The shaded region represents the

Associated Yield (AY) calculated using the zero-yield-at-minimum (ZYAM) procedure. Figure
from ref. [9].

The paper is organized as follows. In the next section, we will present the formulae used
in the computation of Glasma and BFKL graphs. Since all details have been discussed pre-
viously in [9] and references therein, we will reintroduce them briefly only for completeness,
our focus here being the understanding of the systematics of the new CMS p+Pb data. In
section 3, we will discuss in detail results in the CGC, compare these to the data, and make
predictions for as yet unpublished data. In the final section, we will summarize our con-
clusions, discuss alternative interpretations and further refinements and tests of the CGC
framework.

II. GLASMA AND BFKL CONTRIBUTIONS IN THE CGC EFT

The collimated correlated two-gluon production Glasma and BFKL graphs are illustrated
in Fig. (1). The collimated contributions from all the Glasma graphs can be compactly
written as

d2N corr.
Glasma

d2pTd2qTdypdyq
=

αS(pT )αS(qT )

4π10

N2
C

(N2
C − 1)3 ζ

S⊥

p2
Tq

2
T

Kglasma

×

[

∫

kT

(D1 +D2) +
∑

j=±

(

A1(pT , jqT ) +
1

2
A2(pT , jqT )

)

]

. (1)
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FIG. 15. (Color online) Same as Fig. 14 but for d-Pb interactions,
for centralities 0%–5% (top panel), 5%–30% (middle panel), and
30%–50% (bottom panel).

are solved numerically in the proper time τ =
√

t2 − z2 on a
grid in the transverse coordinates x, y and the space-time rapid-
ity η‖, starting from τ0 = 0.6 fm/c. We use s0 = 0.72 GeV3

in (2.4) for both p-Pb and d-Pb collisions, which gives the
expected final multiplicities. We take for the relaxation time
τπ = 3η

T s
, and we assume τ$ = τπ . The initial fluid velocity

uµ is taken as the Bjorken flow, the initial stress corrections
from shear viscosity correspond to the Navier-Stokes formula,
while the initial bulk viscosity corrections are zero, $(τ0) = 0.
The details of the solution in (2 + 1)-D and (3 + 1)-D models
are given in [12,16].

The shear viscosity to entropy ratio in our calculation is not
constant. It takes the value η/s = 0.08 in the plasma phase
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FIG. 16. (Color online) The elliptic flow coefficient of charged
particles as a function of transverse momentum around y = 0 in the
laboratory frame for p-Pb interactions. The dashed, dashed-dotted,
and solid lines correspond to the three centrality classes defined by
the number of participant nucleons, Npart ! 18, 17 ! Npart ! 11, and
10 ! Npart ! 8, respectively.
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FIG. 17. (Color online) Same as Fig. 16 but for the triangular flow.

and increases in the hadronic phase [16]:
η

s
(T ) = ηHG

s
fHG(T ) + [1 − fHG(T )]

ηQGP

s
, (3.5)

with ηHG/s = 0.5, ηQGP /s = 0.08, and fHG(T ) =
1/{exp[(T − THG)/%T ] + 1}, where THG = 130 MeV
and %T = 30 MeV. The bulk viscosity is nonzero in the
hadronic phase:

ζ

s
(T ) = ζHG

s
fζ (T ), (3.6)

with ζHG/s = 0.04 and fζ (T ) = 1/{exp[(T − Tζ )/%Tζ ]+1},
where Tζ = 160 MeV and %Tζ = 4 MeV. The equation of state
is an interpolation of lattice QCD results at high temperatures
[33] and a hadron gas model equation of state at lower
temperatures. In constructing the equation of state we follow
the procedure of [34]. The temperature dependence of the
sound velocity has no soft point [16].

The hydrodynamic evolution stops at the freeze-out tem-
perature of 135 MeV. At the freeze-out hypersurface particle
emission is done following the Cooper-Frye formula in the
event generator THERMINATOR [35], with viscous corrections
to the equilibrium momentum distribution f0,

f = f0 + δfshear + δfbulk. (3.7)

We use quadratic corrections in momentum for the shear
viscosity,

δfshear = f0 (1 ± f0)
1

2T 2(ε + p)
pµpνπµν, (3.8)
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FIG. 18. (Color online) Same as Fig. 16 but d-Pb interactions.
The dashed, dashed-dotted, and solid lines correspond to the three
centrality classes defined by the number of participant nucleons,
Npart ! 27, 26 ! Npart ! 16, and 15 ! Npart ! 10, respectively.
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).

PHOBOS PRC72 031901
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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FIG. 1: Measured pseudorapidity distributions of charged
particles from d + Au collisions at

√
s

NN
= 200 GeV as a

function of collision centrality. Shaded bands represent 90%
confidence level systematic errors and the statistical errors are
negligible. The minimum-bias distribution is shown as open
diamonds [10].

in the primary event trigger and in the offline event
selection.

The centrality determination was based on the ob-
served total energy deposited in the Ring counters, ERing,
which is proportional to the number of charged particles
hitting these detectors. The choice of this centrality
measure was based on extensive studies utilizing both
data and Monte Carlo (MC) simulations that sought to
minimize effects of auto-correlations on the final dNch/dη
result. These effects can be significant when using other
centrality measures [10], resulting in enhancements (sup-
pressions) in the reconstructed midrapidity yields of up
to ∼ 30% for central (peripheral) collisions. The MC
simulations used in the study included both HIJING
[11] and AMPT [12] event generators coupled to a full
GEANT [13] simulation of the PHOBOS detector.

Four additional centrality measures, discussed in Ref.
[10], were created in order to study the detailed effects
of auto-correlation biases. Ratios of the reconstructed
dNch/dη distributions obtained from the five centrality
measures for data and, independently, for the MC simula-
tions were found to agree, giving confidence in the entire
methodology. This information, together with knowledge
of the unbiased MC simulated “truth” distributions, pro-
vided a clear choice of the centrality measure based on
the Ring detectors as that which yielded the least bias
on the measurement. It is important to note that this
study only provided guidance with respect to the choice
of ERing for the experimental centrality measure, and the
final experimental dNch/dη results do not rely in any way

on the detailed shape of the dNch/dη distributions from
the MC simulations.

The multiplicity signals of ERing were divided into five
centrality bins, where each bin contained 20% of the
total cross section. For this to be done correctly, the
trigger and vertexing efficiency had to be determined for
each bin. Knowledge of the efficiency as a function of
multiplicity allowed for the correct centrality bin deter-
mination in data as well as the extraction of the corre-
sponding efficiency-averaged number of participants. A
comparison of the data and the MC simulations yielded
an overall efficiency of ∼ 83%.

Results of the Glauber calculations implemented in the
MC were used to estimate the average total number of
nucleon participants, 〈Npart〉, the number of participants
in the incident gold, 〈NAu

part〉, and the deuteron, 〈Nd
part〉,

nuclei, as well as the number of binary collisions, 〈Ncoll〉,
for each centrality bin (see Table I).

The details of the analysis leading to the measurements
of dNch/dη can be found in Ref. [14]. The measured
dNch/dη was corrected for particles which were absorbed
or produced in the surrounding material and for feed-
down products from weak decays of neutral strange par-
ticles. Uncertainties in dNch/dη associated with these
corrections range from 6% in the Octagon up to 28% in
the Rings. These uncertainties dominate the systematic
errors.

Figure 1 shows the pseudorapidity distributions
of primary charged particles for d + Au collisions
at

√
s

NN
= 200 GeV in five centrality bins and for

minimum-bias events. A detailed discussion of our
minimum-bias distribution can be found in Ref. [10]. As
a function of collision centrality, the integrated charged
particle multiplicity in the measured region (|η| ≤ 5.4)
and the estimated total charged particle multiplicity
extrapolated to the unmeasured region using guidance
from the shifted p+nucleus data (see Fig. 2) are pre-
sented in Table I. The centrality bins 0-20% and 80-
100% correspond to the most central and the most pe-
ripheral collisions, respectively. The pseudorapidity is
measured in the nucleon-nucleon center-of-mass frame; a
negative pseudorapidity corresponds to the gold nucleus
direction. For the most central collisions, the mean η
of the distribution is found to be negative, reflecting
the net longitudinal momentum of the participants in
the laboratory (NN) frame. For more peripheral col-
lisions, the mean η tends to zero as the distribution
becomes more symmetric. For measurements of d+Au in
the nucleon-nucleon center-of-mass system the Jacobian
between dNch/dy and dNch/dη naturally produces the
“double-hump” structure in dNch/dη even if there is no
structure in dNch/dy.

Now, we compare our d + Au results with p + A data
obtained at lower energy, and discuss the energy and
centrality dependence of the data. Figure 2 compares
dNch/dη distributions of d + Au to p + Emulsion (Em)
collisions at five energies [15, 16], in the effective rest
frame of both the projectile “beam” (a) and target (b).
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STAR v2: ~13±1% 1<pT<3GeV/c
good consistency at RHIC!
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0,proton =0.336 GeV2 (3s=200 GeV)

FIG. 1. Anatomy of di-hadron correlations. The glasma graph on the left illustrates its its schematic
contribution to the double inclusive cross-section (dashed orange curve). On the right is the back-

to-back graph and the shape of its yield (dashed blue curve). The grey blobs denote emissions all
the way from beam rapidities to those of the triggered gluons. The solid black curve represents
the sum of contributions from glasma and back-to-back graphs. The shaded region represents the

Associated Yield (AY) calculated using the zero-yield-at-minimum (ZYAM) procedure. Figure
from ref. [9].

The paper is organized as follows. In the next section, we will present the formulae used
in the computation of Glasma and BFKL graphs. Since all details have been discussed pre-
viously in [9] and references therein, we will reintroduce them briefly only for completeness,
our focus here being the understanding of the systematics of the new CMS p+Pb data. In
section 3, we will discuss in detail results in the CGC, compare these to the data, and make
predictions for as yet unpublished data. In the final section, we will summarize our con-
clusions, discuss alternative interpretations and further refinements and tests of the CGC
framework.

II. GLASMA AND BFKL CONTRIBUTIONS IN THE CGC EFT

The collimated correlated two-gluon production Glasma and BFKL graphs are illustrated
in Fig. (1). The collimated contributions from all the Glasma graphs can be compactly
written as

d2N corr.
Glasma

d2pTd2qTdypdyq
=

αS(pT )αS(qT )

4π10

N2
C

(N2
C − 1)3 ζ

S⊥

p2
Tq

2
T

Kglasma

×

[

∫

kT

(D1 +D2) +
∑

j=±

(

A1(pT , jqT ) +
1

2
A2(pT , jqT )

)

]

. (1)

3

Dusling & Venugopalan 1211.3701, 1302.7018 & private comm.

RHIC Predictions

significant signal expected at RHIC!

• smaller yield expected at RHIC compared to LHC

• Fourier coefficients aren’t calculated for this model--working to compare 
to data
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qualitative agreement with hydro calculations with η/s ≤ 0.08
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 = 20
part

/s = 0.08, IP-Glasma, Nη 
 = 20

part
/s = 0.08, MC-Glauber, Nη 
/s = 0, Qin & Mueller 1306.3439η
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the shape of  the initial state

• v2 naturally enhanced in dAu

• little dependence on initial state 
description--Glauber vs IP-Glasma
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for d+Au collisions in Figs. 10 and 11. We see the same
trend as observed for the integrated vn.
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Finally, we can qualitatively compare our results here
to the results of the LHC and RHIC experiments on
proton-nucleus and deuteron-nucleus collisions. The
trend of v2 as a function of centrality observed in p+Pb
collisions appears to be different from that of the AL-
ICE data [3] on proton-lead collisions at

√
s = 5.02

TeV/nucleon. However, the error bars in the pub-
lished data are too large to draw a definitive conclu-
sion at present. The ATLAS collaboration has also pre-
sented [31] a quantity called v2(PC), which is defined
similarly to the ALICE v2 and has the same trend as the
ALICE results. However, the collaboration also presents
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FIG. 8. (Color online) v2(pT ) for charged hadrons in p+Pb
collisions at fixed Npart = 7 (thin lines) and 20 (thick lines)
in the MC-Glauber (dashed) and IP-Glasma (solid) model.
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results for v2{4}, from four particle correlations, which
appears to have the opposite trend with centrality rela-
tive to v2(PC). The computations of [30] appear to be
in agreement with this v2{4} quantity for the centralities
compared. However, as can be seen in Fig. 6, the IP-
Glasma results are approximately a factor of two lower
for the Npart that correspond to the same centrality se-
lection. Note further that the IP-Glasma results are for
η/s = 0.08 and will be smaller for the η/s = 0.2 that
gives a good description of v2 in A+A collisions at the
LHC. We also note that the RHIC d+Au results on the
ridge are reproduced by the MC Glauber 1 model. The
differences between this model and the IP-Glasma model
(for integrated v2 values) in these collisions can be seen
in Fig. 7. More quantitative studies and additional data
will clearly help clarify the role of hydrodynamics in the
interpretation of the RHIC and LHC results on the ridge
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FIG. 4. (Color online) Eccentricities ε2 and ε3 as a func-
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Glauber (participant centers) model the energy density is de-
posited in the centers of wounded nucleons (without smear-
ing). Smearing energy densities with the Gaussian distribu-
tion (σ0 = 0.4 fm) results in the MC-Glauber 1 model. In the
MC-Glauber 2 model the energy density is smeared about the
midpoint between colliding nucleons.

MC-Glauber 1 model and in the bottom plot, the corre-
sponding IP-Glasma model results. These are seen to be
quite different. In the latter, it is observed that the peaks
in the contour are closely associated with the centers of
the deuteron nucleon positions and vary strongly depend-
ing on the number of gold nucleon positions in their im-
mediate vicinity. In the former MC-Glauber case, signif-
icant energy densities are seen even in regions where nu-
cleons of the gold nucleus are widely separated in trans-
verse spatial position from the deuteron nucleons. Nucle-
ons that have been marginally grazed produce as much
energy density as those that have suffered a head on colli-
sion. In the IP-Glasma model, because the mean distance
in the projection onto the transverse plane between the
two nucleons in a deuteron is 2.52 fm, the majority of

events have widely separated interaction regions. This is
quite different in the MC-Glauber model.

Whether eccentricity is a relevant measure in deuteron-
gold collisions depends sensitively on the radial separa-
tion of the regions where energy density is deposited. If
they are too far apart for hydrodynamic flow to bring
them into contact over the system’s lifetime, the eccen-
tricity will be a poor measure of flow. If they are close
enough at the same eccentricity to influence subsequent
flow, the eccentricity will track flow better. Thus eccen-
tricity in deuteron-gold collisions, in contrast to nucleus-
nucleus collisions, is at best a qualitative measure of
anisotropic flow.
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FIG. 5. (Color online) Initial energy density distribution (ar-
bitrary units, increasing from blue to red) in the transverse
plane in a d+Au collision in the MC-Glauber model (upper
panel) and the IP-Glasma approach (lower panel). The nu-
cleon positions (open circles for the deuteron, solid circles for
gold) are exactly the same in the two cases.
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for d+Au collisions in Figs. 10 and 11. We see the same
trend as observed for the integrated vn.
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Finally, we can qualitatively compare our results here
to the results of the LHC and RHIC experiments on
proton-nucleus and deuteron-nucleus collisions. The
trend of v2 as a function of centrality observed in p+Pb
collisions appears to be different from that of the AL-
ICE data [3] on proton-lead collisions at

√
s = 5.02

TeV/nucleon. However, the error bars in the pub-
lished data are too large to draw a definitive conclu-
sion at present. The ATLAS collaboration has also pre-
sented [31] a quantity called v2(PC), which is defined
similarly to the ALICE v2 and has the same trend as the
ALICE results. However, the collaboration also presents
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results for v2{4}, from four particle correlations, which
appears to have the opposite trend with centrality rela-
tive to v2(PC). The computations of [30] appear to be
in agreement with this v2{4} quantity for the centralities
compared. However, as can be seen in Fig. 6, the IP-
Glasma results are approximately a factor of two lower
for the Npart that correspond to the same centrality se-
lection. Note further that the IP-Glasma results are for
η/s = 0.08 and will be smaller for the η/s = 0.2 that
gives a good description of v2 in A+A collisions at the
LHC. We also note that the RHIC d+Au results on the
ridge are reproduced by the MC Glauber 1 model. The
differences between this model and the IP-Glasma model
(for integrated v2 values) in these collisions can be seen
in Fig. 7. More quantitative studies and additional data
will clearly help clarify the role of hydrodynamics in the
interpretation of the RHIC and LHC results on the ridge
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Finally, we can qualitatively compare our results here
to the results of the LHC and RHIC experiments on
proton-nucleus and deuteron-nucleus collisions. The
trend of v2 as a function of centrality observed in p+Pb
collisions appears to be different from that of the AL-
ICE data [3] on proton-lead collisions at
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TeV/nucleon. However, the error bars in the pub-
lished data are too large to draw a definitive conclu-
sion at present. The ATLAS collaboration has also pre-
sented [31] a quantity called v2(PC), which is defined
similarly to the ALICE v2 and has the same trend as the
ALICE results. However, the collaboration also presents
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results for v2{4}, from four particle correlations, which
appears to have the opposite trend with centrality rela-
tive to v2(PC). The computations of [30] appear to be
in agreement with this v2{4} quantity for the centralities
compared. However, as can be seen in Fig. 6, the IP-
Glasma results are approximately a factor of two lower
for the Npart that correspond to the same centrality se-
lection. Note further that the IP-Glasma results are for
η/s = 0.08 and will be smaller for the η/s = 0.2 that
gives a good description of v2 in A+A collisions at the
LHC. We also note that the RHIC d+Au results on the
ridge are reproduced by the MC Glauber 1 model. The
differences between this model and the IP-Glasma model
(for integrated v2 values) in these collisions can be seen
in Fig. 7. More quantitative studies and additional data
will clearly help clarify the role of hydrodynamics in the
interpretation of the RHIC and LHC results on the ridge

• d+Au:

• larger v2

• smaller dependence on initial state description
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v2/ε2  vs multiplicity 

• Glauber MC & pointlike centers to calculate ε2

• → approximate scaling of  v2/ε2 with dN/dη
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 a common relationship between geometry and v2?
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scaling with overlap area?
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FIG. 23. (Color online) The CMS integrated v2 values from
the event-plane method divided by the participant eccentricity as a
function of Npart with |η| < 0.8 and 0 < pT < 3 GeV/c. These results
are compared with those from PHOBOS [34] for different nuclear
species and collision energies. The PHOBOS v2 values are divided
by the cumulant eccentricity ε{2} (see text). The error bars give the
statistical and systematic uncertainties in the v2 measurements added
in quadrature. The dashed lines represent the systematic uncertainties
in the eccentricity determination.

deviations from this behavior are expected in peripheral
collisions, in which the system freezes out before the elliptic
flow fully builds up and saturates [32]. A weak centrality
and beam-energy dependence is expected through variations
in the equation of state. In addition, the system is also
affected by viscosity, in both the sQGP and the hadronic
stages [22,68,83,84] of its evolution. Therefore, the centrality
and

√
sNN dependence of v2/ε can be used to extract the

ratio of the shear viscosity to the entropy density of the
system.

In Fig. 23, the integrated v2 obtained from the event-plane
method is divided by the eccentricity of the collisions and
plotted as a function of Npart, which is derived from the
centrality of the event. The result is compared to lower-energy
AuAu and CuCu measurements from the PHOBOS experiment
[34]. For the CMS measurement, the value of v2 is divided
by the participant eccentricity εpart because the event-plane
resolution factor shown in Fig. 4 is greater than 0.6 for all but
the most central and most peripheral event selections in our
analysis. It has been argued [34,37] that for lower-resolution
parameters, the event-plane method measures the rms of the
azimuthal anisotropy, rather than the mean, and therefore,
the relevant eccentricity parameter in this case should be the

second-order cumulant eccentricity ε{2} ≡
√

〈ε2
part〉. Thus, the

comparison with the PHOBOS v2 results, which were obtained
with low event-plane resolution, is done by implementing this
scaling using the data from Ref. [34]. An approximately 25%
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FIG. 24. (Color online) Eccentricity-scaled v2 as a function of the
transverse charged-particle density from CMS and PHOBOS [34].
The error bars include both statistical and systematic uncertainties
in v2. The dashed lines represent the systematic uncertainties in the
eccentricity determination.

increase in the integrated v2 scaled by the eccentricity between
RHIC and LHC energies is observed and with a similar Npart
dependence.

It was previously observed [34,79,85] that the v2/ε values
obtained in different collision systems and varying beam en-
ergies scale with the charged-particle rapidity density per unit
transverse overlap area (1/S)(dNch/dy), which is proportional
to the initial entropy density. In addition, it has been pointed out
[69] that in this representation the sensitivity to the modeling
of the initial conditions of the heavy-ion collisions is largely
removed, thus enabling the extraction of the shear viscosity to
the entropy density ratio from the data through the comparison
with viscous hydrodynamics calculations. With the factor of
2.1 increase in the charged-particle pseudorapidity density
per participant pair, (dNch/dη)/(Npart/2), from the highest
RHIC energy to the LHC [75,86], this scaling behavior can be
tested over a much broader range of initial entropy densities.
In Fig. 24, we compare the CMS results for v2/ε from the
event-plane method to results from the PHOBOS experiment
[34] for CuCu and AuAu collisions with

√
sNN = 62.4 and

200 GeV.
At lower energies, the scaling has been examined using

the charged-particle rapidity density dNch/dy [34,79,85].
However, because we do not identify the species of charged
particles in this analysis, we perform the comparison using
(1/S)(dNch/dη) to avoid introducing uncertainties related
to assumptions about the detailed behavior of the identified
particle transverse momentum spectra that are needed to
perform this conversion. In Fig. 24, the charged-particle
pseudorapidity density dNch/dη measured by CMS [75] is
used, and the value of the integrated v2 for the ranges

014902-21

S = 4π√σx2σy2-σxy2

CMS PRC 87 014902

pT integrated v2 data 
found to scale in heavy 
ions with 1/S dNch/dη 

over wide collision energy
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scaling with overlap area?

• approximate scaling with 1/S dNch/dη

• significant uncertainties due to nucleon representations in d+Au

• n.b. not directly comparable to other 1/S plots, here v2 at fixed pT!
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v3 at RHIC?
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no evidence for significant v3, consistent with hydro 
expectations

PHENIX: 1303.1794
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Run-15 request for p+Au @ 200 GeV with transverse polarization beam use proposal

will allow for a better statistics measurement of the nominal physics of neutral pions and673

jets as the peripheral selection d+Au result.674

3.5.3 Unique geometry tests of bulk medium in small systems with d+Au and675

3He+Au676

The long-range rapidity correlations observed at the LHC in high multiplicity p+p and677

p+Pb collisions and most recently in RHIC d+Au collisions have sparked a great deal678

of physics discussion. Are these correlations the result of glasma diagrams within a679

Color Glass Condensate picture? Are they the result of hydrodynamic expansion or non-680

equilibrium interactions? How do they relate to the initial geometry and the time evolution681

of the medium? Does a flow like mechanism in such small systems challenge the paradigm682

of perfect fluidity in A+A collisions or provide additional constraints on the underlying683

mechanisms? These questions have answers hinted at by the lever arm of comparing LHC684

and RHIC results. However, at RHIC we also have the opportunity to tune the geometry685

uniquely to definitively test the fundamentals behind many of these questions.686

The correlations are predominantly with low momentum particles and thus one requires a687

large minimum bias data set. The large PHENIX data acquisition bandwidth would allow688

an excellent measurement in d+Au and 3He+Au with one week of running for each with689

a relatively low luminosity requirement. The new PHENIX detectors, not available during690

the earlier Run-08 d+Au run, including the large tracking coverage VTX, FVTX, and the691

new MPC-EX would make these an excellent data set for these studies with over 1 billion692

events in each system, and more in the p+Au with the running detailed before.693

Figure 3.13: Left) Monte Carlo Glauber event display of a single 3He+Au event and the
energy deposit. The nucleon participant energy is distributed as a Gaussian with s = 0.4 fm.
(Middle and Right) Monte Carlo Glabuer mean #2 (middle) and #3 (right) for p+Au , d+Au,
3He+Au collisions as a function of the number of binary collisions. The spatial moments are
calculated using the same Gaussian smearing.

Just as the d+Au collisions have a significant intrinsic #2 (elliptical shape), the 3He+Au694

collisions have a significant intrinsic #3 (triangular shape). The question of whether these695
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increase the triangularity of  the initial 
state! what happens to v3?

He3 + Au 

exploit the versatility of  RHIC!
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geometry running planned for 2015 running
PHENIX: increased acceptance relative to 

previous d+Au running (VTX/FVTX) 
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Fig. 3. The identified particle RdAu for minimum-bias and top 20%
d +Au collisions. The filled triangles are for p+ p̄, the filled circles
are for π+ + π− and the open squares are for K+ + K− . Dashed
lines are RdAu of inclusive charged hadrons from [22]. The open
triangles and open circles are RCP of p + p̄ and π0 in Au + Au
collisions measured by PHENIX [7]. Errors are statistical. The gray
band represents the normalization uncertainty of 16%.

where TdAu = 〈Nbin〉/σpp
inel describes the nuclear geom-

etry, and d2σ
pp
inel/(2πpT dpT dy) for p + p inelastic

collisions is derived from the measured p + p NSD
cross section. The difference between NSD and in-
elastic differential cross sections at mid-rapidity, as
estimated from PYTHIA [31], is 5% at low pT and
negligible at pT > 1.0 GeV/c. Fig. 3 shows RdAu of
π+ + π−, K+ + K− and p + p̄ for minimum-bias
and central d + Au collisions. The systematic uncer-
tainties on RdAu are of the order of 16%, dominated
by the uncertainty in normalization. The RdAu of the
same particle species are similar between minimum-
bias and top 20% d + Au collisions. In both cases,
the RdAu of protons rise faster than RdAu of pions
and kaons. We observe that the spectra of π±, K±, p
and p̄ are considerably harder in d +Au than those in
p + p collisions.
The RdAu of the identified particles has charac-

teristics of the Cronin effect [14–16,18] in particle
production with RdAu less than unity at low pT and
above unity at pT ! 1.0 GeV/c. On the contrary, the
RCP (nuclear modification factor between central and
peripheral collisions) of identified particles in Au +
Au collisions at √

sNN = 200 GeV as measured by
PHENIX and STAR Collaborations [6,7] do not have
the above features. The RCP of p + p̄ follows binary

Fig. 4. Minimum-bias ratios of protons (p + p̄) over inclusive
charged hadrons (h) at −0.5 < η < 0.0 from √

sNN = 200 GeV
p + p (open diamonds), d + Au (filled triangles) and√

sNN = 130 GeV Au + Au [7] (asterisks) collisions. Results of
p + p̄ collisions at √sNN = 1.8 TeV [36] are shown as solid stars.
Dashed lines are results of p/h+ ratios from √

sNN = 23.8 GeV
p + p (short-dashed lines) and p + W (dot-dashed) collisions
[14,15]. Errors are statistical.

scaling and that of π0 shows large suppression of me-
son production in central Au + Au collisions [7] as
depicted in the bottom panel of Fig. 3. It is notable
that the RdAu of proton and anti-proton are greater
than unity in both central and minimum-bias d + Au
collisions while the proton and anti-proton production
follows binary scaling in all centralities in Au + Au
collisions [7].
Fig. 4 depicts (p + p̄)/h, the ratio of protons

(p + p̄) over inclusive charged hadrons (h) as a func-
tion of pT in d +Au and p + p minimum-bias colli-
sions at √

sNN = 200 GeV, and Au + Au minimum-
bias collisions at √

sNN = 130 GeV [7]. The system-
atic uncertainties on these ratios were estimated to
be of the order of 10% for pT " 1.0 GeV/c, de-
creasing to 3% at higher pT . At RHIC energies, the
anti-particle to particle ratios approach unity (p̄/p =
0.81±0.02±0.04 in d +Auminimum-bias collisions)
and their nuclear modification factors are similar. The
(p + p̄)/h ratio from minimum-bias Au + Au colli-
sions [7] at a similar energy is about a factor of 2
higher than that in d + Au and p + p collisions for
pT ! 2.0 GeV/c. This enhancement is most likely due
to final-state effects in Au+ Au collisions [5,8,9,11–
13]. The ratios show little centrality dependence in
d +Au collisions, as shown in Table 1. The identified
particle yields can also provide important information
and constraints for other studies even when our mea-
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son production in central Au + Au collisions [7] as
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that the RdAu of proton and anti-proton are greater
than unity in both central and minimum-bias d + Au
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follows binary scaling in all centralities in Au + Au
collisions [7].
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sNN = 200 GeV, and Au + Au minimum-
bias collisions at √

sNN = 130 GeV [7]. The system-
atic uncertainties on these ratios were estimated to
be of the order of 10% for pT " 1.0 GeV/c, de-
creasing to 3% at higher pT . At RHIC energies, the
anti-particle to particle ratios approach unity (p̄/p =
0.81±0.02±0.04 in d +Auminimum-bias collisions)
and their nuclear modification factors are similar. The
(p + p̄)/h ratio from minimum-bias Au + Au colli-
sions [7] at a similar energy is about a factor of 2
higher than that in d + Au and p + p collisions for
pT ! 2.0 GeV/c. This enhancement is most likely due
to final-state effects in Au+ Au collisions [5,8,9,11–
13]. The ratios show little centrality dependence in
d +Au collisions, as shown in Table 1. The identified
particle yields can also provide important information
and constraints for other studies even when our mea-
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electrons from heavy flavor decays

HEAVY-QUARK PRODUCTION IN p + p AND . . . PHYSICAL REVIEW C 84, 044905 (2011)
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FIG. 34. (Color online) Open heavy-flavor electron RAA for the indicated centralities. The boxes show the point-to-point correlated
systematic uncertainty.

RAA as a function of Npart as

R
pe

T

AA(Npart) = Ne
AuAu(pT )

〈TAuAu〉 × σ e
pp(pT )

= Ne
AuAu(pT )

〈Ncoll〉 × Ne
pp(pT )

, (28)

where Ne
AuAu(pT ) is the total electron yield above a transverse

momentum of pT . Figure 35 shows R
pe

T

AA(Npart) for electrons

from heavy-flavor decays for six different integrated pe
T ranges

as a function of the number of participant nucleons, Npart.
When the lower limit of integration is reduced to pe

T = 0.3
GeV/c, which includes more than half of the heavy-flavor
decay electrons predicted by the FONLL calculation in p + p
collisions, RAA is close to unity for all Npart. This behavior
suggests that the total yield of electrons from heavy-flavor
decays in Au + Au collisions is the same as the binary-scaled
yield in p + p collisions. The observed strong suppression

044905-25

Au+Au
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FIG. 34. (Color online) Open heavy-flavor electron RAA for the indicated centralities. The boxes show the point-to-point correlated
systematic uncertainty.

RAA as a function of Npart as

R
pe

T

AA(Npart) = Ne
AuAu(pT )

〈TAuAu〉 × σ e
pp(pT )

= Ne
AuAu(pT )

〈Ncoll〉 × Ne
pp(pT )

, (28)

where Ne
AuAu(pT ) is the total electron yield above a transverse

momentum of pT . Figure 35 shows R
pe

T

AA(Npart) for electrons

from heavy-flavor decays for six different integrated pe
T ranges

as a function of the number of participant nucleons, Npart.
When the lower limit of integration is reduced to pe

T = 0.3
GeV/c, which includes more than half of the heavy-flavor
decay electrons predicted by the FONLL calculation in p + p
collisions, RAA is close to unity for all Npart. This behavior
suggests that the total yield of electrons from heavy-flavor
decays in Au + Au collisions is the same as the binary-scaled
yield in p + p collisions. The observed strong suppression

044905-25

Au+Au

the dþ Au data recorded by PHENIX in 2008 was taken
with the converter installed.

A crucial cross check of this measurement’s accuracy is
the consistency of these two independent background
determination methods. A comparison of the photonic
components of the cocktail (Dalitz decay electrons, con-
versions, and direct photons) to the photonic-electron sig-
nal extracted by the converter method shows agreement
within 8% for all centralities (see the inset of Fig. 1). Since
the converter method gives a direct measurement of the
photonic background, while the cocktail is a calculation
that relies on simulation, the photonic components of the
cocktail are scaled to match the converter data in each
centrality by factors ranging from 0.92 to 1.01. Detailed
descriptions of these methods can be found in Ref. [23].

Figure 1 shows the pT spectrum of electrons from open
heavy flavor decays for each dþ Au centrality bin, and for
pþ p collisions that were measured during the same
RHIC run period with identical techniques. The heavy
flavor electron yield is determined by the cocktail method,
with photonic components scaled to match the converter
data. The statistical (systematic) uncertainties are shown as
bars (boxes) around the central values. The boxes contain
the uncertainties in the solid angle correction, electron-
identification efficiency, and trigger-bias correction.
Added in quadrature with those is the uncertainty from
the cocktail subtraction. The lines are a fixed-order plus

next-to-leading-logarithm spectral shape [24] fitted to a
previous pþ p heavy-flavor electron measurement [23],
scaled by Ncoll for each centrality. The pþ p data pre-
sented here are in good agreement with our previous
pþ p results; however, the statistical uncertainties on
the new data are "2 times larger. Fitting a constant to
the ratio of the new data to the old yields a value of
0:97# 0:02, with !2 per degree of freedom equal to
20:3=26. The fact that the 2008 pþ p data agree with the
previous pþ p data provides an important cross check on
the methods used to extract the 2008 dþ Au e#HF spectra.
Due to changes in the detector configuration that

resulted in increased photon conversion background at
low pT , the signal to background at low pT is not as
good as it was in previous measurements. Coupled with
the fact that "90% of the electrons from charmed hadron
decays fall below pT ¼ 0:8 GeV=c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The dþ Au electron spectra are directly compared to

the pþ p reference data by computing

RdA ¼ dNe
dA=dpT

hNcolli% dNe
pp=dpT

(3)

for each centrality. Figure 2 shows RdA as a function of pT

for the most-peripheral and most-central centrality bins. As
in Fig. 1, the statistical (systematic) uncertainties are rep-
resented by bars (boxes). For points at pT < 1:6 GeV=c,
RdA is found by dividing point by point the dþ Au yield by
the pþ p yield from Ref. [23]. At higher transverse mo-
mentum, where the pþ p heavy-flavor electron spectrum
is consistent with a shape from perturbative QCD, a fit to
the spectral shape from the Ref. [24] calculations is used to
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FIG. 1 (color online). Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previous
pþ p result [23], scaled by Ncoll. The inset shows the ratio of
photonic background electrons determined by the converter and
cocktail methods for minimum bias dþ Au collisions, with error
bars (boxes) that represent the statistical uncertainty on the
converter data (systematic uncertainty on the photonic-electron
cocktail). See text for details on uncertainties.
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the dþ Au data recorded by PHENIX in 2008 was taken
with the converter installed.

A crucial cross check of this measurement’s accuracy is
the consistency of these two independent background
determination methods. A comparison of the photonic
components of the cocktail (Dalitz decay electrons, con-
versions, and direct photons) to the photonic-electron sig-
nal extracted by the converter method shows agreement
within 8% for all centralities (see the inset of Fig. 1). Since
the converter method gives a direct measurement of the
photonic background, while the cocktail is a calculation
that relies on simulation, the photonic components of the
cocktail are scaled to match the converter data in each
centrality by factors ranging from 0.92 to 1.01. Detailed
descriptions of these methods can be found in Ref. [23].

Figure 1 shows the pT spectrum of electrons from open
heavy flavor decays for each dþ Au centrality bin, and for
pþ p collisions that were measured during the same
RHIC run period with identical techniques. The heavy
flavor electron yield is determined by the cocktail method,
with photonic components scaled to match the converter
data. The statistical (systematic) uncertainties are shown as
bars (boxes) around the central values. The boxes contain
the uncertainties in the solid angle correction, electron-
identification efficiency, and trigger-bias correction.
Added in quadrature with those is the uncertainty from
the cocktail subtraction. The lines are a fixed-order plus

next-to-leading-logarithm spectral shape [24] fitted to a
previous pþ p heavy-flavor electron measurement [23],
scaled by Ncoll for each centrality. The pþ p data pre-
sented here are in good agreement with our previous
pþ p results; however, the statistical uncertainties on
the new data are "2 times larger. Fitting a constant to
the ratio of the new data to the old yields a value of
0:97# 0:02, with !2 per degree of freedom equal to
20:3=26. The fact that the 2008 pþ p data agree with the
previous pþ p data provides an important cross check on
the methods used to extract the 2008 dþ Au e#HF spectra.
Due to changes in the detector configuration that

resulted in increased photon conversion background at
low pT , the signal to background at low pT is not as
good as it was in previous measurements. Coupled with
the fact that "90% of the electrons from charmed hadron
decays fall below pT ¼ 0:8 GeV=c, where the present data
cut off, this means that the data do not place meaningful
constraints on the total charm production cross section.
The dþ Au electron spectra are directly compared to

the pþ p reference data by computing

RdA ¼ dNe
dA=dpT

hNcolli% dNe
pp=dpT

(3)

for each centrality. Figure 2 shows RdA as a function of pT

for the most-peripheral and most-central centrality bins. As
in Fig. 1, the statistical (systematic) uncertainties are rep-
resented by bars (boxes). For points at pT < 1:6 GeV=c,
RdA is found by dividing point by point the dþ Au yield by
the pþ p yield from Ref. [23]. At higher transverse mo-
mentum, where the pþ p heavy-flavor electron spectrum
is consistent with a shape from perturbative QCD, a fit to
the spectral shape from the Ref. [24] calculations is used to
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FIG. 1 (color online). Electrons from heavy flavor decays,
separated by centrality. The lines represent a fit to the previous
pþ p result [23], scaled by Ncoll. The inset shows the ratio of
photonic background electrons determined by the converter and
cocktail methods for minimum bias dþ Au collisions, with error
bars (boxes) that represent the statistical uncertainty on the
converter data (systematic uncertainty on the photonic-electron
cocktail). See text for details on uncertainties.
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Possible Evidence for Radial Flow of Heavy Mesons in d+Au Collisions

Anne M. Sickles⇤

Department of Physics Brookhaven National Laboratory Upton, NY 11973

(Dated: September 27, 2013)

Recent measurements of particle correlations and the spectra of hadrons at both RHIC and the
LHC are suggestive of hydrodynamic behavior in very small collision systems (p+Pb, d+Au and
p+p collisions). The measurements are both qualitatively and quantitatively similar to what is
seen in central heavy ion collisions where low viscosity hot nuclear matter is formed. While light
quarks and gluons are thought to make up the bulk matter, one of the most surprising results in
heavy ion collisions is that charm quarks also have a large v2, suggesting that they too participate
in the matter. Measurements of the transverse momentum spectra of electrons from the decay of
D and B mesons in d+Au show an enhancement in central collisions relative to p+p. We employ
the blast-wave model to determine if the flow of heavy quarks in d+Au and p+Pb data is able to
explain the enhancement observed in the data. We find a reasonable description of the data with
blast-wave parameters extracted from fits to the light hadron spectra, suggesting hydrodynamics as
a possible explanation.

I. INTRODUCTION

The aim of the heavy ion physics programs at RHIC
and the LHC is to produce and study the very hot dense
nuclear matter produced in these collisions, the Quark
Gluon Plasma (QGP). There has been enormous success
in describing the bulk properties of this matter with hy-
drodynamics (for a recent review see Ref. [1]). Even more
interesting, the sheer viscosity to entropy density, ⌘/s
used in the hydrodynamic calculations is constrained by
the data [2–4] to be very small and within a few times
1/4⇡, the conjectured quantum lower bound [5].

One of the most interesting recent developments in
heavy ion physics is the possibility of collective behav-
ior in very small systems. This was first explored with
the elliptic flow, v2, of charged hadrons as measured by
the ALICE and ATLAS collaborations [6, 7]. Similar, but
slightly larger v2 was found by the PHENIX collabora-
tion in d+Au collisions at RHIC [8]. This is in agreement
with hydrodynamic calculations which predicted a larger
v2 in d+Au collisions than in p+Pb collisions due to the
larger initial state eccentricity driven by the shape of the
deuteron [9–11]. While the hydrodynamic descriptions of
the data are intriguing, other models such as the Color
Glass Condensate [12] have also been invoked to explain
the observed correlations.

Hydrodynamic behavior can also be inferred through
the shape of the identified particle transverse momentum
(p

T

) spectra [13]. The ALICE and CMS collaborations
have recently published analyses of the spectra in p+Pb
collisions [14, 15] that shows an increase in the hp

T

i as a
function of the charged particle multiplicity in the event,
behavior consistent with increasing radial flow with in-
creasing event multiplicity [16, 17].

Another method to extract possible radial flow infor-
mation from identified particle spectra is with the blast-
wave model [18, 19]. This model assumes thermalization

⇤
anne@bnl.gov

and expansion with a common velocity field. Extractions
of the parameters in p+Pb collisions show increasing flow
velocity, �, with increasing charged particle multiplic-
ity [15]. Interestingly, similar behavior has been observed
by the STAR collaboration in d+Au collisions [20].
Heavy quarks, charm and bottom, also appear to be

a↵ected by the presence of the matter in heavy ion colli-
sions. At high p

T

in Au+Au collisions there is observed
to be substantial energy loss heavy quark jets [21], heavy
mesons [22, 23], and electrons from the decay of heavy
mesons [24–26]. At lower p

T

significant v2 of the elec-
trons from heavy meson decay is observed in Au+Au col-
lisions [24, 25]. The STAR collaboration has observed a
low p

T

enhancement of D mesons [23] which has been de-
scribed by calculations incorporating hydrodynamic be-
havior [27, 28] and the data are well described by a blast-
wave calculation [29, 30].
In d+Au collisions the PHENIX Collaboration has

measured the yield of electrons from the decays of heavy
mesons in d+Au collisions at

p
s
NN

= 200 GeV. Rela-
tive to expectations from binary scaled p+p collisions the
yield of these electrons is enhances by approximately 40%
in the 20% most central d+Au collisions [31]. The origin
of this e↵ect is not understood. Inspired by the success
of a hydrodynamic description of p+Pb and d+Au col-
lisions, in this work we investigate whether a blast-wave
calculation constrained to the ⇡, K, p, p̄ spectra in d+Au
collisions at

p
s
NN

= 200 GeV can explain the observed
enhancement of heavy flavor electrons. We also provide
calculations for central p+Pb collisions at 5.02 TeV.

II. METHOD

The blast-wave model [18, 19] describes p
T

spectra
with the following functional form:

1
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FIG. 4: (Color online) Invariant yield of π±, K±, and p and p̄ as a function of pT in Au+Au and d+Au collisions. The yields
are scaled by the arbitrary factors indicated in the legend, keeping collisions species grouped together.
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FIG. 1. (top panels) Charged hadron spectra for the 0-20%
most central d+Au collisions [32]. Overlaid with the data
are the results of a simultaneous blast-wave fit to the data.
(bottom panels) Ratios of the experimental data to the blast-
wave fits. Only statistical uncertainties are shown.

where:

⇢ = tanh�1 (�
max

(r/R)n) (2)

and m
T

=
p

p2
T

+m2 where m is the particle mass. The
model parameters are �

max

, the maximum velocity at
the surface, and T

fo

, the temperature at which the freeze
out occurs. We extract blast-wave parameters from ⇡±,
K±, p, p̄ p

T

spectra in d+Au collisions as published in
Ref. [32] for the 20% most central collisions via a simul-
taneous fit to all particle species. We fit the spectra for
m

T

� m < 1 GeV/c and exclude ⇡± below 0.5 GeV/c
because of possible larger contributions from resonance
decays. We fix n = 1, corresponding to a linear boost
profile. The spectra overlaid with the best fit are shown
in Figure 1. The �

max

value is 0.70 and T
fo

=139 MeV.
These fits describe the data over the appropriate p

T

range
to better than 10% (�

max

and T
fo

values obtained here
are slightly higher than those obtained in Ref. [20] for
the same collision system and centrality. However the
PHENIX p and p̄ spectra have been corrected for feed-
down from weak decays and the data in Ref. [20] have
not.).

The blast-wave heavy meson spectra are determined
from Eq. 1 using the parameters extracted above and the
D and B meson masses (separately). In order to quantify
the enhancement for heavy mesons expected from the
blast-wave, we determine the R

dAu

. Here R
dAu

is the
ratio of the blast-wave heavy meson spectra divided by
the expected heavy meson spectra from the Fixed-Order-
Next-to-Leading-Log (FONLL) calculation of the heavy
meson spectra in p+p collisions [33–35]. We normalize
the blast-wave spectra to have the same number of D and
B mesons as the FONLL calculation. The p

T

spectra
for D and B mesons from FONLL and the blast-wave

calculation are shown in the left panel of Figure 2.
We observed the blast-wave spectra to be below the

FONLL spectra at both low and high p
T

. They are
greater than the FONLL spectra from approximately 1–
4 GeV/c for D mesons and 2.5–7 GeV/c for B mesons.
Regardless of the low p

T

physics, at high p
T

we expect
binary scaling of heavy mesons in d+Au collisions due to
the dominance of hard physics. Mesons from a range of
momenta contribute to the electron spectrum at a given
p
T

. Therefore, in order to have a sensible expectation for
the electron p

T

spectra, we must include mesons from
a wide range of p

T

in the construction of the electron
R

dAu

. At high p
T

, in the calculations shown here when
the blast-wave expectation decreases below the FONLL
calculation, we artificially enforce binary scaling of the
mesons. The meson R

dAu

, are shown forD and B mesons
in the right panel of Figure 2. We observe a large en-
hancement of D mesons, approximately a factor of two
increase over FONLL at p

T

⇡ 2GeV/c. We observe a
smaller enhancement of B mesons, approximately a fac-
tor of 1.8 at around 5 GeV/c.
In order to determine the expected heavy flavor elec-

tron R
dAu

we use PYTHIA (v 8.176) [36] to get the cor-
relation between the D or B p

T

and the p
T

of the decay
electron. The correlations are shown in Figure 3. The x-
axis shows the p

T

of the electrons and positrons (which
are required to have |⌘| <0.35 as in the experimental
measurements) and the y-axes have the p

T

of the par-
ent D and B meson (decays in which a B decays to a D
which subsequently decays to an electron are included in
the B meson plot). We use the same procedure to extract
the electron p

T

spectra for both the FONLL and blast-
wave meson p

T

spectra. We take the branching ratios to
be: BR (B ! e) = 10.86%, BR (B ! D ! e) 9.6% and
BR (D ! e) = 10.3% [37].
The results for the electron R

dAu

for are shown in
Figure 4 overlaid with the measured electron R

dAu

[31].
The magnitude of the enhancement expected from the
blast-wave calculation is in qualitative agreement with
the data. At p

T

⇡ 1-2.5 GeV/c there is a peak in the
calculation that is not seen in the data. At high p

T

, both
the data and the calculation approach unity in a similar
manner. The uncertainties on the data are large and
the uncertainties in the calculation are beyond the scope
of this work. However, since the blast-wave calculation
qualitatively reproduces the data, if a hydrodynamic de-
scription of the light hadrons is valid in d+Au collisions,
then it is possible that the same is also true for heavy
flavor.

III. PREDICTIONS FOR P+PB COLLISIONS
AT 5.02 TEV

It is of course natural to ask whether this e↵ect could
also play a role in p+Pb collisions at the LHC. The AL-
ICE collaboration has published the results of blast-wave
fits to identified particle spectra in multiplicity classes in

PHENIX PRC 88 024906
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data: PHENIX PRL 109 242301
AMS: 1309.6924
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Run-15 request for p+Au @ 200 GeV with transverse polarization beam use proposal

will allow for a better statistics measurement of the nominal physics of neutral pions and673

jets as the peripheral selection d+Au result.674

3.5.3 Unique geometry tests of bulk medium in small systems with d+Au and675

3He+Au676

The long-range rapidity correlations observed at the LHC in high multiplicity p+p and677

p+Pb collisions and most recently in RHIC d+Au collisions have sparked a great deal678

of physics discussion. Are these correlations the result of glasma diagrams within a679

Color Glass Condensate picture? Are they the result of hydrodynamic expansion or non-680

equilibrium interactions? How do they relate to the initial geometry and the time evolution681

of the medium? Does a flow like mechanism in such small systems challenge the paradigm682

of perfect fluidity in A+A collisions or provide additional constraints on the underlying683

mechanisms? These questions have answers hinted at by the lever arm of comparing LHC684

and RHIC results. However, at RHIC we also have the opportunity to tune the geometry685

uniquely to definitively test the fundamentals behind many of these questions.686

The correlations are predominantly with low momentum particles and thus one requires a687

large minimum bias data set. The large PHENIX data acquisition bandwidth would allow688

an excellent measurement in d+Au and 3He+Au with one week of running for each with689

a relatively low luminosity requirement. The new PHENIX detectors, not available during690

the earlier Run-08 d+Au run, including the large tracking coverage VTX, FVTX, and the691

new MPC-EX would make these an excellent data set for these studies with over 1 billion692

events in each system, and more in the p+Au with the running detailed before.693

Figure 3.13: Left) Monte Carlo Glauber event display of a single 3He+Au event and the
energy deposit. The nucleon participant energy is distributed as a Gaussian with s = 0.4 fm.
(Middle and Right) Monte Carlo Glabuer mean #2 (middle) and #3 (right) for p+Au , d+Au,
3He+Au collisions as a function of the number of binary collisions. The spatial moments are
calculated using the same Gaussian smearing.

Just as the d+Au collisions have a significant intrinsic #2 (elliptical shape), the 3He+Au694

collisions have a significant intrinsic #3 (triangular shape). The question of whether these695

36

A. M. Sickles

conclusions
• exciting effects seen in d+Au collisions which challenge the distinction 

between “hot” and “cold” nuclear matter

• upcoming geometry runs promise new understanding

• smaller HI systems already helping to connect dA to AA
• other observables: HBT (Ajitanand FG.00007, balance functions 1005.2307...)

36

compelling illustration of  
the complementarity 
between RHIC & LHC 

and the power of  varying 
the collision system
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issue: short range effects from centrality 
dependent jet modifications could modify 
near side correlations within small |Δη|

• vary the minimum |Δη| cut 
from 0.36 to 0.60

• look at the charge sign 
dependence:

• jet correlations are enhanced 
for opposite sign pairs and 
suppressed for same sign pairs

• further studying with event 
generators

• look for long range correlations
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issue: short range effects from centrality 
dependent jet modifications could modify 
near side correlations within small |Δη|

• vary the minimum |Δη| cut 
from 0.36 to 0.60

• look at the charge sign 
dependence:

• jet correlations are enhanced 
for opposite sign pairs and 
suppressed for same sign pairs

• further studying with event 
generators

• look for long range correlations
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FIG. 4. (Color online) Eccentricity (solid line) and triangularity
(dashed line) in p-Pb interactions as a function of the number of
participant nucleons.

a boost is made to the laboratory frame to get spectra around
mid-rapidity or pseudorapidity distributions.

The NN cross section at different energies can be obtained
from an interpolation of values at 200 GeV, 2.76 TeV, and
7 TeV [25,26] (σNN = 42, 62, and 71 mb, respectively) using
a formula of the form σNN ∝ a + b ln(

√
sNN ) + c ln2(

√
sNN ).

The resulting NN cross sections from Table I are used in our
Glauber model calculation. We take a Wood-Saxon profile for
the Pb nuclear density,

ρ(x, y, z) = ρ0

1 + exp
(
(
√

x2 + y2 + z2 − RA)/a
) , (2.1)

with ρ0 = 0.17 fm−3, RA = 6.55 fm, and a = 0.45 fm, and an
excluded distance for nucleons of 0.4 fm; for the deuteron we
use the Hulthen distribution [27].

Events at a given impact parameter are generated using the
GLISSANDO code for the Glauber model [27]. The distribution
of participant nucleons at different impact parameters is shown
in Fig. 1 for p-Pb interactions at 4.4 TeV. We notice that the
number of participant nucleons fluctuates strongly at a fixed
impact parameter. The number of participant nucleons can be
significantly above the average value (solid line in Fig. 1).
Defining the most central collisions as a interval in the impact
parameter is incorrect. The few percent of most central events
in terms of the number of participant nucleons (Npart > 18)
have a participant multiplicity larger than the average Npart at
zero impact parameter. The picture is very similar for d-Pb
collisions. In the experiment the centrality classes are defined
by the track multiplicity, which is closely correlated with the
number of participants in the model. In heavy-ion collisions
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FIG. 5. (Color online) Same as Fig. 4 but for d-Pb interactions.
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FIG. 6. (Color online) Contour plot s(x, y, η‖ = 0) of the initial
entropy density in a d-Pb collision with Npart = 24.

the number of participants is correlated with the impact
parameter. In p-Pb or d-Pb interactions it is preferable to define
the centrality classes for events using directly cuts in Npart.
Figures 2 and 3 show the probability density for events of a
given Npart for the two systems considered. For p-Pb events, we
use three centrality classes defined as 18 ! Npart, 11 ! Npart !
17, and 8 ! Npart ! 10, corresponding to centrality bins of
0%–4%, 4%–32%, and 32%–49%, out of all the inelastic
events (Npart " 2). The unusual numbers for the centrality
percentiles are fixed by the discrete variable Npart. For the
d-Pb interactions, we choose 27 ! Npart, 16 ! Npart ! 26, and
10 ! Npart ! 15, corresponding to centrality bins of 0%–5%,
5%–30%, and 30%–50%.

The charged particle density at central pseudorapidity can
be estimated from the multiplicity observed at a similar
energy and for a similar number of participant nucleons
measured in peripheral Pb-Pb collisions at the LHC [9],
interpolating the measured values of dN/dηPS/〈Npart/2〉
at centralities of 60%–70% and 70%–80% to the average
number of participant nucleons 〈Npart〉 corresponding to the
most central bins considered in p-Pb and d-Pb collisions.
The energy dependence of dN/ηPS is s0.11 for p-p and
s0.15 for nucleus-nucleus collisions [28]. We take s0.13 to
extrapolate from

√
sNN = 2.76 TeV. The estimated values
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FIG. 7. (Color online) Constant-temperature hypersurface
T (τ, x = 0, y, η‖ = 0) in a p-Pb interaction for the freeze-out
temperature Tf = 135 MeV (dashed line) and for 160 MeV (solid
line).
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a boost is made to the laboratory frame to get spectra around
mid-rapidity or pseudorapidity distributions.

The NN cross section at different energies can be obtained
from an interpolation of values at 200 GeV, 2.76 TeV, and
7 TeV [25,26] (σNN = 42, 62, and 71 mb, respectively) using
a formula of the form σNN ∝ a + b ln(

√
sNN ) + c ln2(

√
sNN ).

The resulting NN cross sections from Table I are used in our
Glauber model calculation. We take a Wood-Saxon profile for
the Pb nuclear density,

ρ(x, y, z) = ρ0

1 + exp
(
(
√

x2 + y2 + z2 − RA)/a
) , (2.1)

with ρ0 = 0.17 fm−3, RA = 6.55 fm, and a = 0.45 fm, and an
excluded distance for nucleons of 0.4 fm; for the deuteron we
use the Hulthen distribution [27].

Events at a given impact parameter are generated using the
GLISSANDO code for the Glauber model [27]. The distribution
of participant nucleons at different impact parameters is shown
in Fig. 1 for p-Pb interactions at 4.4 TeV. We notice that the
number of participant nucleons fluctuates strongly at a fixed
impact parameter. The number of participant nucleons can be
significantly above the average value (solid line in Fig. 1).
Defining the most central collisions as a interval in the impact
parameter is incorrect. The few percent of most central events
in terms of the number of participant nucleons (Npart > 18)
have a participant multiplicity larger than the average Npart at
zero impact parameter. The picture is very similar for d-Pb
collisions. In the experiment the centrality classes are defined
by the track multiplicity, which is closely correlated with the
number of participants in the model. In heavy-ion collisions
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the number of participants is correlated with the impact
parameter. In p-Pb or d-Pb interactions it is preferable to define
the centrality classes for events using directly cuts in Npart.
Figures 2 and 3 show the probability density for events of a
given Npart for the two systems considered. For p-Pb events, we
use three centrality classes defined as 18 ! Npart, 11 ! Npart !
17, and 8 ! Npart ! 10, corresponding to centrality bins of
0%–4%, 4%–32%, and 32%–49%, out of all the inelastic
events (Npart " 2). The unusual numbers for the centrality
percentiles are fixed by the discrete variable Npart. For the
d-Pb interactions, we choose 27 ! Npart, 16 ! Npart ! 26, and
10 ! Npart ! 15, corresponding to centrality bins of 0%–5%,
5%–30%, and 30%–50%.

The charged particle density at central pseudorapidity can
be estimated from the multiplicity observed at a similar
energy and for a similar number of participant nucleons
measured in peripheral Pb-Pb collisions at the LHC [9],
interpolating the measured values of dN/dηPS/〈Npart/2〉
at centralities of 60%–70% and 70%–80% to the average
number of participant nucleons 〈Npart〉 corresponding to the
most central bins considered in p-Pb and d-Pb collisions.
The energy dependence of dN/ηPS is s0.11 for p-p and
s0.15 for nucleus-nucleus collisions [28]. We take s0.13 to
extrapolate from

√
sNN = 2.76 TeV. The estimated values
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a boost is made to the laboratory frame to get spectra around
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The NN cross section at different energies can be obtained
from an interpolation of values at 200 GeV, 2.76 TeV, and
7 TeV [25,26] (σNN = 42, 62, and 71 mb, respectively) using
a formula of the form σNN ∝ a + b ln(

√
sNN ) + c ln2(

√
sNN ).

The resulting NN cross sections from Table I are used in our
Glauber model calculation. We take a Wood-Saxon profile for
the Pb nuclear density,

ρ(x, y, z) = ρ0

1 + exp
(
(
√

x2 + y2 + z2 − RA)/a
) , (2.1)

with ρ0 = 0.17 fm−3, RA = 6.55 fm, and a = 0.45 fm, and an
excluded distance for nucleons of 0.4 fm; for the deuteron we
use the Hulthen distribution [27].

Events at a given impact parameter are generated using the
GLISSANDO code for the Glauber model [27]. The distribution
of participant nucleons at different impact parameters is shown
in Fig. 1 for p-Pb interactions at 4.4 TeV. We notice that the
number of participant nucleons fluctuates strongly at a fixed
impact parameter. The number of participant nucleons can be
significantly above the average value (solid line in Fig. 1).
Defining the most central collisions as a interval in the impact
parameter is incorrect. The few percent of most central events
in terms of the number of participant nucleons (Npart > 18)
have a participant multiplicity larger than the average Npart at
zero impact parameter. The picture is very similar for d-Pb
collisions. In the experiment the centrality classes are defined
by the track multiplicity, which is closely correlated with the
number of participants in the model. In heavy-ion collisions
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the number of participants is correlated with the impact
parameter. In p-Pb or d-Pb interactions it is preferable to define
the centrality classes for events using directly cuts in Npart.
Figures 2 and 3 show the probability density for events of a
given Npart for the two systems considered. For p-Pb events, we
use three centrality classes defined as 18 ! Npart, 11 ! Npart !
17, and 8 ! Npart ! 10, corresponding to centrality bins of
0%–4%, 4%–32%, and 32%–49%, out of all the inelastic
events (Npart " 2). The unusual numbers for the centrality
percentiles are fixed by the discrete variable Npart. For the
d-Pb interactions, we choose 27 ! Npart, 16 ! Npart ! 26, and
10 ! Npart ! 15, corresponding to centrality bins of 0%–5%,
5%–30%, and 30%–50%.

The charged particle density at central pseudorapidity can
be estimated from the multiplicity observed at a similar
energy and for a similar number of participant nucleons
measured in peripheral Pb-Pb collisions at the LHC [9],
interpolating the measured values of dN/dηPS/〈Npart/2〉
at centralities of 60%–70% and 70%–80% to the average
number of participant nucleons 〈Npart〉 corresponding to the
most central bins considered in p-Pb and d-Pb collisions.
The energy dependence of dN/ηPS is s0.11 for p-p and
s0.15 for nucleus-nucleus collisions [28]. We take s0.13 to
extrapolate from
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The NN cross section at different energies can be obtained
from an interpolation of values at 200 GeV, 2.76 TeV, and
7 TeV [25,26] (σNN = 42, 62, and 71 mb, respectively) using
a formula of the form σNN ∝ a + b ln(

√
sNN ) + c ln2(

√
sNN ).

The resulting NN cross sections from Table I are used in our
Glauber model calculation. We take a Wood-Saxon profile for
the Pb nuclear density,

ρ(x, y, z) = ρ0

1 + exp
(
(
√

x2 + y2 + z2 − RA)/a
) , (2.1)

with ρ0 = 0.17 fm−3, RA = 6.55 fm, and a = 0.45 fm, and an
excluded distance for nucleons of 0.4 fm; for the deuteron we
use the Hulthen distribution [27].

Events at a given impact parameter are generated using the
GLISSANDO code for the Glauber model [27]. The distribution
of participant nucleons at different impact parameters is shown
in Fig. 1 for p-Pb interactions at 4.4 TeV. We notice that the
number of participant nucleons fluctuates strongly at a fixed
impact parameter. The number of participant nucleons can be
significantly above the average value (solid line in Fig. 1).
Defining the most central collisions as a interval in the impact
parameter is incorrect. The few percent of most central events
in terms of the number of participant nucleons (Npart > 18)
have a participant multiplicity larger than the average Npart at
zero impact parameter. The picture is very similar for d-Pb
collisions. In the experiment the centrality classes are defined
by the track multiplicity, which is closely correlated with the
number of participants in the model. In heavy-ion collisions

partN
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FIG. 5. (Color online) Same as Fig. 4 but for d-Pb interactions.
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FIG. 6. (Color online) Contour plot s(x, y, η‖ = 0) of the initial
entropy density in a d-Pb collision with Npart = 24.

the number of participants is correlated with the impact
parameter. In p-Pb or d-Pb interactions it is preferable to define
the centrality classes for events using directly cuts in Npart.
Figures 2 and 3 show the probability density for events of a
given Npart for the two systems considered. For p-Pb events, we
use three centrality classes defined as 18 ! Npart, 11 ! Npart !
17, and 8 ! Npart ! 10, corresponding to centrality bins of
0%–4%, 4%–32%, and 32%–49%, out of all the inelastic
events (Npart " 2). The unusual numbers for the centrality
percentiles are fixed by the discrete variable Npart. For the
d-Pb interactions, we choose 27 ! Npart, 16 ! Npart ! 26, and
10 ! Npart ! 15, corresponding to centrality bins of 0%–5%,
5%–30%, and 30%–50%.

The charged particle density at central pseudorapidity can
be estimated from the multiplicity observed at a similar
energy and for a similar number of participant nucleons
measured in peripheral Pb-Pb collisions at the LHC [9],
interpolating the measured values of dN/dηPS/〈Npart/2〉
at centralities of 60%–70% and 70%–80% to the average
number of participant nucleons 〈Npart〉 corresponding to the
most central bins considered in p-Pb and d-Pb collisions.
The energy dependence of dN/ηPS is s0.11 for p-p and
s0.15 for nucleus-nucleus collisions [28]. We take s0.13 to
extrapolate from

√
sNN = 2.76 TeV. The estimated values
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FIG. 7. (Color online) Constant-temperature hypersurface
T (τ, x = 0, y, η‖ = 0) in a p-Pb interaction for the freeze-out
temperature Tf = 135 MeV (dashed line) and for 160 MeV (solid
line).
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d+A central collisions have much larger ε2 than p+A
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extract v2 via factorization
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Hijing expectations?
• HIJING has no flow, no CGC

• perform the same study with HIJING as in the data
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D results at RHIC
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GeV [6]. In the case of
√

s = 500 GeV, there’s no STAR measurement yet; σNSD is extrapolated
from 200 GeV measurement with the help of PYTHIA simulation to be 34 mb. The charm pro-

Figure 2: Left Panel: D0 InvY spectra for various centralities, The last four pT bins in p + p collisions are from D+
∗
.

Right Panel: Charm quark production invariant cross section as a function of D meson pT in 500 GeV p+p collisions
with two FONLL predictions [7] using normalization and factorization scale equal to charm quark mass mc.

duction cross section at mid rapidity dσcc̄
dy

∣∣∣∣
y=0

is 170± 45(stat.)+37
−51(sys.) µb at

√
s = 200 GeV and

is 217 ± 86(stat.) ± 73(sys.) µb at
√

s = 500 GeV. FONLL predictions for pT spectra [7] shown
in Fig. 2.

3.2. D0 production in Au+Au collisions
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Figure 3: Left Panel: Elliptic flow as a function of pT . Middle panel: D0 nuclear modification factor RAA as a function
of pT for most central (blue) and minimum-bias (red) Au+Au collisions with theoretical predictions from two models
[10, 11]. Green rectangles around unity represent systematic uncertainties, from left to right, Nbin definition uncertainty
for the most central (2.8%), Nbin definition uncertainty for all Au+Au (7%), and p+ p normalization error (8.1%). Right
panel: The charm production cross section per Nbin as a function of Nbin.

Yields Y(pT , y) were calculated in eight pT and three centrality bins. dσNN
cc /dy was obtained

from the integral of
d2σNN

cc /(2πpT dpT dy) = InvY · σinel/Nbin (2)
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Within statistical uncertainties, the yields of D0 and D0

are equal. The D0 ! K!!" signal could be misidentified
as aD0 ! K"!! and vice versa when both of its daughters
are beyond particle identification in the TPC. This mis-
identification results in double counting, which was cor-
rected for in the D0 yields through a Monte Carlo
simulation.

Another detector used in this analysis was a prototype
time-of-flight system (TOF) [25] based on multigap resis-
tive plate chamber technology. It covers an azimuthal angle
!" ’ !=30, and !1< #< 0. In addition to its hadron
identification capability [21], it allows electrons/positrons
to be identified at low momentum (pT < 3 GeV=c) by
using a combination of velocity information ($) from
TOF and dE=dx measured in the TPC. Figure 1(b) dem-
onstrates the clean separation of electrons from hadrons
using their dE=dx in the TPC after applying a TOF cut of
j1=$! 1j # 0:03. This cut eliminated the hadrons cross-
ing the electron dE=dx band. Electrons/positrons were
required to originate from the collision vertex. Hadron
contamination was evaluated to be about 10%–15% in a
selection optimized for purity and statistics. At higher pT
(2–4 GeV=c), electrons could be identified directly in the
TPC since hadrons have lower dE=dx due to the relativistic
rise of the dE=dx for electrons. Positrons are more difficult
to identify using dE=dx alone because of the large back-
ground from the deuteron band. The hadron contamination
in this case was found to be & 5% at pT ’ 2 GeV=c and to
increase to $30% at pT ’ 3–4 GeV=c. This was corrected
for in the final spectra. Detector acceptance and efficiency

corrections were determined from detailed simulations
[21]. Total inclusive electron spectra from 200 GeV p"
p and collisions are shown in Fig. 2.

Gamma conversions %! e"e! and !0 ! %e"e!

Dalitz decays are the dominant photonic sources of elec-
tron background. To measure the background photonic
electron spectra, the invariant mass and opening angle of
the e"e! pairs were constructed from an electron (posi-
tron) in TOF and every other positron (electron) candidate
reconstructed in the TPC [26]. A secondary vertex at the
conversion point was not required. Simulations with both
HIJING [24] and PYTHIA [27] with full detector description
in GEANT yielded $60% efficiency for electrons with pT >
1 GeV=c from such background processes. More than 95%
of the electrons from sources other than heavy-flavor semi-
leptonic decays were measured with this method. The
remaining fraction from decays of #, !, &, ", and K
was determined from simulations. The results are shown
as solid lines in Fig. 2. The overall uncertainty of the
background is on the order of 20% and has been included
in the systematic errors. Ratios of the inclusive electrons
over the total backgrounds are shown in the bottom panels
of Fig. 2. The signal is clearly in excess of the background
above pT > 1 GeV=c.

The nonphotonic electron spectra were obtained by
subtracting the previously described photonic background
from the inclusive spectra. The results are shown in Fig. 3.
The D0 invariant yields d2N=%2!pTdpTdy& as a function
of pT from direct reconstruction are shown in Fig. 3 as
solid squares. Two different fitting methods were used to
extract dN=dy for the D0 at midrapidity. In the first
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