FVTX Technical Review Response Document

September 2008

The FVTX November 2008 DOE Technical Review committee requested that we respond to a number of recommendations by our first annual review, and produce an interim report on these topics by September 1, 2008.  This document gives the status of our work on each of the recommendations.

21
Noise, Thresholds and Final Functional Requirements

1.1
Simulation Software
2
1.2
Baseline Simulation Results
3
1.3
DAQ Bandwidth Limitations
7
1.4
Detector Performance for Different Noise Levels
8
1.5
Detector Performance for Different Threshold Levels
8
1.6
Detector Performance for Different Noise Levels
10
1.7
Conclusions, Detector Performance Specifications
10
2
Technical Specifications, Testing Plans and Procedures
11
3
Grounding and Shielding
12
3.1
Grounding Scheme
12
3.2
Shielding Scheme
13
4
Systems Integration Manager
15
5
Appendix I  FPHX Specifications and Testing Procedures
16
6
Appendix II Sensor Specifications and Testing Procedures
32
7
Appendix III ROC and FEM Testing Procedures
41
8
Appendix IV Wedge Assembly Procedures
42
8.1
Assembly
42
8.2
Testing
45
8.3
Repairs
46
8.4
Documentation
47
8.5
Shipping
47
8.6
HDI Bending
48
8.7
Schedule
48
8.8
Manpower
49
9
Appendix V  Disk and Cage Assembly Procedures
49
10
HDI Specifications and Testing
59


1 Noise, Thresholds and Final Functional Requirements

“Prior to the next annual review, perform a detailed study of the trade-offs between noise hit levels, ADC signal thresholds, raw data bandwidth bottlenecks, Level-1 latency and memory requirements, tracking efficiency, and physics performance.  Derive a set of “final” functional requirements that the FVTX system needs to satisfy within a reasonable period of time after project completion in order to achieve the physics goals and meet the recommendations expressed in the FVTX Science Review report.”

1.1 Simulation Software

The simulation software has been updated to allow full flexibility in changing the noise levels on the strips, the strip hit efficiency, and the thresholds applied by the electronics.  Our detector simulation now includes all of the following steps:

· The full detector is simulated in GEANT and hits from tracks that pass through our sensitive volumes are stored

· Geant (x,y,z) hits in sensitive detector volumes are converted into hit strips

· The total charge deposited on each strip is calculated based on a Landau distribution for the total charge, and divided up into charge on each strip based on the path-length traversed under the strip

· Noise is added to the charge on each strip, sampled from a Gaussian distribution with a specified rms value (in electrons)

· A (input specified) threshold is applied to each strip

· The strips that have charge above the threshold value are converted into ADC values.  

Additionally, 

· A fraction of strips can be considered to be inefficient (or dead), and 

· A fraction of all channels can be turned on as noise hits (the fraction calculated from the input noise:threshold ratio)

We also implemented use of the 8-bit ADC charge information in cluster fitting.  We had previously ignored the ADC information because the improved resolution you get by fitting the charges in a cluster typically does not improve our track resolution because of the multiple scattering of the particles in the detector system.  Nevertheless, we felt it was reasonable to put this feature in for these studies to make the studies as close to the true reconstruction we expect to use with real data.

1.2 Baseline Simulation Results

Figure 1 shows our simulated charge distributions on all hit strips (upper figure), in units of electrons, and the lower figure shows the ADC to charge conversion which we used in simulations.  The threshold cutoff (in this case, 2000 electrons) can be seen in the charge distribution.  The most-probable value is at the Landau peak, and the tail to lower charges comes primarily from side strips in 2 and 3 wide clusters.  Our readout chip will feature a non-linear, settable, 3-bit ADC, allowing us to segment the charge distributions into 8 different bins.  We have chosen a segmentation which allows us to efficiently reject noise hits while at the same time get reasonable charge sharing information when clusters of 2 or 3 strips are hit by a track.

Figure 2 shows the typical cluster width distribution for tracks traversing the silicon sensors.  As can be seen, tracks typically fire more than one strip, allowing us to extract a position resolution for the track hits which is somewhat better than the nominal strip width divided by sqrt(12) that you would get if only one strip gets fired per track.
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Figure 1 The upper figure shows the charge distribution integrated over all hit silicon strips, in electrons.  The center strip in a cluster typically has approximately 12000 electrons of charge collected, and the side strips in a cluster produce the tail which goes down to our ADC threshold value of 2000 electrons.  The lower figures shows the ADC versus charge conversion which we expect to use with our readout chips.  
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Figure 2  Cluster width distribution for single muons traversing the FVTX detector system.  As can be seen typical cluster sizes vary from 1-3 strips wide.
[image: image29.png]EnEvnan




[image: image4.png]h3

Entries 6860
20001 Mean  0.001283
RMS  0.0009057

= I | L | 1 L | 1
DO 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004 0.0045 0.005




Cluster Resolution (cm)

Figure 3 Cluster resolution produced from simulations when no charge information is used (blue), the digitized 8-bit ADC charge information is used (red), and the true charge is used (black).
Figure 3 shows the cluster resolution (true hit position – perpendicular distance to cluster centroid position) that comes out of our simulations if no ADC information is used (blue), if 8-bit ADC information is used (red) or if the true charge information is used (red).  As can be seen, an 8-bit ADC is sufficient to take full advantage of the charge information in extracting the cluster centroid.  Our nominal running conditions are to use the 8-bit ADC information in our cluster centroid extraction.

Noise levels are also included in the simulations, but are typically not evident in the charge distribution plots because the noise level is so far below threshold.  Expected noise levels for our sensors/readout chips are approximately 400 electrons, Gaussian distribution, and our nominal threshold values are 2000 electrons.  The most probable pulse falls at approximately 12000 electrons.  These give us the following nominal running conditions:
· Threshold:noise ~ 5:1

· Typical signal:threshold ~ 6:1

With these running conditions, we get the following DCA resolutions and track finding efficiencies for single tracks, shown in  Figure 4 and Figure 5.  Our DCA resolution in the r plane plateaus at about 60 m, and our phi resolution at about 200 m.  Our track finding efficiency for single tracks is essentially 100%, for tracks which hit at least 3 layers in the FVTX detector system.  We threw tracks from 2-15 GeV, so the cutoff at 2 GeV in the efficiency plot just comes from our event generation, and corresponds to a momentum cutoff a little bit below the threshold needed to traverse the muon system.
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Figure 4 The DCA resolution in r (top plot) and phi (bottom plot), versus momentum, for single track muons traversing the FVTX detector system.  Our typical r DCA resolution plateaus at about 60 m and our phi resolution at about 200 m.
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Figure 5 Our single track efficiency (red points) and ghost tracks (blue points).  versus momentum.  As can be seen, we attain approximately 100% efficiency for all tracks thrown (in this sample, tracks from 2-15 GeV were thrown as it takes approximately 2 GeV for tracks to traverse the muon system).
1.3 DAQ Bandwidth Limitations

As the noise levels in the system increase, for a given threshold, the DAQ bandwidths and the track finding algorithms become saturated.  The fraction of the DAQ bandwidth that is taken up with noise hits, versus the percentage of strips hit per beam crossing, is shown in Figure 6, for our baseline number of fibers.  As can be seen, once the fraction of strips firing on each beam crossing reaches a level of approximately 0.2%, the DAQ bandwidth becomes saturated.  To allow our data to also be read out without significant delay, we require that for detector project complete the noise levels stay below 0.1% so that there is DAQ bandwidth remaining for our real hits.  Ultimately, we expect our noise levels to be well below this as our specified threshold:noise is approximately 5:1.  
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Figure 6 Bandwidth taken up by noise hits (blue line) versus percent of strips that are fired by noise each beam crossing.  This is compared to the total bandwidth provided by our baseline number of fibers.  Note that we are considering increasing the number of fibers in our DAQ system so that it is not the fibers which limit our total system bandwidth.
1.4 Detector Performance for Different Threshold Levels

If our noise levels become too high, with our nominal threshold settings, to allow efficient data taking then we can increase the thresholds on our readout electronics.  Increasing the thresholds can be done until you reach a point where you start to lose important hit information.  Figure 7 shows how the cluster width decreases as you increase thresholds in the system.  It is not until we reach thresholds above approximately 10,000 electrons that we start to lose all strips in a cluster and the efficiency starts to drop.  This is illustrated in Figure 8 where the single track efficiency versus momentum is shown for threshold levels of 10000, 11000, 12000 and 15000 electrons.  As can be seen, we can tolerate threshold levels as high as approximately 10000 electrons without sacrificing our track finding efficiency. 

Figure 7 Average cluster width versus electronics threshold level.
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Figure 8 Single track finding efficiency versus momentum for threshold values of 10000 electrons (blue dots), 11000 electrons (red dots), 12000 electrons (black crosses) and 15000 electrons (black dots).

We have performed the same analysis for single tracks mixed with Minimum Bias HIJING events, see Figure 9, and find the same performance dependence on threshold levels.
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Figure 9 Track efficiency versus momentum for single tracks mixed in Minimum Bias HIJING events, and for different silicon chip threshold levels.

1.5 Detector Performance for Different Noise Levels

We are in the process of running mixed signal and HIJING events for different noise levels.  Since the study shown in the previous section already indicates that we can increase our threshold levels (nominally 2000 electrons) to several times the nominal value, we expect that in the face of larger than expected noise levels we would increase threshold values along with the noise so that the data size (from noise) would remain small enough to not take up a significant portion of our DAQ bandwidth and we wouldn’t have too many noise hits to add confusion to the track finding algorithms.  Based on Figure 8 and Figure 9 we anticipate that we can tolerate up to 5 times our expected noise levels with little effect on detector performance.  Since all our machinery is in place to verify this with mixed event simulations, we expect that we will have full verification of this shortly.  If noise levels were to reach even higher levels than this, we would need to know how large the noise:threshold can be and still maintain track finding efficiency.  To study this, we will increase noise:threshold for a noise level that is approximately 5* nominal and see at what point the performance starts to degrade.

1.6 Conclusions, Detector Performance Specifications

2 Technical Specifications, Testing Plans and Procedures 

“Documents for technical specifications, testing plans, and procedures (assembly and testing) should be finalized, approved, and adopted prior to procurement, and presented at the next annual review.”

Updated documents that define the specifications, and our testing plans and procedures are contained in the Appendix.  They cover the following subjects.
· Sensor specifications and testing plans 

· FPHX specifications and testing plans 

· HDI specifications and testing plans 

· Wedge testing and assembly plans 

· Disk and cage testing and assembly  plans 

· ROC and FEM testing plans

The specifications for the sensors and FPHX have undergone internal FVTX reviews as well as PHENIX reviews in FY 2007 and 2008.  All reviews were conducted prior to prototyping.  The ROC/FEM and HDI electronics review was conducted in Aug 2008 in time for the first round of prototypes.  Internal FVTX electronic reviews have occurred periodically during FY 2008.  The procedures for testing and assembly of prototypes will undergo similar reviews by the FVTX team as well as a PHENIX review prior to production.  We expect that the documents in the Appendix are dynamic and will change to reflect the results of the prototype testing.  The testing and procedure documents describe how we will approach the testing of the prototypes as well as our best understanding of what will be done for the production items.  Prior to production PHENIX will conduct a final review of all specifications, testing plans and procedures.

The sensor testing will include a repeat of the testing done by the vendor.  For the prototype runs and the initial production batch more complete testing will be done.  Depending on the results of the these testing the production testing could be modified to testing of samples from each batch.  The testing will be done at UNM, LANL,  and at the Czech institutions.

The chips will be tested at FNAL on a test station designed for the FPHX chips.  All chips will be marked as fully operational, marginal, or failed.  Past experience with similar chips have demonstrated a yield of greater than 80%.   We expect to use only fully operational chips.

The HDI will come from the vendor tested for continuity.  They will undergo the same tests with additional tests at UNM.  

The ROC/FEM will be tested and certified at LANL.  The tests will include a full chain test with a completed wedge, a tested ROC and/or a tested FEM with a fiber connection.  

Because the FVTX will be installed in conjunction with the VTX, plans are being developed to implement a complete system test of the combined tracker.  It will be located in the PHENIX 1008 complex.  The two trackers will be fully installed in the space frame with the electronics installed in the big wheel section. The on board electronics will be connected to the electronics in the instrument romm via optical cable.   Depending on the available power in the area, a portion of the complete tracker will be connected to the PHENIX DAQ.  We will check for correct combined operation and any noise observed with both detectors operating.   
3 Grounding and Shielding

“A detailed grounding and shielding plan should be developed and reviewed prior to final design.” 

3.1 Grounding Scheme

A grounding plan has been developed that ties the analog, digital and bias grounds all together at the HDI.  This was chosen to eliminate any possible DC or high frequency potentials from developing across the ground system at the FPHX readout chips.  Our grounding scheme was approved by the designers of the FPHX.  A conceptual schematic of the power and ground system for the FVTX is shown in Figure 10.

Power supplies and returns are passed directly through the ROC board down to the HDIs. Power for the ROC board is on separate supply lines. 

This “star” type of grounding system has the HDIs at the center of each star, as shown in Figure 11. The analog, digital and bias grounds are all connected there at a single point, with an option to tie the analog and digital grounds together at each FPHX chip, if necessary.  All of the low voltage and bias supplies are otherwise floating. 

Extensive decoupling of the various power supplies is necessary.  There are filter capacitors on both the digital and analog supply lines at each FPHX chip location on the HDI.   In addition, there is a filter capacitor on the bias supply and each of the low voltage supplies, located at the outer edge of the HDI.  Likewise, there are many filter capacitors on the digital supply lines on the ROC board.

In practice, finding the best combination of system grounds often requires some trial and error.  To facilitate this, the design includes provision for an alternate ground tie at the ROC, a ground tie to the carbon support wedges underneath the HDIs and the option to tie all of the HDIs together in each station.  The FVTX support cage will most likely be tied to earth ground. Each of the FVTX stations are on isolated mounts.

3.2 Shielding Scheme

The FPHX readout chip contains low noise amplifiers with very large gain. To maintain their excellent signal to noise ratio, it is essential to prevent digital and other high frequency signals from reaching the analog front end.  To achieve this, a combination of physical shielding and differential transmission line techniques are used.

All of the high-speed electronic signals inside the FVTX enclosure are low voltage differential signaling (LVDS), which inherently minimizes the radiated digital noise. The 6 layer stack-up of the HDI was optimized to separate the analog and digital ground paths as well as effectively shielding the LVDS pairs. The kapton cable going to the ROC card has similar shielding. The FPHX chips have all of the analog connections on one edge and the digital connections on the opposite edge. The HDI power and ground layers under the FPHX chips have the same pattern.

Additional shielding measures include the following: The detector bias is carried on a shielded SMA cable. The carbon support wedges can provide additional shielding for the detector wedges. An environmental enclosure around the FVTX serves as a faraday shield. An aluminum mounting plate shields the ROC from the VTX electronics. The ROC Cards have all of the high speed signals routed internally between shield layers. All data and control cables from the ROC to the counting house are fiber-optic. A shield will be placed over the fiber-optic drivers (outside of the ROC enclosure).
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Figure 10  Conceptual schematic of the FVTX power and grounds.
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Figure 11  Physical grounding pattern one station of FVTX HDIs / wedges. The bias, analog and digital supplies are tied together at each HDI. Provision is made to tie the grounds of all of the wedges in a station together.
4 Systems Integration Manager

“Prior to the next annual review, identify a systems integration manager.”

We believe that our current management structure allows for the needed integration oversight, and since the review we have engaged the SiDet facility at FNAL in prototyping wedge assemblies and requested a quote for production assemblies.  This added expertise to the silicon detector tasks may address some of the concerns about having the appropriate expertise in and ability to devote time to all of our subsystem tasks.

5 Appendix I  FPHX Specifications and Testing Procedures

FPHX Specifications 
July 29, 2008 
FPHX Chip
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Figure 1 – FPHX chip.
The FPHX is the custom readout chip designed for the FVTX Silicon Sensor.  Each FPHX chip integrates and shapes (CR-RC) signals from 128 channels of mini-strips, digitizes and sparsifies the hit channels each beam crossing (106ns beam clock), and serially pushes out the digitized data.  The chip is designed for positive charge (hole) collection from p-on-n detectors.  The strips used by the experiment have different lengths, resulting in a varying distribution of input capacitance across different chips.  Long latency is not desireable, and it is therefore required that four hits will be read out within four beam cross-over periods of an event.  The user must be able to control internal parameters and biases, therefore a digital slow control interface is provided on each chip to enable programming.

The FPHX is a mixed-mode chip with two major and distinct sections, the front-end and the back-end.  Figure 2a is a block diagram of the complete chip, and Figure 2b is the top level full chip schematic, with the two major sections outlined.  The mostly analog front-end contains the 128 channels of integrators, shapers, and comparators, in addition to several programmable bias circuits and DACs that are used for setting internal parameters.  The output of each front-end channel is simply an 8-bit digital word from 8 comparators (forming one hit discriminator output and seven thermometer-coded ADC outputs, which results in 3-bit magnitude information).  Each comparator’s threshold is independently programmable, effectively allowing a custom non-linear ADC.  The hit and ADC information serves as the input to the Core Logic section of the back-end, which processes the data for readout.  Also part of the back-end is the Slow Controller, which accepts a serial data stream to program the chip after power-up.
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Figure 2a- The FPHX Block Diagram

[image: image15.emf]
5.1.1 Front-end Specifications

· Configuration:  128 identical channels.  Each channel contains a charge integrator, shaper, programmable threshold discriminator, and an 8-comparator thermometer ADC with fully programmable thresholds.
· Input charge signal polarity:  positive (holes)
· Input capacitance:  the design is optimized for an external detector capacitance of approx. 1.5pF (and estimated chip parasitic C of 0.5pF)
· Detector leakage current compensation: programmable maximum of 0 – 50nA
· Effective Channel gain:  50, 67, 100, or 200 mV/fC (programmable)

· Output:  3-bit digital code per channel (digitized shaper output pulse height).  No analog output.
· Output pulse dynamic range (shaper output):  >800mV (25ke to 100ke, depending on the gain setting)

· Nominal output pulse peaking time:  60 ns (programmable, set by the shaper)

· Output pulse fall time:  programmable, set by the integrator fall time adjust
· Noise at shaper output:  (approximate from simulations)

· At max. input transistor bias of 38uA:  115e + 134e/pF (linear for total Cin>=2pF, including chip parasitics of approx. 0.5pF)

· At input transistor bias of 14uA:  110e + 196e/pF
· Power:  Approx. 140 uW per channel for the maximum input transistor bias current of 38uA, 70 uW per channel for minimum input transistor bias current of 10uA.
· External biasing components required:  one resistor to ground to set master Iref

· 2 test pulse inputs:  one direct analog, one controlled by a DAC and digital input.
128 channels of integrator, shaper, and comparators are output on 1024 digital lines that feed the back-end.  A bias generator block provides the necessary biases for the integrators, shapers, and comparators.  The bias generator is programmable to allow for adjustment of critical analog parameters, through downloading to the program register in the back-end Slow Controller.  A “clean digital” buffer powered by the analog supply is used to prevent any back-end digital noise from entering the bias generator.  A test pulse inject circuit is provided to allow a pulse of programmable magnitude to be injected to any number of the 128 channels simultaneously.  A programmable inject enable for each channel also comes from the back-end program register to allow for injection of arbitrary channel patterns.

When the integrator receives a charge input impulse, it produces a fast (relative to the shaper peaking time) output step followed by a programmable discharge time, giving the “CR” portion of the CR-RC response.  The integrator bias level, gain, and bandwidth are programmable in order to allow optimization of noise and response time for a variety of total input capacitance values (typically from 0.5 pF to 2 pF).  The shaper has a fixed gain and limits the signal bandwidth, which determines the signal rise time and peaking time.  The nominal peaking time of the shaper is intended to be about 60 ns, so that there will be no ambiguity about which 106 ns beam clock period produced the signal.  The shaping time can be adjusted via the programmable shaper bias. 

A new type of continuous reset and leakage compensation circuit has been designed for the integrator.  A programmed current determines the maximum value of available leakage current compensation.  With this configuration, the circuit response is very insensitive to changes in DC leakage current.   

The shaper baseline is set with a programmable reference voltage (Vref), and the output pulse feeds eight programmable-threshold comparators, the first of which is used as a hit discriminator.  The other seven comparators, along with the hit discriminator, form a simple thermometer-code “flash ADC.”  The thresholds are referenced to the shaper baseline Vref.

The heart of the comparator operation is a single PMOS transistor with the input applied to the source and the threshold applied to the gate.  The threshold is set to a programmable amount above Vref.  The comparator input sits quiescently and an excursion on the shaper output of more than (Vthreshold – Vref) turns on the comparator transistor.  One advantage of this configuration is that with no signal, the comparator PMOS transistor draws no quiescent current – it only turns on temporarily during the time that the signal exceeds threshold.

FPHX Back-end

Each front-end channel provides eight bits of digital information (one bit of hit discriminator and seven bits of thermometer-coded magnitude information) to the back-end Core.  If the channel is masked in the Core, then the front end signals are blocked by the Channel Mask and nothing more happens.  If the channel is unmasked, then the signals are passed unchanged to the Channel Control circuitry.  The Channel Control circuitry breaks the signals up by phase depending on the state of the 4-Phase Block. Tokens are then passed by phase into the Token Control circuitry which selects one channel at a time to output its data (address and ADC value) into the FIFO/Serializer.  The Read Clock for the Channel Data output to the FIFO is provided by a Heartbeat generator inside the FIFO/Serializer.  Once in the FIFO/Serializer the data is serialized and output on one of two serial lines.  If desired all data can be output on Serial Out 1.
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How the chip breaks down logically inside the Cadence Database

Each of the FPHX two serial output words will drive a continuous stream of 20-bit words.  Each word will be 1 sync bit followed by 19 data bits.  If all 19 data bits are zeros, then that 20-bit word is a Sync Word placed in the data stream to enable the data acquisition hardware to align itself to the data flow from the FPHX chip.  If the 19 data bits are NOT all zeroes then that 20-bit word is a Data Word and it contains information on a hit strip.  

The data is organized as follows

[image: image17.jpg]



The Serial Output Data Word Structure

Note that in time order, the Sync bit comes out first and the FIFO full bit comes out last.

The Slow Controller provides a serial interface between the user and the chip.  Most notably, this allows the user to adjust the bias values for the front end.  The FPHX Slow Controller uses a so-called “three-wire” interface, meaning that communication is accomplished through three lines. – Slow Control In, Slow Control Out, and Slow Control Clock. 

Slow Control In is an input to the Slow Controller that will communicate the Slow Control Words from the user to the chip.  The Slow Control In line can be shared among several chips or connected point-to-point.

Slow Control Out is an output line from the chip that will provide the user with read-back information from the chip.   The FPHX Chip assumes that the Slow Control Out line is bussed with several other chips.  Therefore, the Slow Control Out line is tri-stated unless there is data to be output from the chip.

Slow Control Clock is an input to the chip that provides a clock for data processing.  Slow Control In data is assumed to change on the rising edge of the Slow Control Clock and will be latched on the falling edge of the Slow Control Clock.  Slow Control Output will be changed on the rising edge of the Slow Control Clock.  In the FPHX chip, the BCO clock is used as the Slow Control Clock to reduce pad count.
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The Slow Control Word

The Slow Control Word is a 32-bit word that is input to the Slow Controller through the Slow Control In line.  [In time sequence, the word is shifted from left to right.]  The Slow Control Word consists of a 7-bit header (always 1100111), a 5-bit Chip ID, a 5-bit Register Address, a 3-bit Instruction, an 8-bit Data Word, and a 4-bit Trailer (always 0000).  

It is assumed that upon power-up the chip will be reset.  There is no power-on-reset built into the chip and if the chip is not reset, the state of the chip cannot be predicted.  Once the reset is given, all hits will be erased, all bias voltages will be sent to their default values, the time stamp will be reset to zero, the chip will be operating with two active lines and the chip will be rejecting any hits presented to it.

Back-end Features

· Up to 4 hit strips can be read out in 4 beam clock cycles (4 x 106 ns)

· Hits are processed in a 4-phase architecture

· Access to the readout bus is controlled by token logic

· Data is pushed onto one or two LVDS serial outputs lines (user selected)

· Data output word is 20 bits

· Output word includes channel ID, 3-bits ADC, time stamp

· Sync word is provided to synchronize DAQ, 1 “sync bit” followed by 19 zeroes

· Serial data output clock is 200 MHz

· Channels can be masked off  in any pattern (programmable)

· Output data is zero-suppressed

· FIFO is 20 bits wide and 32 words deep.

· FIFO Full is set when input pointer +2 = output pointer

· Slow control is a serial read/write interface to the FPHX, 32-bit word, clocked at 10 MHz

· FPHX will be reset to default values on power up

FPHX QA and Testing
July 29, 2008
The design layout of the FPHX chip was qualified using software tools that verify correct process and performance design criteria. Simulations were performed to model various input data patterns to evaluate performance of the chip. Before the design was released to the foundry, there was a series of design reviews. The review participants included the FNAL design team, Eric Mannel and Cheng-Yi Chi of Columbia-Nevis, and appropriate representation from the FVTX collaboration, including the Project Leader, the Deputy Project Leader and the Subsystem Manager. 

FVTX personnel, led by Jon Kapustinsky, LANL, and David Winter, Columbia-Nevis, will participate in all aspects of the prototype die testing at FNAL. The prototype die will be extensively tested in the lab using analog test boards, wire bonding the appropriate signals from the die to readout pads on the test board. In addition to the function pads that are required to operate the chip, there are a number of test pads (Figure 1) that can be wire bonded to a test board.

5.1.2 Front-end related chip pins 

· Analog Ground

· ground return dedicated to input transistor source only.  Bond directly to hybrid ground plane.

· Analog Ground 2

· ground for integrators, shapers, and analog portion of comparators.  Bond directly to hybrid ground plane.

· Analog Power

· 2.5V analog supply for integrators, shapers, and analog portion of comparators.  Bypass directly to ground.

· Substrate

· separate net for substrate connection only. Bond directly to hybrid ground plane.

· Iset

· Master current reference to set Front-end bias levels.  Nominally set to 30 uA (40K resistor to ground).

· injInputAnalog

· A positive going transition from an analog level V1 to level V2 will inject a charge of (V2 – V1)(25 fF) into all channels that are enabled for charge injection.  Level V1 should be close or equal to ground.

· injInputDigital

· a negative going digital transition on this input will inject a programmed charge into all channels that are enabled for charge injection.  The magnitude of the charge is set with a DAC.

· Reset, Resetb

· This is a Back-end LVDS input, whose internal CMOS version is also used by the Front-end to reset all the comparators.

· Digital Ground and Digital Power

· These are Back-end supply pads which are also used by the Front-end to power the digital portion of the comparators

5.1.3 Bondable Test Pads 

A series of bondable test pads in the interior of the chip are provided on the prototype chip, in order to be able to view buffered versions of certain analog and digital signals.  Some or none of these may be included on the production version of the chip.  See Figure 1 for the location and function of these pads.
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Several analog probe pads have also been included on the prototype die to provide additional test points. 

5.1.4 Diagnostic probe pads (5u X 5u, prototype chip only)

A collection of small probe pads, which are suitable for probing with a picoprobe on a probe station, are added to certain internal signals on the prototype chip.  These can aid in troubleshooting in the event of a problem or malfunction.  Most likely these pads will not exist on a production chip.  Following are the signals with small probe pads:

· HitOr

· asyncReset

· slowControlIn

· BCOclk (same as SlowControlClock)

· serialClk

· SerialOut1, SerialOut2 (CMOS versions feeding LVDS drivers)

· chanInjEn<127>

· ThDAC7<1>, ThDAC7<7>

· Bandgap out

· Vref, Vth0-7

· All 8 comparator outputs on channels 15-17

· VdProt (positive protection diode reference)

· Internal digital inject pulse

· NBias1,2

· PBias 2,3,4

· FbBias1,2

· LeakBias

· P1Sel<2>

All the analog and digital functions of the die will be exercised. The testing of the die requires an additional interface board that will be used to communicate the slow controls functions between the test board and the DAQ test stand. The initial tests of the front-end will require extensive mapping of the parameter space that is provided via the programmable front-end bits. These bits are used to set a variety of bias currents, reference voltages and resistance and capacitance parameters in order to optimize gain, noise and time response of the front-end, especially the integrator and shaper output, and the comparator response. The primary front-end specifications that will be tested against acceptance criteria include:

· Detector leakage current compensation: programmable maximum of 0 – 50nA
· Effective Channel gain:  50, 67, 100, or 200 mV/fC (programmable)

· Output:  3-bit digital code per channel (digitized shaper output pulse height).  No analog output.
· Output pulse dynamic range (shaper output):  >800mV (25ke to 100ke, depending on the gain setting)

· Nominal output pulse peaking time:  60 ns (programmable, set by the shaper)

· Output pulse fall time:  programmable, set by the integrator fall time adjust
· Noise at shaper output:  (approximate from simulations)

· At max. input transistor bias of 38uA:  115e + 134e/pF (linear for total Cin>=2pF, including chip parasitics of approx. 0.5pF)

· At input transistor bias of 14uA:  110e + 196e/pF
· Power:  Approx. 140 uW per channel for the maximum input transistor bias current of 38uA, 70 uW per channel for minimum input transistor bias current of 10uA.
· 2 test pulse inputs:  one direct analog, one controlled by a DAC and digital input.
A description of the program bits and a suggested setup exercise follows below.

5.1.5 Front-end Program Bits

· P1Sel<2:0>:  sets input transistor bias current = 10uA + [(4uA)(P1Sel)].  Default = 101.  Higher bias current gives lower noise.
· Fb1Sel<3:0>:  sets integrator feedback transistor bias current Ifb = 1.67nA + [(1.67nA)(Fb1Sel)].  Default = 0100.  This current defines the equivalent feedback resistance (Rfb ~ 0.05/Ifb), which determines the output pulse fall time (in conjunction with the programmable integrator feedback capacitor Cfb, yielding time constant RfbCfb).
· N1Sel<3:0>:  Integrator source follower bias = 1.25uA + [(0.625uA)(N1Sel)].  Default = 0110.
· LeakSel<3:0>:  maximum DC input leakage current compensation = [1.6(Ifb) + (3.33nA)(LeakSel)].  Default = 0000.
· GSel<1:0>:  determines integrator feedback capacitance Cfb = 25fF + [(25fF)(GSel)].  Default = 01.  With a fixed shaper gain of about 5, the nominal system transfer gain can then be set to approximately 50, 67, 100, or 200 mV/fC.
· BWSel<4:0>:  adds capacitance to the dominant node of the integrator.  Explicit added capacitance = 10fF + [6fF(BWSel)].  Default = 00100.  Used to compensate for the effects of varying input capacitance and gain setting on the integrator response.
· N2Sel<3:0>:  Shaper bias current = 1uA + [(0.5uA)(N2Sel)].  Default = 0100.  This is used to set the bandwidth of the shaper, which determines the output pulse rise time (peaking time).  A shaper bias of 3.5uA results in a peaking time of approximately 60ns.  Higher settings result in faster peaking times.
· P2Sel<3:0>:  Comparator bias current = 0.5uA + [(0.25uA)(P2Sel)].  Default = 0100.  Higher settings reduce comparator delay.

· P3Sel<1:0>:  Comparator second stage pullup bias current.  Default = 00. Mainly affects comparator trailing edge delay – higher settings reduce the delay.

· InjSel<2:0>:  Digital inject circuit DAC setting.  Charge inject magnitude = (1Ke)(InjSel + 1).  Default = 000 (1Ke).
· Vref<1:0>:  Shaper DC reference voltage = 150mV + [(60mV)(Vref<1:0>)].  Default = 01.  For maximum dynamic range, set Vref as low as possible while still maintaining linearity.
· Vth0<7:0> (Threshold ADC 0):  0th ADC comparator (discriminator) threshold = Vref + [(4mV)(Vth0)].  Default Vth0<7:0> = 00001000 (Vref + 32 mV).
· Vth1<7:0>:  1st ADC comparator threshold = Vref + [(4mV)(Vth1)].  Default Vth1<7:0> = 00010000 (Vref + 64 mV).
· Vth2<7:0>:  2nd ADC comparator threshold = Vref + [(4mV)(Vth2)].  Default Vth2<7:0> = 00100000 (Vref + 128 mV).
· Vth3<7:0>:  3rd ADC comparator threshold = Vref + [(4mV)(Vth3)].  Default Vth3<7:0> = 00110000 (Vref + 192 mV).
· Vth4<7:0>:  4th ADC comparator threshold = Vref + [(4mV)(Vth4)].  Default Vth4<7:0> = 01010000 (Vref + 320 mV).
· Vth5<7:0>:  5th ADC comparator threshold = Vref + [(4mV)(Vth5)].  Default Vth5<7:0> = 01110000 (Vref + 448 mV).
· Vth6<7:0>:  6th ADC comparator threshold = Vref + [(4mV)(Vth6)].  Default Vth6<7:0> = 10010000 (Vref + 576 mV).
· Vth7<7:0>:  7th ADC comparator threshold = Vref + [(4mV)(Vth7)].  Default Vth7<7:0> = 10110000 (Vref + 704 mV).
· Inj_en:  Enable charge injection feature (all channels).  Default = 0 (off).
· Mask<127:0>:  Mask bits to disable charge injection on a per-channel basis.  Default = 0 (all off).

5.1.6 Programming Strategy

· First determine GSel based on the desired approximate transfer gain (50 – 200 mV/fC).

· Then depending on the value of the input capacitance (Cin), program BWSel to achieve fast integrator response without ringing.

· For Cin = 2 pF (1.5 pF detector + 0.5 pF parasitic):

· If GSel = 00, set BWSel = 00000

· If GSel = 01, set BWSel = 00100

· If GSel = 10, set BWSel = 01000

· If GSel = 11, set BWSel = 01100

· For Cin = 1.5 pF (1 pF detector + 0.5 pF parasitic):

· If GSel = 00, set BWSel = 00001

· If GSel = 01, set BWSel = 00110

· If GSel = 10, set BWSel = 01010

· If GSel = 11, set BWSel = 01110

· For Cin = 1 pF (0.5 pF detector + 0.5 pF parasitic):

· If GSel = 00, set BWSel = 00010

· If GSel = 01, set BWSel = 01000

· If GSel = 10, set BWSel = 01110

· If GSel = 11, set BWSel = 10101

· Program Fb1Sel based on the desired fall time constant

· Then program N2Sel to achieve the desired rise time/peaking time (rise and fall times will have some effect on the transfer gain)

· Program Vref to the lowest value possible that allows linear response (nominally 00)

· Based on the transfer gain, set the desired comparator thresholds
The primary back-end functions to be tested for acceptable operation include:

· Core

· Test readout at full speed

· Clock operations: interference, noise, phasing sensitivity

· Pulse inject response (analog and digital pulse inject)

· Threshold scan

· Mask pattern tests

· Successive beam clock hit response

· Power consumption under different setup configurations

· Serial controller

· Read/write registers

· Resets

· Mask bits

· Wild card function

· Serial data output, one and two channel operation

· FIFO

· pointer operation

· FIFO full response

Lab bench tests will be carried out in parallel at FNAL, UNM and Nevis Labs using a common test stand design, which is under development at LANL. If design problems are identified in the FPHX, there is schedule contingency allowance for a design correction, and a second prototype submission to MOSIS, and a subsequent round of testing. In total, eight months have been scheduled for all FPHX prototyping and testing. Prior to submitting the engineering run for production quantities, the review team will assess the status of the QA and testing.

The engineering run submission will be made to TSMC on a 0.25μm process line. The wafers will be probe station tested at FNAL with the participation of FVTX personnel. The majority of QA testing for production lots will be done on a probe station by measuring reference parameters and as many key performance metrics as is practical. The suite of tests that will be incorporated into the FPHX-specific probe station software will be developed in collaboration with William Wester of FNAL. Wester is an expert in probe station testing, and he will help us determine the proper balance between comprehensive probe testing and practical implementation.  

Assuming an historical average 80% yield, the total number of production wafers needed is 15, which represents 1 ½ submissions (1088 die per wafer). The minimum follow-on submission is ½ lot. If the production yield is 90%, we will only need 10 wafers. A total of 3 months is scheduled for production QA.

Facilities and Manpower

FNAL has automated probe stations equipped with electronic characterization equipment. The ASIC Development Department head, Ray Yarema, has agreed, in principle, that FNAL engineers and technicians will develop FVTX specific probe station software and hardware to QA the FPHX chip. A contract needs to be placed in order to turn the agreement into a firm commitment. In addition, Ray has agreed that FVTX personnel will be allowed to participate in all aspects of the QA at FNAL. An office and workstation is being set up in the electronics department to accommodate FVTX personnel for the QA.

There are test labs at UNM, LANL, Columbia-Nevis. FPHX die, especially at the prototype stage, will be distributed to these Labs for parallel evaluation.

The probe station at FNAL can be operated by a single well-trained student for the production run QA. 

6 Appendix II Sensor Specifications and Testing Procedures

FVTX Sensor Specification 

July 29, 2008

Sensors

The silicon sensor is a 7.5 degree wedge comprised of two columns of mini strips (see Figure 1). Each column of strips is read out independently, on the left or right side of the sensor. The strips approximate a 3.5 degree arc in phi. The length of the strip is a function of radius. For example, the strips on the large wedge are 3.4 mm long at the inner radius, and they continuously lengthen with increasing radius, reaching 11.57 mm length at the outer radius. The strip pitch is 75 μm in the radial direction. There are 640 strips per column on the sensors in the two forward-most disks, and 1664 strips per column in the remaining six disks. The radial length of the small wedges that comprise the two forward-most disks is 50.0 mm and the length is 126.9 mm for the six disks comprised of larger wedges. 
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Figure 1 – Strip geometry (left) and wedge geometry for a ½ shell (right)
The sensor is 320 μm thick. The wafer resistivity, which is inversely proportional to the depletion voltage, is 2.0 to 5.0 kΩ, corresponding to depletion voltage less than 100V. Operating voltage is defined as 50V + depletion voltage. The starting material is n-doped bulk with p-type implants. The backside of the detector is aluminized. The detector bias voltage is applied to the backside. The strips are at ground potential. 

The strips are ac-coupled on the sensor. The capacitor is made by depositing an oxide layer of approximately 200 nm on top of, and over the entire length of the p-implant. An aluminum metallization is placed on top of the oxide to complete the capacitor and to form the readout conductor. The bias connection to the p-implants is made by a polysilicon resistor of approximately 1.5 MΩ, which is electrically connected to a common bias ring on one end, and to the p-implant on the other end. There is an individual polysilicon resistor for each strip. There are three sets of pads on each strip. There is a spy pad which penetrates the oxide layer to allow probing of the dc characteristics of the strip. There are probe pads, which are dedicated for probing the ac characteristics of the strips. And there are bond pads which are only used to wire bond from the detector to the electronics. All non-contact surfaces of the top side of the sensor are covered with a passivation of silicon-oxide or silicon-nitride. A guard ring is implanted around the perimeter of the wedge between the bias ring and the cut-edge of the sensor to prevent breakdown at the cut-edge of the sensor under a normal range of bias voltage. Additionally there is an n+ implant around the entire perimeter of the detector between the guard ring and the cut edge to isolate the active part of the sensor from surface and edge current. 

The sensor breakdown voltage is specified to be ≥200V or ≥50V+ operating voltage, whichever is greater. There is no need to specify higher breakdown voltage, or to incorporate multiple guard ring structures, because the anticipated integrated 10 year radiation dose of 200 krads in the PHENIX experiment does not require it. Leakage current at 20˚ C is specified to be  ( 160 nA/cm2 at operating voltage. 
Production will be made in two stages. First, a minimum lot size to evaluate the process, followed by production of the balance of the order. It is assumed that the small wedges and the large wedges can be incorporated together on a single mask. We believe 3 large wedges and, more small wedges than we need, will fit on one mask.

We require 288 large wedge sensors + 42 spares = 335 sensors

We require 96 small wedge sensors + 24 spares = 115 sensors

The numbers above suggest an order of approximately 110 wafers.

Hamamatsu has been awarded the purchase contract to produce a prototype run of large wedge sensors, 20 each. The design drawings produced by Hamamatsu are shown in Figures 2a and 2b.

All sensors will be diced from the wafer and tested before delivery by Hamamatsu.
A. General Detector Specifications
A.1 Overall device length
Wedge A

50.06 mm from cut line to cut line

Wedge B

126.91 mm from cut line to cut line

A.2 Overall device width 

Wedge A (7.5 degree wedge)

Inner radius 8.77 mm cut line to cut line

Outer radius 15.32 mm cut line to cut line

Wedge B (7.5 degree wedge)

Inner radius 8.77 mm cut lint to cut line

Outer radius 25.36 mm cut line to cut line

A.3 Number of strips (2 columns of independent strips per detector)

Wedge A

640 strips per column, 1280 strips per wedge detector (all strips read out)

Wedge B

1664 strips per column, 3328 strips per wedge detector (all strips read out)

A.4 Strip pitch: 75 μm

A.5 Implant strips dimensions
18 μm wide, p-implant strips, variable strip length on 7.5 degree opening angle, 2 columns of strips separated by a 75 μm gap between adjacent columns

Wedge A: strip length from 3.4 mm to 6.55 mm 

Wedge B: strip length from 3.4 mm to 11.57 mm

A.6 Read-out strips
Aluminum, capacitively coupled over the p-implant with the processed aluminum edge,  ≥ 1 μm along the entire strip length.

A.7 Bias Resistors

Overlap the implants or contained within the guard ring.

A.8 Sensitive region to cut-edge distance: 1.0 mm

A.9 Guard ring to cut edge distance: ≥ 300 μm

A.10 Guard ring design: Large contactable p-implant with overlapping aluminum. Contacts shall be in all four corners of the detector.

A.11 Read out pads: 150 x 50 μm wire bond pads, two staggered rows, one primarily for probing and one for bonding. 

A.12 p-implant bias ring contacts at all four corners of the detector.

A.13 Spy pads to probe p-implants.

A.14 Back Contact: Contactable aluminum over highly doped n-implant.

A.15 Passivation: Sensors shall be passivated on front (microstrip) side.

A.16 Identification: Every 10th strip to be numbered, beginning at the bottom. Scratch pads for detector identification. Alignment marks for metrology. 

B. Mechanical specifications

B.1 External cut dimensions:

Wedge A

50.06 mm from cut line to cut line

Wedge B

126.91 mm from cut line to cut line

B.2 Overall device width: 

Wedge A (7.5 degree wedge)

Inner radius 8.77 mm cut line to cut line

Outer radius 15.32 mm cut line to cut line

Wedge B (7.5 degree wedge)

Inner radius 8.77 mm cut lint to cut line

Outer radius 25.36 mm cut line to cut line

B.3 Thickness: 320 ± 15μm

B.4 Uniformity of thickness: ± 10 μm

B.5 Surface Damage: Detector shall not have large scratches or other gross surface defects.

C. Detector Electrical Specifications
C.1 Strips: p-implant.

C.2 Bulk dopant: n-type.

C.3 Readout strips: Aluminum ≤ 20 Ω/cm.

C.4 Bias resistors: 1.5 ± 0.5 MΩ polysilicon resistors.

C.5 Capactive coupling: ≥ 10 pF/cm.

C.6 Uniformity of resistivity: ± 25% wafer-to-wafer.

C.7 Depletion Voltage: < 100V.

C.8 Operation Voltage (Vop): Depletion Voltage + 50V.

C.9 Breakdown Voltage:  Vop + 50V.

C.10 Leakage Current: ≤ 150 nA/cm2 at 20 degrees centigrade at Vop verified by vendor.

C.11 Current slope: at 20 degrees centigrade, I(Vop)/I(Vop – 50V) < 2.

C.12 Oxide breakdown voltage: > 50V (seller shall measure on a test device located on each wafer).
C.13 Detector current shall increase by no more than 25% after 12 hours of operation in dry air (RH ≤ 40%) at Vop (verified by LANL).

D. Bad Strips Shall Include But Not Be Limited To;
D.1 Capacitive coupling dielectric: short through dielectric at 50V.

D.2 Defective strips: Metal or implant opens, or shorts to neighbors.

D.3 Polysilicon resistors: Strip connection to resistor open.

D.4 Acceptance testing: Each aluminum strip shall be contacted with a probe and checked for shorts through the coupling dielectric at 50V by the seller.

D.5 Total strip acceptance: LANL requires a mean acceptance of 99% good strips in each delivery with no devices below 98%.

E. Seller Shall Supply Data Sheets for Each Detector As Follows;
E.1 IV curves: LANL requires the plot of  I versus V up to 200V.

E.2 Depletion Voltage: LANL requires the value of the wafer depletion voltage.

E.3 Thickness: LANL requires the value for the wafer thickness.

E.4 Bad Strips: LANL requires the seller’s list of bad strips and the plot of capacitance versus strip number.
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Figure 2a – Hamamatsu design drawing of the FVTX sensor.
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Figure 2b – Hamamatsu design drawing of the FVTX sensor.

FVTX Sensor QA and Testing

July 29, 2008
The vendor is required to perform basic quality assurance (QA) tests and to provide the purchaser with the test data. The vendor QA tests for each sensor include:

1) visual inspection to identify processing or handling flaws

2) current versus voltage characteristic curve for each sensor
3) capacitance versus voltage characteristic curve for each sensor
4) full depletion voltage and breakdown voltage for each sensor
5) coupling capacitor integrity or short for each strip
6) implant open or short for each strip
7) polysilicon resistor open or short for each resistor
On receipt, all sensors will be stored in a clean, temperature and humidity controlled environment. For the prototype and, at least, for the first batch of production detectors, all 7 of the QA procedures above will be repeated in our laboratories. For the prototype and production QA tests, assuming 20 sensors within a prototype run, and 450 sensors for production, including spares, we have allotted an average of more than 6.0 hours of QA testing per sensor. This is adequate to do the full testing of each strip on each sensor. If the quality of the prototypes and the first batch of delivered sensors are such that the vendor’s test data is validated by our own tests, we might choose to scale back the tests on individual strips, and sample a set of strips on each sensor. We always perform the global sensor tests 1-4. All test results are normalized to 20˚ C.

Facilities and Manpower

The UNM collaborators and the Prague Group have instrumented probe stations in clean rooms where sensor QA tests can be performed. Nevis Labs has requested internal funding from Columbia University to upgrade their clean room and if successful, will also contribute to the QA effort. Experienced staff, Doug Fields, UNM, Jon Kapustinsky, LANL, and Vaclav Vrba from the Prague Group will be closely involved in the initial QA tests. Students will perform the bulk of the QA tests once the procedure has been developed into a routine checklist. UNM and the Prague Group have students who are trained to operate a probe station and perform QA tests. We have budgeted approximately 3 student-years of effort over 6 months of production testing. A probe station is effectively run by one person at a time.

7 Appendix III ROC and FEM Testing Procedures

ROC board testing procedures

Upon receiving the manufactured boards the following tests will be performed:

1. Visual inspection of the ROC board and components

2. X-ray imaging of FPGAs to check the quality of ball grid array soldering

3. Power-up test

4. Downloading the FPGA firmware and idle running for a predefined period of time, monitor current and temperature of the FPGAs

5. Test the input continuity, by sending the fake data signals to each individual wedge connector on the ROC board (need to design a tester board with a flex cable)

6. Check the data on the output to the ROC by plugging the output 12 fiber bundle to a specially designed receiver board or a dedicated FEM board with modified FPGA code

7. Check the Slow Control interface by running full calibration chain on a reference wedge (slow control data feed through the external header)

8. Once all functionality is checked board receives an approval stamp, designated board ID

9. Information on all the test results stored in the DB

FEM board testing procedures

Upon receiving the manufactured boards the following tests will be performed 
(assuming we have a functional ROC board):

1. Visual inspection of the FEM board and components

2. X-ray imaging of FPGAs to check the quality of ball grid array soldering

3. Power-up test

4. Downloading the FPGA firmware and idle running for a predefined period of time, monitor current and temperature of the FPGAs

5. Receive the fake data stream from the ROC together with the fake GTM control pulses, checking for valid data on the output to DCM (on a tap header)

6. Check the communication with EEPROM and Slow Control command interface by running full download and calibration sequence on a reference wedge

7. Once all functionality is checked board receives an approval stamp, designated board ID

8. Information on all the test results stored in the DB

FEM Interface board testing procedures

Upon receiving the manufactured boards the following tests will be performed 
(assuming we have a functional ROC board):

1. Visual inspection of the FEM board and components

2. Power-up test

3. Test the Ethernet communication for errors by sending a predefined sequence of packets

4. Check the VME backplane signal propagation by communication with a working FEM board

5. Check the fiber optics transmission of Clock and Start signal with a test board

Acceptance Criteria

· Taking into account the fact that all the boards designed and manufactured using standard commercial technologies, we should be able to select the 100% electrically operational boards 

· The fact that ACTEL FPGA LVDS receivers can be destroyed due to electrostatic discharge has been observed. The ROC board requires serious ESD protection during handling and testing. Assume the failure rate of 1 data LVDS input out of 208 per FPGA to be acceptable. Slow Control LVDS I/Os (running at slower speed, comparing to data lines) should have spare LVDS pins available for patching if damaged. Transmitting fibers will be running with 50% redundancy, giving us an opportunity to switch the output fibers if one fiber link fails

· FEM board and FEM interface board failure removes a substantial portion of detector from readout. Any failure is not tolerable. 100% operational is a solid requirement.

8 Appendix IV Wedge Assembly Procedures

Wedge Assembly and Testing

8.1 Assembly

8.1.1 Summary

The wedge is the basic unit of the FVTX detector, covering 7.5o of azimuth.  It consists of a carbon-fiber (TPG) backplane, a High-Density Interconnect (HDI), readout chips (the FPHX), and silicon sensor.  There are two sizes of wedge, “A” and “B”.  Wedge type A is 4.990 cm in radial dimension and type B is 1.268 cm.  Apart from length, the two wedges are identical.  The assembled FVTX will contain 96 Type A wedges and 288 Type B wedges, for a total of 384 wedges.  

The current plan has the assembly taking place at FNAL’s Sidet facility, which has many years’ experience in microassembly and silicon detectors.  Sidet will handle both mechanical assembly and wirebonding.  They also will provide space to set up test equipment for FVTX collaborators to test the wedges.  We have worked with Sidet to develop the current procedure and will continue to work closely with them to finalize it.  The procedure has been developed to achieve the needed mechanical tolerances, while minimizing complexity and maximizing robustness.  Testing at various stages of the assembly is integral to the process. 

The scope of wedge assembly and testing consists of WBS items 1.4.1.3.3, 1.4.1.3.4, 1.4.1.3.5 and 1.4.1.3.6.  In this document, we describe the current assembly and testing plans.  The wedge assembly starts with delivery of the TPG backplanes, HDIs populated with the required surface-mount components and certified as working by the vendor, sensors, and FPHX chips.  

8.1.2 Procedure

The assembly will take place using only pre-tested HDIs, FPHXs, and sensors.

The steps in the assembly procedure consist of:

1. Bond HDI to backplane, using dowel-pin placement.  The backplane is held in place using a vacuum.

2. Bond FPHX chips to HDI, using vacuum fixture to transfer chips from alignment fixture to assembly fixture.

3. Wirebond FPHX output pads to HDI

4. Test electronic integrity of FPHX chips

5. Bond sensor to HDI, using vacuum fixture (similar to FPHX transfer).

6. Wirebond sensor outputs to FPHX input pads

7. Test electronic integrity of wedge

8. Encapsulate wirebonds

9. Bend HDI
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Figure 8‑1 Prototype design models for assembly fixtures.  (Left) FPHX Transfer jig with wedge alignment jig.  (Right) Sensor transfer jig with wedge alignment jig.

The wirebonding procedure will include both the actual wirebonding as well as inspection of the wirebonds.  The wire bond material is 1% Si and 99% Al.  Al is the preferred material for the current HDI vendor under consideration.  There are 157440 wirebonds for 96 Type A wedges and 1385472 wirebonds for 288 Type B wedges, for a total of 1.4 million wirebonds.

The equipment required for wedge assembly is expected to be fairly standard.  Vacuum fixtures are being designed by HYTEC in conjunction with Sidet, and will be fabricated by an outside vendor.  Optical placement of FPHX chips in the fixtures will require a microscope.  Other parts will be placed using a CMM.  The planned adhesives require no special equipment for curing.  Sidet has all needed equipment (including wirebonding stations) aside from the vacuum fixtures.

Initial designs for the assembly fixtures have been developed with the help of the Sidet team.  The current design for the fixtures can be seen in Figure 8‑1.  There are placement jigs for the sensor and FPHX chips that define the relative placement of the parts to one another.  Vacuum pickup jigs are then used to transfer the parts to the assembly jig.  Both the backplane and HDI will be placed using dowel-pin alignment (relying on hole and slot to eliminate binding).  Each wedge contains one TPG backplane, one HDI, and one sensor.  Wedge Type A has 10 FPHX chips (5 per side) and Wedge B has 26 FPHX chips (13 per side).

All parts will be bonded using Arclad 8026 transfer adhesive, based on the recommendation of the Sidet team.  This is a non-conducting adhesive tape, requiring no curing time.   Using procedures developed by Sidet, the sensor will be bonded using a thin band of 8026 along the edges (extending under all bond pads).  A conducting epoxy (such as TRA-DUCT 2902) will be used under the center region of the sensor to provide electrical connection to the bias plane on the HDI.

Currently Sidet is being contracted to develop the prototype assembly procedure.  This includes feedback for the design of the assembly fixtures and dicing of dummy silicon parts for mockups of the FPHX chips and sensor.  FVTX will supply Sidet with prototype (and/or mockup equivalents) of the backplane and HDI.  The primary goal is to confirm the validity of the proposed assembly procedure, as well as produce an estimate for the cost and schedule of the production assembly.

8.2 Testing

8.2.1 Summary

Testing refers to the electronic testing of the wedge, at various points in the assembly process.  The goal is to ensure that the wedge is working to spec at each of the critical stages.  In this way we can identify problems as early as possible, as well as certify that the unit works as expected before shipping to the cage assembly location.

Testing will include the use of a “mini-DAQ” which will interact with the wedge in the same way as the PHENIX DAQ.  Thus tests will be based on the integrity of the readout chain.

8.2.2 Test Procedures

Testing will take place at three stages of the assembly: after FPHX chips have been wirebonded to HDI, after sensor has been wirebonded to the FPHX chips, and then finally when the wedge is completed (ie. after the final encapsulation).   All results will be recorded in a database.  All tests will require the use a mini-DAQ similar to the planned readout chain for PHENIX.

The first set of tests will be after the FPHX chips have been mounted on and wirebonded to the HDI.  Such tests will include (but not necessarily be limited to):

1. Successful power-on of the FPHX chips.

2. Read back of initial state of the FPHX chips to confirm they have powered on in the expected state.

3. Downloading a standard configuration to all the FPHX chips.

4. Read back of the configuration from all the FPHX chips to confirm the successful download.

5. Noise floor measurement for all FPHX chips.

6. Threshold (turn-on curve) measurements of the ADC for all FPHX chips, pulsing the channels using an external signal.

The above set of tests have been developed using the FPIX chip.  Since the FPHX chip has been designed using the principles of the FPIX, this test suite is considered appropriate and easily adapted to the FPHX.  The procedure will be extended and tailored as needed once FPHX chips are available.

Based on procedures developed with the FPIX chip, we estimate the above procedure will take approximately 2 hours per wedge (large wedge) and 50 mins per wedge (small wedge).  In reality the testing should take significantly less time, since the FPHX chip has 22 times fewer channels to test.

The second set of tests will be essentially the same, but with the sensor now attached:

1. Repeat the above set of tests, to confirm that all previously existing parts still operate to spec.

2. Execute the power-on sequence with sensor bias included, repeat tests to confirm that all parts still operate to spec.

3. Apply external stimulation to the sensor (LEDs) to measure response.  In addition to the mini-DAQ, such tests will require a dark box in which the wedge can be mounted and exposed to the attached LED.  Standard logic (such as NIM) will be needed to trigger the readout in coincidence with the LED.

The third set of tests (after final encapsulation) will be the same as or a subset of the second set.  The goal is not to determine if the parts are working, but rather to confirm that no damage has occurred during the encapsulation.

Sidet has ample laboratory space adjacent to the assembly area for FVTX collaborators to set up and perform the above tests, and has offered it for our use (this is a standard procedure for Sidet customers).  The FVTX project will have to supply the mini-DAQ as well as other test equipment.

8.3 Repairs

Every effort possible will be made to ensure that no damage is done during the assembly process.  All fixture surfaces will be polished or coated in Teflon, and all wedge parts (HDI, FPHX, and sensors) will be certified as working before being received.  Nevertheless, it is unavoidable that some problems may arise, and we need to plan for possible repairs to the parts.

8.3.1 HDI

Repairs of the HDI may or may not be possible.  This will be the subject of R&D.  If an HDI is found to be non-functioning at any stage of the assembly, every effort will be made to salvage the remaining parts if possible.

8.3.2 FPHX

The question of repairing FPHX chips falls into two categories: before and after sensor placement.  Should any FPHX chip be damaged during placement or be found to be defective during the first round of tests, it will be removed and replaced.  Sidet has experience with this particular problem and understands the technical issues of such procedures.  After the sensor has been placed, replacement of an FPHX chip is much more difficult.  A proper procedure for this will be developed during the prototype assembly development.

8.3.3 Sensors

If a sensor is damaged or found to be defective, replacement will depend on the extent of the problem.  It is expected that if a sensor is removed from the assembly, it will be unusable.  Extraction of the sensor will require care to ensure no damage takes place to the HDI, FPHX chips, or wirebonds.

8.3.4 Wirebonds

Should a wirebond be damaged in the process of assembly or testing, it is straightforward to have it repaired at Sidet.  After encapsulation, the possibility of damage should be minimal.  Even so, Sidet has experience with repairing encapsulated wirebonds, and can do so if needed.

Once the wedges have been shipped, should there be damage to a wirebond, there are facilities at BNL that can be contracted to do the repair.  If that facility is not available, the unit may also be shipped back to Sidet.  It may also be possible to include FVTX institutions in the list of potential repair shops, especially if we find the average repairs are simple enough to be feasible.

8.4 Documentation

All stages of assembly and testing will be documented.  The exact implementation of the documentation will be developed so as to make it as efficient as possible for the testers and assemblers as well as provide a seamless connection with the PHENIX databases.  PHENIX relies on both MySQL and Postgres databases to record configuration state data.  Both are open source and free, and therefore have been proven to be flexible and easy to use.  There is a slight preference for Postgres, since that is the database that stores calibration information for the experiment.  Regardless of the choice of technology, suitable interfaces will developed for input and export of data from the database.

“Traveler” files will be developed to document all activity for each of the wedges.  This file will be updated with each modification or test (including times, tests, assembly steps, part serial numbers, and other relevant information), and will travel with the wedge from cradle to grave.  Currently it is planned that this file be paper forms to be filled out by the user and later entered into the database for online archiving.  If it proves to be more beneficial to enter traveler information directly into the database (updating paper copies as changes take place), it will be trivial to swap the order.  In the past, Sidet has maintained a traveler (paper binder) for each assembled module, so this plan is consistent with previous experience.

Ultimately the history of the wedge will be incorporated into the configuration database for data production.

8.5 Shipping

Standard COTS containers will be purchased to house the assembled units.  Enough containers will be purchased to house all units (including spares).  These containers will provide the needed mechanical and electrostatic protection to allow them to be used both as storage boxes and shipping containers.  Units will be shipped from FNAL to BNL in batches as they pass their final tests and inspections.

8.6 HDI Bending

HDI bending refers to the fact that the ends of the HDI (the “ear”, containing the connector) will need to be bent at 90o.  This requirement is because the wedges are mounted on a plane transverse to the beamline, but the signals in and out are carried on flex cables running parallel to the beamline.

Because the width of wedges extends beyond the 7.5o of the active area of the sensor, the wedges will also be mounted on their support planes staggered at two different heights (from the support disk), and alternating in which side they face.  The fact that half the wedges will be facing opposite directions means that the HDI connector will be bent either up or down (relative to the face of the sensor), depending on where it will be mounted.  The bending procedure is still a subject of R&D.

The original plan for the HDI bending includes it as part of the contract with the HDI vendor.  However, in planning the prototype assembly, it was decided that the prototype would not be bent prior to the prototype assembly.  Sidet recommends that the bending take place as late in the assembly as possible.  Doing so minimizes stress on the HDIs.  The wedges can be shipped unbent, and bending would take place at the cage assembly area, prior to mounting of the wedge.  This approach also allows greater freedom for choosing where each wedge is located, rather than committing a wedge to one orientation or another prior to assembly.  Part of the bending R&D will include an assessment of the tradeoffs between having the vendor perform the bending and impact prebent wedges have on the assembly, storage, and shipping processes. 

The radius of curvature for the bend is estimated at 1.0 cm.  Since the HDI is .300mm in thickness, this is a ratio of 33:1, which is not considered aggressive.  We will work closely with the HDI vendor to ensure that the proper bending procedure has been implemented.  In addition, we will capitalize on the experience the VTX pixel project gains, since they will be faced with a similar task in assembling their ladders (the VTX plan has the bending taking place after ladder assembly, at the equivalent of the cage assembly location).

8.7 Schedule

The scope of wedge assembly and testing consists of WBS items 1.4.1.3.3, 1.4.1.3.4, 1.4.1.3.5, and 1.4.1.3.6.  During schedule discussion, additional WBS items may be mentioned as appropriate. 

A summary of the current schedule for the wedge assembly WBS items is shown here:

	WBS 
	Description
	Start
	End
	Duration
	Duration

	1.4.1.3.3
	Attach flex cable (HDI)
	4/10/09
	11/5/09
	36 weeks
	84 weeks

	1.4.1.3.4
	Attach sensor
	4/17/09
	11/12/09
	36 weeks
	  

	1.4.1.3.5
	Wirebond Assembly
	4/10/10
	11/15/10
	37 weeks
	

	1.4.1.3.6
	Test chip, sensor, + cable assemblies
	5/18/10
	12/13/10
	28 weeks
	    


Preliminary discussions with Sidet have allowed for an estimate of assembly time.  With a current understanding of the tasks involved, we estimate an assembly time of 11 hours/wedge. This includes all lamination, wirebonding, and encapsulation, but does not include testing time.  For 400 wedges, this requires 15 weeks to perform the entire production.  The current project schedule includes 84 weeks from start to finish, which includes significant contingency.

8.8 Manpower

Manpower requirements for assembly prototyping and production will be handled by Sidet.  FVTX manpower will be applied to the testing and oversight of the assembly production.  The prototype assembly will involve only Sidet personnel, and the process will help us understand to what tasks FVTX manpower can be applied (as cost and time contingency).

Sidet’s preliminary plans include one station for assembly, which includes HDI lamination and chip and sensor placement.  Each assembly step will require a single technical person, either a Technician I, Senior Technician, Technician Specialist, or Technical Supervisor.  It is anticipated that as experience is gained in the assembly, as much as possible will be performed by lower-ranked individuals.

There is room for more than one assembly station although the later steps (chip and sensor placement, for example) are highly specialized and it may only be possible for technical individuals to be involved.  Additionally, there is only one wirebonding and encapsulation station available for the wedges.

We plan to train FVTX collaborators to contribute to the assembly.  The first several steps, up to and including the bonding of the HDI, could be done by trained FVTX contributors.  This is one possible place to incorporate some schedule contingency.  The more specialized work (as mentioned) will be done by the Sidet personnel.  All testing will be done by FVTX collaborators.

9 Appendix V  Disk and Cage Assembly Procedures

Plan for PHENIX FVTX Disk and Cage Assembly

Scope:  The scope of the FVTX assembly task, in broad terms, is to receive the assembled sensor wedges from SiDet (at FNAL), as well as the final (tested) ROC’s, and produce the four FVTX half-cages.   The locations of the sensors inside the cages must be known for event reconstruction purposes; this means careful metrology and surveying must be done in the process of assembly.  The assembled half-cages will be tested using a DAQ system incorporating the new ROC and FEM modules being designed for the FVTX.  Coordination of the installation of the FVTX in the PHENIX IR also falls into this task.

Overview of this Document:  First the important project dates are reviewed, then follows a discussion of each of the project tasks.  A phased schedule and workforce discussion puts these tasks in relation to each other.  Finally the workforce needs and commitments are summarized.

Important Dates [with WBS indices] from MS Project file:


Assembly jigs manufactured  [1.6.5.6]  by 6/17/09

Support structures manufactured  [1.6.2.3.6]  by 7/29/09

Q/A of Production ROC’s  [1.5.2.3.2]  1/7/10 - 3/15/10


Testing of wedge assemblies  [1.4.1.3.6]  5/18/10 - 12/13/10


Assemble and Survey Wedges onto Cooling Plates [1.7.1]  6/5/10 – 1/24/11

Install and Survey into Cage Enclosure  [1.7.2]   9/7/10 - 3/10/11

Install Cages into VTX Enclosure  [1.7.3]  10/28/10 - 3/31/11

Install 2 Cages in Enclosure into IR  [1.7.4]  3/31/11 - 4/7/11
Test and Verify Functional Requirements  [1.7.5]  4/7/11 – 6/3/11

Install Remaining Half Cages Enclosure into IR  [1.7.6]  6/2/11 – 6/8/11

Test and Verify Remaining Half Cages  [1.7.7]  6/9/11 – 6/29/11

Support Structures and Assembly Jigs:


Here, “support structures” refers to the mechanics that will hold the wedges and ROC’s together in a unit half-cage (WBS 1.6.2-1.6.4); “assembly jigs” refers to a set of temporary supports used in the process of assembly (WBS 1.6.5).



In order to make sure that mechanical problems will not occur at later stages, "dummy wedges" will be manufactured to make possible a mock assembly of half-disks and half-cages.  These dummies can be made from metal plate or G-10.   The final ROC’s will already be available at this time and can be used in the mock assembly too.

Assembly Lab at BNL:  


The lab space for the final assembly will be ready by 7/29/09 so that the support structures and assembly jigs can have a place to be delivered and additional QA checking can be done on them.  The first wedge assemblies and ROC’s will become available a few months later and at that point some preliminary cage assembling can be done.


Some equipment and requirements for this lab:


(a)  This lab should be "clean" at the level of having a sticky-pad on the floor at the entrance, and there will be specific handling requirements for the completed wedges.  We have determined that we do not need HEPA filters or other special air-handling measures.


(b)  A "dry box" will be used for the storage of the wedges before assembly.


(c)  Basic electronic testing equipment; oscilloscope, multi-meters, appropriate connectors and test leads, etc. to be determined.  We are seeking institutional contributions to provide this kind of generic equipment.


(d)  Benches and chairs to allow about 4 people to work comfortably at one time.


(e)  Metrology equipment for locating the wedges with respect to survey targets on the half-disks; Robert Pak has indicated that BNL should have the appropriate equipment onsite.

(f)  A "mini-DAQ" system for testing the assembled half-disks and half-cages.

(g)  A cooling system will be needed to operate the detector system for long periods.   We plan to use the old PHENIX MVD cooling system, or a stand-alone cooling system in the Chemistry Department, for such tests.

The location of this lab space at BNL is being determined with the help of Robert Pak.

A "mini-DAQ" System:


We will have a DAQ system available to test the assembled FVTX half-cages in the assembly lab.  This system will use the new ROC and FEM electronics being built for the FVTX.  LANL will support the setup and operation of the mini-DAQ, and other groups involved in the assembly will learn how to use it.

Proposed Assembly Process:


(a)  Finished wedges will arrive from SiDet.  Some re-testing of the wedges should be done after arrival at BNL to make sure they have not been damaged in transit.


(b)  When sufficient wedges of a given type exist, then a half-disk can be assembled.  Any mechanical problems can be addressed at this time; this is a critical issue to look at in the first wedges to be delivered, but presumably the "dummy wedges" mock assembly test will have found these problems out already.


(c)  Electronic testing of the assembled half-disk is appropriate at this point; the final ROC’s will be available and are an integral part of a half-disk.  The precise test protocol remains to be determined; that protocol will be determined by our experiences with testing the wedges at Nevis, and from testing experience with the ROC’s.  If all systems are go, then the next steps can take place.


(d)  The final metrology of the wedges on a half-disk will take place after it is determined that there is no need to remove and replace any of the wedges; metrology and alignment are described in the next section.


(e)  As half-disks become available, one can look to the assembly of a half-cage.  This is another area where mechanical problems may arise; the mock assembly using "dummy wedges" should have already found out any problems of this type.


(f)  A survey crew will be brought in to survey the half-disks in the half-cages --- see next section.


(g)  Completed half-cages will be subjected to additional testing with the "mini-DAQ" and then stored until transportation to PHENIX.

Alignment, metrology and survey:  


Based on the experience at RIKEN with the VTX sensors, we know that sensors can be placed on a wedge with an internal precision on the order of a micron or better.  Based on our requirements for track reconstruction, we are requiring that the sensors be placed and surveyed into a detector plane to an accuracy of 10 microns in x and y.  This suggests the following assembly and survey plan:


(1) There are 6 survey targets on each sensor, which are printed during the lithographic stage of the construction of the sensor.  The locations of these targets, with respect to the strips on the sensor, will be known to better than 1 micron.


(2) Using a CMM at BNL, we will verify the location of these survey marks on each sensor, and then locate these sensor marks with respect to survey marks on each half-disk.  One possibility is to have a precision hole on the outside radius of the three support tabs that accepts an alignment flag with a crosshair on it.  All wedges are referenced to these 3 flags.  The flags would extend through the support cage and would serve as reference points for the location of the disks within the cage.  The flags are removable.   The measurement accuracy of the CMM at BNL is 5 microns along each of the x and y axes.


(3) Survey the half-disks into the half-cages in the assembly lab.  This will be done using a theodolite operated by the BNL survey crew.  This survey establishes the locations of the half-disks with respect to each other, in a half-cage.


(4) Survey the half-cages into the IR during the final installation there; this step is also done by the BNL survey crew.

Phased Schedule and Workforce Needs

Phase Ia:  Assembly Lab Preparation

Timeframe:  October 2008 – May 2009

Task:  Prepare assembly lab to receive wedges from SiDet and to perform Q/A on ROCs and on support structures and assembly jigs.

Workforce Estimate:  One senior person working with two postdocs and/or grad students should be able to organize the material and space for the upcoming assembly tasks.  

On-Project:  0

Off-Project:  3 FTE

Phase Ib:  Q/A on Mechanics and ROCs

Timeframe:  June 2009 – May 2010

Task:  Perform Q/A on ROCs and on support structures and assembly jigs.

Workforce Estimate:  The people from Phase Ia can perform Q/A on the ROCs and support structures and assembly jigs which are scheduled to be delivered during this time frame.  One additional part-time person (from LANL) will be needed to prepare the specialized mini-DAQ equipment and integrate it with the received ROCs.

On-Project:  0

Off-Project:  3.5 FTE

Phase IIa:   Receive and test wedges from SiDet

Timeframe:  June – December 2010

Task:  Test wedges coming from SiDet to make sure they are in a good working condition after transport.

Workforce Estimate:  The mini-DAQ may be used for this.  One part-time person will be needed to verify proper operation of the mini-DAQ.  Two other persons should be able to test the wedges as they come in.  It is important to have at least two people working on this so that we begin to develop expertise in a group of people.  We need to place a high priority on safe transportation of wedges from SiDet so that this task does not become a bottle-neck. 

On-Project:  0

Off-Project:  2.5 FTE

Phase IIb:  Place wedges on cooling plate

Timeframe:  June 2010 – January 2011

Task:  Begin to assemble wedges on cooling plates; this is the beginning of the production of half-disks.  Use the mini-DAQ to test completed half-disks.

Workforce Estimate:  This task happens in parallel with Phase IIa.  All the wedges should have arrived from SiDet by 10/18/2010, so this task can be expected to complete by11/29/2010 as stated in the project schedule.  The same two (at a minimum) people should be able to put together the half-disks; but I would recommend that more than two be involved so as to bring more brainpower to this important task and again to develop expertise. 

On-Project:  0

Off-Project:  2 FTE (not the same as in Phase IIa)

Phase IIc:  Survey wedges on cooling plates

Timeframe: July 2010 – January 2011

Task:  Locate sensor strips on a half-disk using precision equipment.

Workforce Estimate:  This happens in parallel with Phase IIb.   The first setup may be time-consuming, but subsequent setups should be more efficient.  The people who do this can be drawn from Phases IIa-b, but work must continue on Phase IIb.  A survey table is available at BNL, and so the participation of some BNL staff will be required in addition. 

On-Project:  BNL Survey Crew --- $5k 

Off-Project:  2 FTE (can be from Phases IIa-b)

Phase IId:  Place cooling plates in cage

Timeframe:  September 2010 – March 2011

Task:  After sufficient cooling plates (also called half-disks) have been assembled and surveyed, then we can begin to assemble a half-cage.   The mini-DAQ will test the completed half-cages.

Workforce Estimate:  This is a complex task that may not take very much time in total but must be done carefully to prevent damage to the sensors.  Probably all people (from Phases IIb-c) should participate, at least for the first half-cage.

On-Project:  0

Off-Project:  4.5 FTE (combined from Phases IIa-c)

Phase IIe:  Survey plates in cage

Timeframe:  October 2010 – March 2011

Task:  Surveyors from BNL will locate the cooling plates inside the half-cages.  

Workforce Estimate:  Each cooling plate will need to be surveyed as it goes in; this means four surveys per half-cage.  Each survey will take about two days maximum, with a day for the surveyors to set up and a part of a day to do the survey --- perhaps all of that can be done in one day.  Just two FVTX people should be able to arrange and supervise this, while two others continue with Phase IIb work. 

On-Project:  BNL Survey Crew --- $5k

Off-Project:  2 FTE (from Phase IId)

Phase III:  Install Cages in VTX Enclosure

Timeframe:  November 2010 – March 2011

Task:  Put half-cages in VTX enclosure and have a full system test  

Workforce Estimate:  After a half-cage has been assembled and surveyed, it can be placed into this system test.   This test is expected to take place in Building 1008, so some transport by PHENIX techs will be involved.  New people will probably need to be involved in this part of the project, so that Phase IId can continue.

On-Project:  PHENIX techs

Off-Project:  2 FTE (not from Phase IId)

Phase IV:  Install 2 cages in IR

Timeframe:  April 2011

Task:  Take two completely surveyed, completely functional half-cages and put them in the PHENIX IR.  

Workforce Estimate:  Phases II and III are completed at this point, so all of the people who were working on those projects should devote themselves to this new Phase.  It will anyway involve the full complement of PHENIX techs to do the installation.  FVTX people should supervise the installation and then begin to hook up cables and make preparations for testing. 

On-Project:  PHENIX Tech Crew --- $5k

Off-Project:  6 FTE (from Phase II-III)

Phase V:  Test and verify functional requirements

Timeframe:  April – May 2011

Task:  Make sure the two FVTX half-cages in IR are completely functional.

Workforce Estimate:  The experts from the Phases II and III tasks will need to participate in this task to make sure that all available talent and knowledge can be brought to bear in this first in-situ test of the equipment.  Phases II and III are finished at this point. 

On-Project:  0

Off-Project:  6 FTE

Phase VI:  Install remaining half-cages into IR; verify operation

Timeframe:  June 2011

Task:  The remaining two cages are installed in the PHENIX IR.

Workforce Estimate:  PHENIX techs again have leading role in the actual installation, and FVTX people have to hook up cables and carry out testing. 

On-Project:  PHENIX Tech Crew --- $5k

Off-Project:  6 FTE

Workforce for Assembly:  The critical time period for the assembly is from 3/23/10 through 5/12/11, about 13-1/2 months.  During this time the critical pieces of hardware (the finished wedges and the disk and cage parts) will become available and can be assembled, tested, surveyed, and installed  Here is a summary of known workforce commitments.


NMSU:  Vipuli Dharmawardane (NMSU postdoc) will be in residence at BNL during this time and will take the lead in getting the assembly tasks done.  There will also be at least one NMSU grad student (to be named) in residence at BNL to work on this project.  Three NMSU Faculty (Kyle, Papavasiliou, Pate) will make trips to BNL during this period to assist in the assembly.


Columbia:  Dave Winter estimates they can contribute 1 faculty FTE, 1-2 scientific staff, 2-3 students, 1 postdoc, and perhaps 1 technician.


UNM:  A post-doc will be made available.


LANL:  A post-doc will be made available, with the assistance of other LANL staff traveling to BNL during the period of assembly.


BNL:  Robert Pak and Angelika Drees have offered their help in the assembly process.

It is important to note that some personnel, especially people from NMSU and Columbia, will spend time on both wedge assembly and the final detector assembly, and that these two assembly processes overlap somewhat in time.

Comparing this list of commitments with the summary charts (in separate excel file), it seems we have sufficient off-project workforce committed to cover the FVTX assembly tasks.

Workforce for Movement and Installation into the PHENIX IR:  This activity will be planned in close cooperation with BNL/PHENIX scientists and technicians.  The PHENIX technical crew has a tremendous amount of experience installing equipment in the PHENIX IR, and we depend on them to perform the large-scale movement and installation.  The survey and alignment of the FVTX also falls into this activity.  The vast majority of the collaboration scientists mentioned above in “Workforce for Assembly” will follow the detector to the IR and be responsible for the other detailed work (hooking up cables, testing detector and DAQ functions, commissioning, etc.).


LANL, NMSU, and UNM worked very closely together on the construction, installation, survey, commissioning and operation of the north and south muon tracker arms a few years ago, in close collaboration with BNL and the rest of PHENIX, and we are already drawing on those experiences as we plan the FVTX project.

10 HDI Specifications and Testing

FVTX HDI Specification 

August 27, 2008

HDI
The fVTX HDI is a 7.5 degree flex circuit wedge which will serve as the interface between the sensor, FPHX chips and the ROC (see Figure 1).  Each HDI will be bonded to a carbon backplane, and will hold one sensor, 26 FPHX chips (13 per side for the last three layers), and various components (termination resistors, bypass capacitors, etc.).  

[image: image26.jpg]



Figure 2: Geometry of 1/2 shell, showing the wedges with sensors.
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Figure 3: HDI geometry with all layers

The general purpose of the HDI is to provide power, clock and control lines to the FPHX read-out chips, as well as signal lines out from them, and to provide the bias and mechanic alignment structure for the sensor itself.  The connection between the sensor and the FPHX chips and from the FPHX chips to the HDI will be via wirebonds. Figure 2 above shows the outline of the HDI, with all traces shown in their current design state.

The HDI design is presently a flex board composed of seven copper layers (12μm thick copper) bonded to 25μm thick Kapton layers (see Figure 3).  The sensor and FPHX chips will be bonded to the top side of the HDI, and all passive components will be bonded to the bottom side, outside of the backplane geometry.  Connection to the HDI will be made via an interconnect cable with two Hirose 100 pin high density connectors.

[image: image28.emf]
Figure 4:  Layer stack-up of the HDI (excluding the stiffener underneath the connectors)

Production will be made in two stages. First, a minimum lot size to evaluate the process, followed by production of the balance of the order. 

We require 288 large wedge HDIs + 42 spares = 335 HDIs

We require 96 small wedge HDIs + 24 spares = 115 HDIs

In addition to the HDI, an interconnect cable will be required to connect between the HDI and the ROC.  This interconnect cable should be a fairly simple design, but has not yet been addressed by a designer.

F. General HDI Specifications
A.1 Overall device dimensions
HDI for large wedge (Wedge B): Approximately 183mm by 46mm

A.2 Connectors
2 x 100 pin Hirose DF40C100 connectors

Wire pigtail for the sensor bias connection

A.3 Layers

Seven layer of copper artwork, with a top and bottom coverlay.  Copper layers are to be 1/3oz copper.
A.4 Traces

Signal traces will have a width of 50 μm with spacing between pairs from center to center of 150 μm.

A.5 Test pads:

Test pads will be provided with connection to each FPHX output as a duplicate of the wirebond pads in order to test the HDIs without damaging the wirebond pads.

A.6 Identification: 

A unique identification number should be marked on each HDI prior to testing

A.7 Total Thickness:

< 300 μm in flex portion

A.8 Total Radiation Thickness:

< 0.4% (current design is 0.365%)

A.9 Thermal Conductivity

???

A.10 Bend Radius of connector flap

3mm
G. HDI Electrical Specifications
B.1 Inter-trace impedance: 100 Ω.

B.2 Control line termination resistance: 100 Ω.

B.3 Bipass Capacitance: 474 pF.

B.4 Noise Filter Capacitance: 10 μF.

H. HDI Testing

There will be at least two different sets of tests to be performed on the HDI – preproduction testing, and Q/A testing of the production HDIs.  The preproduction testing will include tests to determine the viability of the design including all aspects of the sensor-FPHX-HDI-backplane stack-up.  Production HDIs will undergo complete vendor testing, with sample testing at UNM before they are bonded to the sensors, etc.

C.1 Pre-production testing
C.1.1 Thermal Conductivity: 
C.1.2 Bend Survivability: 
C.1.3 Noise and Cross-talk Issues:
C.1.4 Digital/Analog Noise: 

C.1.5 Bias Voltage Leakage/Breakdown: 

C.2 Production testing
C.2.1 Trace Continuity: 
C.2.2 Trace Shorts: 
C.2.3 Termination:
C.2.4 Bias Voltage Leakage/Breakdown: 
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