4.5 Detector integration into PHENIX 

Once the individual detector components and the mechanical support structures become available, the VTX system needs to be assembled, integrated into the PHENIX setup, and connected to the support and ancillary systems as well as to the DAQ. These steps are critical for the successful completion of the project and need to be addressed well in advance and in close contact with the developments of the detectors and support structures. 

4.5.1 VTX detector assembly 

Each step from delivery of sensors and readout chips, to the assembly of detector ladders, to their final mounting in the mechanical support structure, will require intensive quality control and testing of the components. Special equipment, infrastructure and expertise are necessary to complete these tasks. We have started to plan the necessary steps and to optimize the use of expertise within our collaboration and the institutions that we cooperate with.

For the pixel detectors we will greatly profit from the close cooperation with the ALICE pixel detector group and from the RIKEN staff that now has several years of experience with the ALICE pixel detectors. All necessary steps will be carried out either at CERN or at facilities of the RIKEN institute, except for the final installing of the pixel ladders into the VTX detector, which will be done at BNL. 

For the silicon strip detectors the major steps that need to be taken are:  

· Test sensors

· Test SVX4s

· Test bare readout card

· Mount SVX4s on ROCs 

· Test ROC assembly 

· Attach ROCs to sensor 

· Test ROC/sensor combo

· Assemble ROC/sensors into ladders

· Attach pilot modules to ladder

· Test complete ladder

· Assemble ladders to full detector 

· Full detector test

For the testing of the strip sensors and the SVX4 chips we will benefit from the knowledge of the BNL Instrumentation Division and the cooperation with the FNAL silicon laboratory. The ORNL group, which is developing the ROC, will work together with other groups, including University of New Mexico, to test and assemble the ROCs. The University of New Mexico group draws on knowledge and experience gained during similar work for the ATLAS and CDF vertex detectors. The BNL Chemistry Department will participate in all assembly steps, but will take responsibility for the final assembly and commissioning of the strips. This group will draw from the experience gained while testing, assembling and commissioning the silicon detectors for PHOBOS. Stony Brook has started to build up a group, which will support this effort in all stages and expects to play a major role in the assembly, installation in PHENIX and commissioning of the detector. The final assembly will either make use of facilities available at Stony Brook or at the BNL Chemistry Department.   

4.5.2 Integration into PHENIX

4.5.2.1 Mechanical mounting

The mechanical mounting of the detector will be done by BNL PHENIX Operations, in close collaboration with Hytec. The current concept would be similar to the existing PHENIX MVD mounting. This will support the VTX detector directly on the copper nose cones with attachments to the ends of the detector. The two halves of the split barrel will be either hinged together at the top or the bottom, or be mounted independently. 

The development of this concept will require careful consideration of a number of issues, including precision and stability requirements, accommodation of future detectors (e.g. silicon vertex detector endcaps to cover the muon detector acceptance, and a hadron blind detector (HBD) in the acceptance of the central arms), the attachment and routing of cables, fibers and hoses.

4.5.2.2 Support and Ancillary Systems

Additional platforms installed on top of the PHENIX central magnet yoke will be required to support electronics racks and cooling system equipment.  These racks will include space for low voltage and bias supplies, and whatever readout electronics for the silicon detectors. The platforms must also provide area for cooling system pumps, and compressors or chillers. In addition, these platforms will be used for ancillary systems in future detector upgrades in the central magnet such as the HBD.

4.5.2.3 Beam pipe

A new beryllium beam pipe with a smaller 4 cm inner diameter and 500 m nominal thickness will be critical to perform the anticipated measurements. The inner surface of this pipe may need to be NEG (non-evaporative getter) coated to help reduce beam induced vacuum instabilities. This technology is currently being implemented in the upcoming RHIC run.  The new beam pipe will need to taper out to match the standard 5 in diameter lines of the RHIC rings.

4.5.3 DAQ 

The VTX readout system will be matched to the requirements of the PHENIX high rate data acquisition (DAQ) system. The current DAQ system has a bandwidth corresponding to approximately 12.5 kHz level 1 (L1) trigger rate with a planned upgrade to 25 kHZ. Currently each front-end module (FEM) sends uncompressed events of fixed length to Data Collection Modules (DCMs) through a gigabit optical link. Each DCM has four sets of optical receivers, FPGAs and digital signal processors (DSP), which zero-suppress and buffer the events from four FEMs. An additional DSP is used to merge the data from the four sets. The DCMs and FEMs pipeline events with the capability to buffer at least 4 or 5 L1 triggers. Since the FEM data is of known length no data flow control between FEMs and DCMs is necessary in this design and only the DCM participates in the busy logic. 

Because the VTX will deliver substantially larger data volumes than the currently operated detectors and it will be necessary to zero suppress the data at the front-end before it is transmitted to DCM's. As a consequence some of the current DCM-functionality must be taken over by the pilot modules on the detector and the FEMs off the detector. In particular, after the zero suppression, the FEM data will no longer be of fixed length and therefore the FEMs must participate in the busy logic. 

Since the new requirements are common to most of the planned PHENIX upgrades detectors we have launched an R&D effort to develop the new DCM's independent of this proposal. We anticipate that the development will be completed within 2 years, in time to produce new DCM's for the VTX detector. Once the new DCM's are completed the PHENIX Electronics Facilities and Infrastructure (EF&I) and Online Computing Systems (ONCS) groups will guide the electronic integration and readout of the VTX.

